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Abstract

The increasing interest in the RDF data model has turnedffivgent processing of
gueries over RDF datasets to a challenging and crucial tasleed, the triple format of
the RDF data model, along with the lack of structure that attarizes it, raise new chal-
lenges in data management both in terms of performance atabdity. In this paper,
we consider improving the performance of RDF query evabmaliy using materialized
views. Starting from a workload of queries, we describe paee of possible views to ma-
terialize, we introduce ways for assessing the optimalitgach view set and we propose
practical algorithms for exploring the search space. WheRBF Schema is available,
our algorithm takes advantage of it to guarantee the coepst of answering queries.
We evaluate the efficiency of our search algorithms and detrete the benefits of the
materialized views recommended by our algorithms on a falilemented RDF querying
platform.

Keywords RDF data management, view selection, materialized vieuerycpptimization, RDFS.

1 Introduction

The growing interest in Semantic Web technologies and thainy applications have attracted
attention from the database research community, as weddsg many highly visible recent
works [1, 12, 13, 15, 18]. One of the core database problemsidered in this area is the
efficient evaluation of queries over RDF repositories [IBje SPARQL query language [21]
has been proposed as a W3C standard for querying RDF dates, ardely supported by RDF
data management tools.

At a first look, querying RDF data bears some similaritieshvgjuierying relational data
using a language such as Datalog or SQL. Indeed, the coreARQ@P is made of conjunc-
tive relational-style querying primitives, and SPARQL gas can be translated to SQL [7, 6].
However, there is a profound difference at the level of thia daodel, since an RDF dataset
is fundamentally a collection of tuples of the fofsubject, property, objectpelonging con-
ceptually to a singlériple relation. This complicates querying, given that thple table is as
big as the whole dataset and therefore optimization is diffiand has lead to the proposal of
competing RDF indexing and storage strategies [1, 12, 1,31d]5



Another significant difference is that rich schema inforioratcan be attached to an RDF
dataset, by means of an RDF Schema [20]. Notably, takingacdtount such extra information,
when available, is crucial for the completeness of querjuaien.

In this work, we consider the efficient evaluation of conjimeSPARQL queries against an
RDF database, in the presence of an RDF Schema. More spiggifiainvestigate the usage
of materialized views to speed up the processing of RDF gaerWe make the following

contributions: _ _ - _
1. We present an approach for enumerating possible caeditat sets, based on an exist

ing proposal for relational data and queries [17], and asthju the particular setting of
RDF.

2. Since the complexity of this approach is very high, we @nés set of optimizations
which reduce the time and memory needs. Moreover, we preseet of heuristics
which lead to finding a candidate view set fast.

3. We show how our approach can exploit the presence of an RIDEn$a to ensure the
completeness of query evaluation.

4. We have fully implemented all our algorithms and experited with RDF data and
gueries, using a relational database as a back-end. Wesdhsesfficiency of our ap-
proach and demonstrate its practical interest in terms @édipg up query evaluation.

This paper is organized as follows. Section 2 presents odehior RDF queries and views.

Section 3 presents the view selection problem as a searblepron a space of states among
which one can move via transitions, studies its compleaity describes some practical search
strategies. Section 4 discusses the impact of an RDF Schertiee wview selection problem.
Section 5 presents our experimental evaluation. Sectioisdusses related works, then we
conclude.

2 Problem Statement

RDF data consists of triples of the forsabject, property, objecbr (s, p, o) in short, wheres
stands for thesubject p for the propertyando for the object In accordance with the RDF data
model, in each triples andp are URIs, whileo can either be an URI or a literal. For simplicity,
we useconstanto refer to either an URI or a literal. Accordingly, at the icaj level, we view
an RDF dataset astdple tablet with three attributes, denoteds, p, o).

We consider the conjunctive subset of SPARQL, which is ndtea using the Datalog
notation without any loss of information. Notably, we vieWDR queries (and views) as a
special case of conjunctive queries, i.e., conjunctionatains, the terms of which are either
free variables (a.k.a. head variables), existential ség® or constants.

Definition 1 (RDF queries and views)An RDF query (or view) is a conjunctive query such
that all atoms in the query body use the relatipne., the triple table.

Without loss of generality, we consider that our queries aesian product-freethat
is, each triple shares at least one variable (i.e., join#) @nother triple; a query featuring
a cartesian product can be represented by the set of itsendept sub-queries. Finally, we
assume queries arainimal, i.e., the only containment mapping that can be found froen th
query to itself is the identity [4].

As a running example, we consider an RDF database abouéepsititeir masterpieces, and
the museums in which the latter are exposed. The followirgngey returns the titles of the
paintings of all painters, somehow related to Post-Impoessm, that are exposed in MOMA,
as well as the painters’ names (for the sake of readabilityaspaces are omitted):
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¢1(Xa, X5) 1 —  t(Xy, hasName, Xs), t(X1, X3, postImpres), t(X1, hasPainted, X4),
t(Xy, hasTitle, X5), t(Xy, isExpIn, X), t(Xq, isNamed, moma)

Similarly, the query, returns the titles of the paintings made by French Post-ésgonism
painters that are exposed in museums across Europe, asswied aames of these museums:

@(Y3,Y5) - —  t(Y1, hasCountry, france),t(Y1, belongsT o, postImpres),
t(Y1, hasPainted, Ys), t(Ys, hasTitle, Y3), t(Ys, isExpIn, Yy),
t(Yy,isNamed,Ys), t(Yy, isLocatIn, europe)

We can now define a rewriting in our context.

Definition 2 (Rewriting). Let ¢ be an RDF query and/ = {vy,vs,..., v} be a set of RDF
views. A rewriting of; based orl/ is a relational algebra expression)(equivalent tay (i.e., it
yields the same answers for any dataset) andwhose involved relations belong 1o

Since each of our rewriting expressions is equivalent tangurtive query, it contains only
selection, projection and join operators. It is known thayatactic translation exists between
a relational expression and its conjunctive (Datalog)esentation.

We consider guality functionqf which, for every rewriting, returns a quantitative measure
of how good the rewriting is. Typical quality functions talkeo account the effort to evaluate
the body of the rewriting, the total space occupancy of tlesvsi the costs to maintain the
views as data changes, etc.

We require quality functions ttavor compact views and cheap rewritingghich we for-
malize as follows. Let’ andr” be two rewritings of the same quegy

1. If " andr” incur the same effort in answering but ' requires less space to store the
views, theryf (') > qf (r").

2. If " andr” require the same space to store the views, but the effortdtuaer’ is
smaller than the effort to evaluaté, thenqf(r’) > qf(r").

We are now ready to define our view selection problem. For eas&position, we do it
withouttaking into account RDF schemas. Section 4 will show how tegrate them in our
setting via a preliminary reasoning step.

Definition 3 (Candidate view set)L.et@ = {q1, ¢2, - - -, g» } be a set of RDF queries. A candi-
date view set fo€) is a pair (V, R) such that:
e U is a set of RDF view$uv,, vs, ..., v} and
e Risand asetof rewriting$ry, 7, ..., 7, }, where foreach < i < n,r; is an equivalent
rewriting of ¢; based on the views .

Definition 4 ((Schema-agnostic) view enumeration and selection pnedjlelLet Q = {q¢1, ¢,
.., qn} be a set of RDF queries arfdl = {wy, ws, ..., w,} be a set of weights associated to
the queries in). Letqf be a quality function.

e The view enumeration problem consists of finding all candigaew sets fof).

e The view selection problem consists of finding a candidate se{ V, R) for @) such that,
for any other candidate view sgt”, R') for Q, X,cr(w; - qf (r;)) > Sper (w; - qf(17)).
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Figure 1. Sample graph of a state.

3 The View Selection Search Problem

This Section describes our approach for solving the RDF gie@ction and enumeration prob-
lems. Section 3.1 describes our modeling of the problemrmgeof states and transitions.
Section 3.2 characterizes search strategies, the size setirch space, and search complex-
ity. The complexity of the problem is high, and may becomenhfitive for large workloads.
Therefore, Section 3.3 presents a set of interesting gtestealong with heuristics which allow
to limit the search.

3.1 Model: States and Transitions

Solving the view selection problem requires finding bothteo$@iews and the corresponding
rewritings of the workload queries based on these views. Agrtbe solutions considered in
the literature for view selection in relational databases,adapt the approach of [17] to our
RDF context. More specifically, we model view set selectismaearch problem. Each point

in the search space, calledstate represents a set of views and a set of associated equivalent
rewritings for all the workload queries.

Definition 5 (State) Given the query se) = {q1, ¢, . .,q.}, & State is a 3-tuple5;(Q) =
(Vi, G;, R;) such that:

e V} is a set of views proposed for materialization,

e G; = (N,;, E;) is an undirected multigraph, whose node setvisand whose edge set is
E;, and

e R;is a set of rewritings showing how to compute each query fibbased on the view
setV;.



v3:n4.p=hasTitle

v3

v3:n3.p=hasPainted V3:n3.0=n4.s
v3:nl.p=hasName .

v3:nl.s=n3.s v3:n3.0=n5.s

v3:n4.s=n5.s

()~
v3:n5.p=isExpln

v3:nl.s=n2.s v3:n5.0=n6.5

3:n2.0=postl
v2:ns.o=postimpres v3:n6.p=isNamed

Figure 2: State graph after a selection cut.
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Figure 3: State graph after two join cuts.

Within G;, each triplet; appearing in a view € V; is represented by a node € ;.

Moreover, lett; andt; be two triples in a view € V;, and a join on their attributes,;.a;
andt;.a; (wherea;, a; € {s,p,o}). For each such join, there is an edgec E; connecting the
respective nodes;, n; € N; and labeledy:n;.a; = n;.a;. We calle; a join edge

Finally, lett; be a triple in a vieww € V; andn; € N; be its corresponding node. For every
constant, having a valug, that appears in the attribute, € {s, p, o} of¢;, an edge connecting
n; to itself is present, labeledn;.a; = ¢;. These are callegelection edgess they represent
a selection over the triple table

For simplicity, we do not consider views with cartesian pro in our setting, as these
views tend to consume significant space and to lead to lesgeeffrewritings (given that our
gueries do not contain cartesian products either).

We define thegraph ofv as the connected component@®@f corresponding t@. Observe
that in a view, two nodes may be connected by a multiple (jetige if their corresponding
patterns are connected by more than one join predicates.

As an example, we considéh(Q) = ({vi, v2}, Go, Ro), Where@ = {q, ¢»} are the two
sample queries previously introduceg,= ¢; andv, = ¢». Thus, the rewriting seR consists
of the trivial rewritings{q; = v1, ¢ = v2}. The graphG, is depicted in Figure 1. The graph of
vy Is the connected component in the upper half of the Figure.

We define thenitial state of the search a8,(Q) = (Vy, Gy, Ry) for a given set of queries.
In Sy, Vo = Q, i.e., the set of views is exactly the set of queries. Theitewgs in R, are
all trivial (view scans), and the initial grapH, corresponds to the queries@h Clearly, the
rewriting costs associated to the initial state are very &ce for each query it suffices to scan
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Figure 4. State graph after some selection and join cuts.
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Figure 5: State graph after a view fusion.

the pre-computed results. However, this solution is tylpiceot the best-quality one, since its
space consumption or view maintenance costs may be quite hig

We now introduce a set of three elementary state transfavngtadapted from [17]. In
the following, we will usev:e to denote the edge belonging to the view in a state graph.
Moreover, we will uses, to denote a selection on the condition attached to the edge
the graph. Since the query sgtremains the same across all transformations, we omit it for
readability.

Definition 6 (Selection Cut$C)). Let (V, G, R) be a state and:e be a selection edge ii. A
selection cubne yields a statdV’, G’, R') such that:

e V' is obtained froml” by replacingv with a new view’, in which the constant of the
selection has been replaced with a fresh head variable {&eeturned by’, along with
the variables returned by),

e (¢ is obtained fromG by erasing the edge and
e ¥’ is obtained fronRz by replacing all occurrences efwith the expressiony,cqq (). (v').
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Q={q} SCes SCes
(V.2 SCy SC(y
(X Y Cl) SO \]C S4 \]C S7 VF Sg

SCly

Sy —IC g
Vo {¢V,2): —t(X,Y,c1),t(X, Z,c2)}
W {ql(ley) : 7t(X17Y7 Cl)' qQ(XQa )
Vo {qY,Z,W1): —t(X,Y,W1),t(X,Z,ca)}
V3 {q(Y, Z, Wg) =X, Y, 1), (X Z, Wg)}
Vi {qY,Z, Wy, Wa) : —t(X,Y, W), t(X, Z, W)}
Vs {q(X1, Z, W) —t(X1, Z,W1);  qa(X2, Z) : —t(X2, Z,c2)}
Vo {a1(X1,2): —t(X1,Z,c1);  qo(X2, Z,Wa) : —t(Xo, Z, Wa)}
Voo Aa(X1, Z,Wh) : —t(X1, Z,Wh);  qa(Xo, Z,Wa) : —t(X2, Z, Wa)}
VS {Q(Xaya Z) : —ﬁ(X,Y,Z)}

t(XQ, Z7 62)}

Figure 6: Sample complete search space, and view sets pondiag to each state.

Q= {(h q2}

B(X): 7()7(, Y.0) / ><\
@(X):—(X,Z,¢) \ /

Figure 7: Sample complete search space for a simple workibexeb queries.

For example, consider the initial state = ({v1, v}, Go, {¢1 = v1,q2 = v2}) wWherev,;
andwv, are views identical to the queriegs andg, introduced in the previous Sectiolz, is
the graph depicted in Figure 1. We apply a selection cut oedye labeled;:ns.0 = moma
and obtain the query gragh;, in which v, is replaced by a new views, the graph of which
is depicted in Figure 2. We don’t show the whalg in the Figure, as the graph of remains
unchanged. The resulting state is:

Sl = <{U27 U3}7 Gh {Q1 = 7Theacl(vl)(0-116.0:m0ma(’03))7 g2 = U2}>

Definition 7 (Join Cut §C)). Let(V, G, R) be a state and:e be a join edge irG. Ajoin cut
oneyields a statédV’, G, R'), obtained as follows:
1. If the graph ol is still connected after the cut]’ is obtained froni” by replacingv with
a new symbol’ in which the variable corresponding to the join edgbecomes a head
variable. Moreover, in every rewriting, the symhais replaced byr,cqq() (e (v")).

2. If the graph ofv is split in two independent components, is obtained froml” by re-
placing v with two new symbols; and v}, each corresponding to one component. In
each ofv] andv), the join variable ok becomes a head variable. The new rewriting set
R’ is obtained fromR by replacingv by mscqq(0) (V] > ¢ 5).

The new graplt?’ is obtained fronG by erasing the edge:e.

For example, consider cutting the join edgen,.s = n3.s on the result (shown in Figure 2)
of the previous selection cut. This operation does not diseot the graph of;, but replaces
vg With a new viewuv, such thaws = mj,cqq(vs) (On, s=ns.s(v4)). The resulting state is:
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SQ = <{U27 U4}7 G27 {Q1 = 7Theawl(vl)(0-116.0:m0ma(7"'heawl(vg,)(O-nl.s:ng,.s(lv4))))7 q2 = U2}>

If we now cut the join edge labeled:n,.s = nj.s, the graph oy, becomes disconnected,
resulting in the introduction of the views anduvg, depicted in Figure 3. The view symbalis
replaced in the rewritings by the expressiofui(v,)(vs > n,.s=ns.s V). DeNoting the resulting
graph byGs, the resulting state is:

53 = <{U27 Vs, U6}7 G37 {Q1 = Thead(v1) (Ung.ozmoma (Whead(vg) (Jnl.s:n3.3<7rhead(v4) <U5 X pny.s=n3.s

U6)))))7Q2 = U2}>

Selection and join cuts tend to make the views less specificnaore voluminous, and
rewritings potentially more expensive. Thus, their ing¢dees not in the states they produce,
but in the factorization transformations which can be agaphfter some edge cuts. Such fac-
torization is achieved by the following transformation.

Definition 8 (View Fusion {/F)). Let (V, G, R) be a state and, v, be two views i/ such
that their respective graphs (thus, the bodies of the espras defining the views) are isomor-
phic. Letvs be a copy ofy;, whose head variables are thosewfplusthose ofv, (up to the
isomorphism). Fusing; andv, leads to a new statd/’, G’, R') obtained as follows:

o V= (V\{uv,va}) U{ush,

e (¢ is obtained fromG by removing the graphs of andv, and adding that of;;, and

e R’ is obtained fromR by replacing any occurrence af; (respectivelyvs), with
Thead(vy) (V3) (T€SPECHVEIYTThcad(vy)(V3))-

Performing a set of join cuts in gragly presented above, we can arrive at state containing
the graph depicted in Figure 4. The graphsgfindvg are isomorphic, enabling us to fuse
them. The resulting graph is depicted in Figure 5.

Sample complete search spaces are shown in Figure 6 for doadrif one query, and
Figure 7 for a workload of two queries.

3.2 Search Space and Strategies
We denote byS =+ S’ the application of the transformatianc {SC,JC,VF} on a stateS,
which leads to the statg.

Definition 9. (Strategy) For a given view selection problem, a searchtegg> is a sequence
of transformations of the form:

2= (i, 25800, (i, = 50), . (Sie, et g Y (S s S )

k-1

whereS;, = Sy, for everyj < [1..k] 7;, € {SC,JC\VF}, and for everyj < [2..k] there exists
I < jsuchthats; = S;, (i.e., each state must be obtained before it is transformed)

For example, on the problem illustrated in Figure 6, two paestrategies are:

T, 55, (8 T 54, (S0 T ), <53 L 51, (S0 2% 1)

SC(c1 SC(ca
# SQ), (SQ £> 55) (SO ) 53), (53 —> SG)

X1 = (S
2o = (S
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SC(

#(X, Y(l) I 5 VF g
X Z (2)

SCe
SCey

Figure 8: Stratified search strategy for the example in Egur

A strategy isexhaustivef it reaches all candidate view sets that can be acquireduny o
set of transitions. A set of simple exhaustive strategiesosaimmediately defined as follows.
An ex-Nave (exhaustive naive) strategy starts by applying a transhtion toS,, leading to a
new stateS;. Then,ex-Naverandomly picks one of the existing states and one transfooma
which applies to the state, performs the transformatiod,ats the new state to the existing
ones.Ex-Naive stops when no new states can be found and is, thus, exhaustive

A sampleex-Naive strategy on the example in Figure 6 is:

23 = (507 SQ)) (507 Sl)7 (507 S3)7 (527 S5)7 (527 S4)7 (Sl7 55)7 (Sla Sﬁ)? (S37 Sﬁ)a (S37 54)7
(547 57)7 (S57 57)7 (Sﬁa 57)7 (377 SS)

where for readability, we omitted the transition detailsbs@rve thaex-Nave may lead to
reaching the same state several times, €gs reached twice bys.

As reaching the same state more than once through diffeeamtigpathsis a source of
inefficiency, we focus on a particular classstfatified strategiesvhich suffer less from this
shortcoming.

Definition 10. (Paths to a state) Let be a strategysS be a state irt2, and;j be an integer such
that(S;;,5;) € Y andS; = S. The set of paths leading ®in X, denoted” S, is defined as:

=S = {T“} if j =1, and‘—>S {p7i,|p € 7S} otherwise.

Definition 11. (Stratified strategy) A strateg¥ is stratified iff for any state&s € > and any
pathp € =S, p belongs to the regular languag&C* JC* VF*.

Intuitively, in a stratified strateggn a given pathselection cuts precede all join cuts, which
precede all view fusions. For instance, on the sample watkfwreviously used in Figure 6, a
possible stratified strategy is:

Z34 - (SO7 S2)7 (S(]7 Sl)7 (S(]7 S3)7 (S27 55)7 (S27 S4)7 (S?n S6)7 (S?n S4)7 (S47 57)7 (S77 58)

Observe that in a stratified strategy, for instance, selecatuts may still appear after join
edge cuts, as long as they are different search paths

Figure 8 depicts the search space corresponding to the eaatkh Figure 6, just with the
transitions of,. Note that theex-Naive strategy?:; and the stratified’, reach the same states.

The following result states that stratified strategies canimany strategy.

Theorem 1. (Stratified equivalent strategy) For any stratégythere exists a stratified strategy,
denoted ", producing the same states.



Due to space limitations, the proof is delegated to our teethreport, available at http://www-
rocq.inria.fr/"karanaso/files/RDFVS-TecReport.pdf.

We focus now on a stratified subset of theNaive strategies, namely thex-STR (exhaus-
tive stratified) strategies, such that:

e For any two transitionss; i S%), (S £> S]) € ¥, we havej < [. In other words,

anyselection cut is made befoadl join cuts.

e For any two transitionss; £> S%), (S E S)) € 3, we havej < [. In other words,

anyjoin cut is made beforall view fusions.

Strictly speaking, for a given problem, there are mexySTRstrategies (depending on relative
transition order in the strategy), but we will simply use STRto refer to any of them.

A corollary of Theorem 1 is thaax-STRis also exhaustive, since it can mingg-Naive,
thus enumerates all the candidate view sets reached byamsitions. As a result, from now
on and without loss of generality, we will focus on stratifedategies only. We quantify the
size of our search space by counting the states produceg-ByR

Search space size. Let Sy(Q) = (Vo, Go, Ro) be an initial state, wher€é'y = (Ny, Ey). Let
|No| = n, |Es| = m be the number of nodes and edges-gfrespectively. LetVy| = |Q| = k
be the number of views if§y, m, be the number of selection edges angbe the number of
join edges. Obviouslyn, +m; = m.

1. FromSy, repeatedly applyin§C can lead to exactl9™- states.

2. LetS; be one of these states. Repeatedly applyi@gon S; can lead to creating™
states{S?, S!,...,S?"}, which are all distinct in the worst case. Thus, selectiots cu
followed by join cuts leads to creating at mast « 2™ = 2™ distinct states.

3. Each of the states thus obtained has at leastd at most + m, views. The state has
k views if noJC has been applied or if none of ti€ disconnected a view. Otherwise,
eachJC may have added one extra view and the maximum numb&Ca ;.

4. We now consider one of the statgésobtained by edge cuts and evaluate the number of
states which may result fros); by repeatedly applyingF. In the worst case, any subset
of the views inV; consists of isomorphic views. Thus, the number of statesitieg
from S; by applyingVF is bound by the number of partitions of the $6t whose size
is at mostk + m;. Denoting byB, the Bell number (the number of partitions of a set of
sizex), an upper bound for the total number of distinct states is:

NS - 2m Bk‘-i-m]'
In the particular case of RDF queries, the number of selesii®betweeih and3n, and

the number of joinsz; is between 0 an@(”z;” (the latter occurs whefi, is the complete
graph). Replacing these bounds in the above, we obtain:

NS _ 23n+n(n—1)/2‘ Bk+n(n71)/2
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Time complexity. The time complexity of performing an exhaustive search aaaifmilarly
derived, based on the number of states created by eachamaragion and the time complexity
of the transformation:
e The cost of a selection or join cut is linear in the size of drgést view, which is bound
by 3n.

¢ View fusion requires checking query equivalence, whicmi®{2") [4].

The complexity is well above exponential, making exhawessigarch unfeasible for large
workloads. This highlights the need for robust implemeatet and efficient heuristics.

3.3 Optimizations and heuristics

We now discuss a set of search strategies with interestopepties, as well as a set of pruning
heuristics which may be used to trade off completeness fmiezicy of the search. For our
discussion, we assume all strategies use the followinglsidgia structures

C'S thecandidate state seThis set s initially{ Sy }. As new states are created, they are added
toC'S.

ES the set okexploredstates.E'S is disjoint fromC'S and is initially empty. An explored state
S is a state such that for any transformatiore {SC, JC, VF}, the stateS’ = 7(5S)
obtained by applying on S already belongs either t0S orto E'S.

Sy is at any point in the search, thest stateexplored so far.S, is initially set to.S, and is
changed t&5 whenever the newly found statesatisfiesyf(S) > qf(Ss).

DFS (depth-first search) strategiedA (stratified) strategy: is depth-first iff the order ok’s
transitions satisfies the following constraint. L®be a state reached by a patlof the form
SC*. Immediately after reaching for the first time,> enumerates all transitions recursively
attainable fromsS by JC only. After these transitiong; immediately enumerates all transitions
recursively attainable from the states previously ob@jinsingVF only. For instance, on the
example in Figure 6, the following stratedy is DFS:

25 = (507 52)7 (527 55)7 (507 53)7 (537 SG)
An advantage of DFS strategies is that they fully explorglaall possibleSC andJC on)
each state that is reached fully explored state does not need to be kept (in memory) and
can be discarded without compromising the segttiis amounts to not maintaining thiesS
set altogether, and just discarding any explored stateighaat S,). Thus, DFS reduces the
memory footprint of the search.

Aggressive fusion (or eager-fuse)This technique can be included in many strategies: when a
new stateS is reached, it is substituted with the state attained aéjgeatedly applying oA all
possibleVF. The motivation here is thatF is guaranteed to improve the estimated quality of
the state (whereaSC andJC decrease it): instead of materializing two views, we matize
only one (i.e., we save space) and, at the same time, thetireygr{thus the query evaluation
efforts) remain unchanged. Moreover, the number of exgdlstates is reduced, because when
we repeatedly appliVF we keep only the finally reached state and discard the inthate
ones, which are worse w.r.t.,, quality. For instance, on tteargle in Figure 7, eager-fuse
would first go fromsS, to Sz, and only afterward explore the other statés.is the best state,
and eager-fuse helps find it fast. Thus, even if the seardiofped early, the best solutidfy

is likely to be quite good.
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Stop conditions.We use somstop conditiongo limit the search by declaring that some states
are not promising, thus should not be explored. Clearly stmditions lead to non-exhaustive
search. We have considered the following stop conditiona &iatesS.

o stop,(S): true if a view inS is the full triple tablet

o stop,.-(S): true if a view inS has only variables. The idea is that we rejgcince we
consider its space occupancy to be too high. In generalctmdition may be satisfied
even by the initial staté), if one of the queries mentions no URI and no constants, and
in this casestop,.. would preventinysearch. However, no query in the frequently-used
RDF benchmarks satisfies this condition, therefetep,., can be used in many settings
to restrict the search while leaving many meaningful ogion

o stopny(95): true if the number of views its exceeds a bound'V'. This tends to discour-
age over-aggressive join edge cuts, based on the idea thegj@ expensive operations
and if they can be pre-computed by the views, that resultgmfgcant effort savings.

“Pull&push constants” technique This technique attempts to “smartly guess” which selec-
tion edges can be cut and which should be preserved. It cal@@nstants from the workload,
according to their number of occurrences. The more fredpentonstant appears, the more
likely it is to appear in the selected view state, becauseptasents a selective, shared con-
dition. Thus, prior to any search, we start by cuttaly selection edges corresponding to
constants appearing one or a few times (“pull constantd) pHithis pre-processing removes

[ selection edges, this diminishes the search space by disagnifactor of2!, given that the
subsequent search (regardless of its strategy) will baeapph an initialC'S of just one state
(that obtained frond, by thel successiv&Cs). Afterthe search has finished, however, we may
need to “push” back some of the selections cut in the “puldgst This is the case if, for some
recommended view, all rewritings usingy apply the same selection encorresponding to a
constant eagerly removed by the “pull”.

The interest of this technique is to reduce the size of theckespace by “betting against
some selection edges”. However, it may compromise optigpaiven that the comparisons
performed during the search ignore the fact that some satscinay be brought back by the
post-processing. We have implemented this technique peesized byw, the maximum num-
ber of appearances of constants eliminated by the “pulfjestddowever, we found that far
values greater than 1, the loss of optimality may be sigmifioahile forw = 1 it tends to be
much smaller. Thus, we applied this technique witk- 1.

4 RDF Schemas

RDF data is first and foremost a format feemanticWeb data, and an RDF Schema [20]
(RDFS, for short) can be used to enhance the meaning of an Riarsdt. RDFS allows defin-
ing semantic relationships between the classes and piepeded for resource descriptions.
Such relations are stated using the RDFS standard prapeuti€’lassOf, subPropertyOf,
domain, andrange. The first order logic semantics of those properties is gimdtfigure 9.

A direct consequence of using the above properties is the foe@xtra reasoning capabil-
ities in order to answer queries. Indeed, an RDF datasetitegeith an RDF Schema entail
implicit triples that are not explicitly present in that dataset. Assult, standard (database-
style) query evaluation techniques may be incomplete on@R &ataset, if they don’t take
into account the implicit triples. Two main approaches ha&en devised for this problem.
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Semantic relationship | RDFS notation | FOL semantics

Class inclusion C rdfs : subClassOf Cy VX (C1(X) = Ca(X))
Property inclusion P rdfs : subPropertyOf P, | VXVY (P (X,Y) = P(X,Y))
Domain typing of a property P rdfs : domain C VXVY (P(X,Y) = C(X))
Range typing of a property | P rdfs : range C VXVY (P(X,Y) = C(Y))

Figure 9: Semantic relationships allowed between classgproperties.

Algorithm 1: the Reformulate algorithm

Reformulate(q, S)

Input: an RDF schem& and a conjunctive queryoverS

Output: a union of conjunctive queriescq such that for any datased
evaluate(q, closure(D, S)) = evaluate(ucq, D)

(1) ucqg + {q}, ucqg « 0

(2)  while ucq # ucq'

3) ucq  ucq

4) foreachrewritingr € ucq

(5) foreachatomg in r

(6) if g =t(s,rdf : type, C1) andCy rdfs : subClassOf C} € S
(7) ucq &= ucq UATlg/is,rdftype.Ca)] }

(8) else ifg = t(s,rdf : type, C')) and P rdfs : domain C € §
9) ucq = ucq U{T(g/ay i(s,Py) }

(10) elseifg = t(s,rdf : type,C) and P rdfs : range C' € S
(11) ucq < ucq U {rg/ay t(y,p,e)] }

(12) else ifg = t(s, P;,0) and P, rdfs : subPropertyOf P, € S
(13) ucq < ucq U {r(g/i(s, P00 }

(14) return ucq

A first solution is to compile the knowledge of the schema i dataset. This is done
by a closure mechanism that adds to the dataset all the iinjpides. Such a mechanism is
described in the RDF recommendation and has been impledchentarious RDF frameworks
like Jena. Standard query evaluation techniques can then apply orethating closure, but
that approach consumes space and is not robust to furthatagpon the original dataset.

The second solution is to compile the knowledge of the schietoathe queries. This is
done by queryeformulation which transforms a (conjunctive) query into a union of (jcoie-
tive) queries, all the answers of which can be obtained bydstal query evaluation techniques
for plain RDF [2]. While that approach does not modify thegoral dataset, it introduces at
query time a query reformulation overhead. Algorithm 1 ioet$ a (simplified) query refor-
mulation algorithm. It is a (syntactic) adaptation of theea®escribed in [2] to our conjunctive
(triple) queries. We assume that theluate andclosure functions used in Algorithm 1 pro-
vide respectively the evaluation of a query in plain RDF ahthe closure of a dataset with
respect to a schema, as defined in the RDF recommendatiarMib®¢over,,,,, denotes the
result of replacing the atomof the queryy by the atomy’.

View selection in the presence of schemade now explain how to extend our view selection
algorithms, in order to attain the completeness guarawntfebs reformulation-based approach.
To that effect, we extend our rewriting language to thatimonsof conjunctive queries and

http://jena.sourceforge.net/
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the definition of ouiinitial state. More precisely, given a set of querigs= {¢1,...,¢.}, and
assuming thatewrite(q;, S) = {q},..., ¢}, itis sufficient to defineS,(Q) = (V4, Go, Ro)
as the set of conjunctive view§ = | ,{¢},...,¢"}, the graphG, of V;, and the set of
rewritingsRo = U;_ {¢i = ¢; U---U g }.

5 Experimental Evaluation

We present a set of experiments we conducted to evaluateppuoach. The view selection
software is a standalone Java module (100 classes, 13rX).lilt takes its input under the
form of a set of conjunctive RDF queries, a set of query waighhd an RDF-S schema, and
produces as output the set of recommended views and condisgaewritings. To study the
benefits of the recommended views, we coupled our softwateaniatabase back-end which
stores both the original RDF data and the views. As a backsadhave chosen PostgreSQL,
both for its reputation of a (free) efficient platform, anatlese it was used in several previous
RDF data management works [1, 12, 13, 15, 18]. The Postgre@@lion we used is 8.4.3.

For our experiments, we used the Barton datme of the most widely used in previous
RDF data management works [1, 12, 18]). The initial data easists of about 50 million
triples. After some cleaning of the data (removing fornmafterrors, eliminating duplicates
etc.) we kept around 35 million distinct triples. We loadedr in PostgreSQL under the form
of the triple table (s, p, 0). The space occupied by the table within PostgreSQL was 1B.9 G
View set enumeration and selection was performed on 2.406t#dkXeon machine with 4GB
RAM (2GB for the JVM), running Mandriva Linux. The PostgrelSQerver ran on a separate
2,13GHz Intel Xeon machine with 8GB RAM.

In the following, Section 5.1 reports on experiments withimas search strategies. Sec-
tion 5.2 studies the impact of the quality estimation fumaesi on the search, while Section 5.3
demonstrates the interest of using the selected view sgpged up query processing.

5.1 Search Strategies Evaluation

We compare five variants of the Stratifie8 TR and Depth-FirstDFS) strategies described
in Sections 3.2, respectively, 3.3. The variants aig¢:exhaustive €X); (iz) with aggressive
fusion enabledAF); (ii¢) with aggressive fusion and tkeop; stop condition AF-SJ); (iv) with
aggressive fusion and tkeop,,., Stop condition AF-S2; finally, (v) with aggressive fusion, the
stop; stop condition and the “pull&push constants” technigdE{S1-P. The quality function
we used was the one that experimentally gave us the bestsé¢Buther details on this are
given in Section 5.2).

We employed four query workloads of increasing complexitighf respect to their numbers
of queries, constants, and joins). Due to space limitatioase we report only on the two most
complex oneswWorkload 1and 2), which best highlight the differences between strategies
Workload 1 included 10 constants and 9 variables in totakre&s workload 2 included 15
constants and 14 variables.

Figure 10 shows the number of states explored by each ditexisérategy (for workload 1),
a measure having a strong impact on the memory and time né#us strategy. As expected,
for each variant, the STR and DFS have the same number ofrexidtates (they explore the
same part of the search space). Moreover, applying aggecfssion reduces the number of
states to almost one third. This number is reduced even mpotieebstop conditions, as they

2http://simile.mit.edu/wiki/DataseBarton

14



140000

120000 -
100000 -
80000
60000
40000
20000 ——

0o +—

<

(o
@'\'

& 3 >

& v v 2
Y & & &
S .

III -
v 2

©

Figure 10: The number of explored states for workload 1.
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Figure 11: Memory consumption of each strategy.

prune part of the search space (notice #tap, is lessaggressivehanstop,..). The biggest
reduction of the set of explored states was achieved by agunthbthe above techniques with
the “pull&push constants”.

Figure 11 depicts the memory needs of each strategy for batkieads. A first observation
is that, for each given variant, STR consumes more memoryttiaDFS. This confirms our
expectations, since STR needs to keep in memory more stateslonger time than DFS
(which explores them in depth and then is able to discard fhefRurthermore, Figure 11
shows that neither of the exhaustive and the aggressivefi®IR did manage to complete
their execution with the given amount of memory. The mostresting point though is the
significant reduction in memory needed when we apply ouribtcs. Again, the best results
appear when using the “pull&push constants” technique.
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Figure 12: Total times and times until best state for eacitesysy.

exSTR| exDFS| STR-AF | DFS-AF | DFS-AF-S1| DFS-AF-S2| DFS-AF-S1-P
workload 1| 0.494 | 0.494 | 0.494 0.494 0.494 0.494 0.469
workload 2| 0.540 | 0.540 | 0.540 0.540 0.540 0.506 0.540

Figure 13: The score of the best state reached by each strateg

The execution times for each strategy are depicted in Fig@reFor each strategy and
variant, the lower part of the corresponding bar (in liglet&or) corresponds to the time needed
to find the best state, whereas the overall bar represent®tdierunning time. One could
expect that STR and DFS would have very close execution fisiese they explore the same
set of states. However, this is not always the case, due téathghat STR spends more
time reaching again and again the same state (recall theaisop between Figure 6 and
Figure 8). Especially for those cases which demand a lot ohomg, the time advantage of
DFS is noticeable. Figure 12 also shows that our heuristiggave the execution time by a
factor of more than 30. Finally, DFS is also faster at findimg best state.

Finally, we compare our ten strategies also from the viemjafithe quality of the solution
they are able to find. Figure 13 demonstrates that, as exhemggressive fusion preserved
optimality (gave the same scores as the exhaustive stea)edin most cases, enabling the rest
of the heuristics did not prevent us from reaching the bedestEven when the overall best
state was not explored, the returned best state had a sagrelose to the best one.

5.2 Quality estimation

The quality function we used in order to evaluate the qualitgach state relies on a number
of quality estimators. The most prevalent estimators we ltansidered are the following:

e join count (JC'0): the total number of joins appearing in the rewritingsof a states;
(favors states with small number of joins, to decrease d@ttimes)

e average constant rati@’'R): the average number of constants that appear in each view
(favors views with many constants, as they will be more s$ipleand will probably
occupy less space)
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e selectivity estimator{F): relies on the number of appearances of each constant in the
data to determine how selective a constant is ((ike, it favors selective views)

e view popularity {/ P): counts the number of times each view participates in thwite
ings R; (in an attempt to reduce the needed space, it favors statghiah views are
re-used in many rewritings).

To determine the best combination of them to use, we run afsstperiments using the
DFS strategy with the aggressive view fusion anddtwg,.,. on five Barton queries (including
15 constants and 14 variables in total). In Figure 14, wentepothe space (as a percentage of
the triple table) occupied by the set of views selected bysearch strategy, as well as the time
needed to materialize these views. We have also given therialatation details after enabling
reasoning support and using the rewriting algorithm descrin Section 4, denoted liyR+
in the Figure. We used the RDF Schema provided by the Bart@sea

The table in Figure 14 shows that for this worklo&d? showed the best performance
both in terms of space and time and, thus, we uSétias a quality estimator in the other
experiments described here. We plan to experiment with cmrglex workloads in the future,
and hopefully add to our framework an RDF query size estonatchnique such as the ones
in[11, 13], since they would provide us with more accuraterimation in assessing the quality
of a proposed view set.

| [MO [ ALL | SE | CRIVPIJCo| VP | CR | CR+|

Space Usage (%) 5.93| >100| >100 >100 43.70| 1.33| 3.08
Materialization time (min.) 2.5 | >30 | >30 >30 23 5 1.3

Figure 14: Quality estimators comparison.

5.3 Query execution times

We now compare the time it takes to evaluate each of the fivieoBaueries based on several
organizations of the data in tables (views). We denote by fi€(RDF database consisting of
the single triple table (no index). Clearly, TTO is a very pdata layout, therefore, for fair-
ness, we also investigated using the triple table, in catian with several known indexing
strategies. TT1 denotes the triple table with three indexes, p ando respectively (also tried
in [1]). TT2 adopts the approach described in [18], whichsists of adding six indices, one
on each permutations of the triple table columns. Prior tmitog the view selection algorithm,
we also attempted a manual optimization of the storage (M@)xsing “by hand” some views
which seemed promising for the considered workload. Whieresult of MO obviously de-
pends on the user’s expertise, we include it as a rough besr&hof a “reasonably-chosen”
data layout. Finally, CR and CR+ denote the set of mategdlaews recommended by the
DFS-AF-S1-P strategy, using the CR quality estimator, autireasoning (CR) respectively,
with reasoning enabled (CR+).

Figure 15 depicts the execution time of the Barton 5-querykivad on the above set of
alternative data layouts. Each query was timed out aftemtivautes (which were insufficient
for the third query on the TTO storage). Figure 15 shows thatiorst cases can be avoided
with the six-indices approach of [18], however, there ifl atiot of room for improvement.
MO does significantly better than TT2, and the configuratewt®matically selected by DFS-
AF-S1-P gives the best results. This validates the prddtitarest of a well-chosen set of
materialized views.
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6 Related works

View-based query rewriting The view-based rewritings we consider are related to thergén
problem of rewriting conjunctive queries using conjunetiiews [9]. In particular, the main
results on rewriting non-recursive Datalog queries usinglar views (under set semantics)
are owed to [4], whereas bag semantics is considered in fblcohtrast with these works,
our approach proposes views agéneratesewritings in a constructive way, starting from
the simple case when the views are identical to the querresontrast, in view-based query
rewritings, the view set is given and rewritings mustoendwithout any prior knowledge on
how the query and the views are related.

Selection of relational materialized viewshas been intensely studied in the context of re-
lational databases and in particular in relational dateetvamses [10, 17]. Our approach is
inspired from the one of [17]. Compared to that work, we irated by developing techniques
specific to RDF data and queries. In particular, specificag®had to be made given that RDF
gueries refer to one huge triple table, making a view thatesiical to the triple table a not-so-
desirable view (or even one to forbid). In the same style)evhi a relational data warehouse
scenario, it may make sense to materialize the cartesiatuprof two small tables (say, two
dimension tables), cartesian products of the triple tabth itself cannot be envisioned. Fi-
nally, we have devised search strategies specific to the RRiRg and have shown how RDF
Schemas can be exploited to make view selection aware ofdatantics.

RDF data managementhas been the topic of active work. Efficiently querying grajatta

is notoriously difficult, due to the potential very poor daizcess locality (a query may need
to traverse large portions of the data set) [14]. This is #ason why RDF data management
platforms (e.g. Sesame, 3store, Jena) are based on reladi@abase management systems
(RDBMSs in short).

Recent works in database research also considered exgemdrevisiting relational data
management techniques to the processing of RDF querie$], lthg authors propose splitting
the data set using vertical partitioning. Thus, for eachigaar property, there is a two-column
(s, 0) table. This performs well for queries joining triples or tsubject or object, and it allows
selective access to triples of a given property. Howevepeatrformance degrades significantly
for queries containing triples of unspecified property ngysence this requires a union over all
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the property tables. The authors experimentally compataralard RDBMS (Postgres) with
a column store, and find that the latter is much more efficiesioime settings. These results
are revisited in [15], which shows that when properly tuned aomplemented with indices,
the RDBMS may perform almost as well as the vertically paried store. The authors also
point out the fragility of the property tables when there tai@ many properties in the data set.
Hexastore [18] proposes a more generic approach for effigistoring RDF data, based on
one single triple table and six indices, on all permutatiohthe attributes. Thus, there is an
index on(s, p), another or{s, o), another one ofp, s) etc. Hexastore’s indices can be used to
speed up all types of joins over the triple table, howevewa$ave shown, custom views can
make processing even more efficient. Finally, RDF-3X [13,i4& recent, efficient platform
natively built for RDF. It implements the six indices of Hestare, as well as a fixed set of
indices inspired from a query workload.

The work we presented in this paper can integrate with anyede previous platforms.
Instead of specific basic storage methods and indices, wepeoa framework for exploring
alternative data access support structures which coulddberralized to help query processing
even further. Materialized views improve query procesgeigormance in all scenarios, simply
by pre-computing results. On the other hand, complex viegsire more maintenance effort
than simple indices over two attributes. Existing alganghfor incremental maintenance of
conjunctive relational views [8] directly apply, and aniesttion of view maintenance costs
(based on the expected frequency of updates etc.) can mqparated in our quality functions.
Clearly, materialized views benefits are more importantadatively slow-changing data sets.

Techniques to estimate the selectivity of RDF query pastevare proposed in [11, 16].
The authors of [11] propose a summarization-based apprddudy first identify a set of sub-
patterns to be counted exactly, based on which the cartyimdlmore complex queries can be
estimated. Finding the optimal set of such sub-patternsatenalize is NP-hard, thus some
greedy algorithms are proposed. The work described in [d&]$es on optimizing in-memory
RDF database queries. The authors study combinations pfesirardinality statistics, heuris-
tics based on the query syntax, and a probabilistic estimdtamework to decide join evalu-
ation order. Finally, the more recent RDF-3X work [13] dé@3es a set of simple cardinality
statistics based on which join selectivities are estimadad joins are ordered. As part of our
future work, we plan to integrate a selectivity estimaticaniework in our quality functions.

The translation of SPARQL into SQL has been studied in [6thvai focus on SPARQL
semantics preservation, and [7] focusing on the efficieddp® resulting SQL queries. Our
algorithm for translating RDF queries (and views) into SQ@lldws the approach of [7].

Finally, ontologies or other semantic data source desonpthave been widely used to
guide the integration (interoperability) of heterogeredata sources, see, e.g., [3]. Our work
bears some similarity to this, but we only exploit simple RDfelationships.

7 Conclusion

Efficiently querying RDF data raises many challenging peais, in particular in the areas
of access path selection and query processing, but als@imtérpretation of results, given
that RDF data often comes with associated RDF Schemas that t@al interpret and enrich
it. This work is the first to investigate the adaptation of enetlized view selection methods
proposed for relational data management, to the manageshBmF data. We have proposed
a framework for materialized view set selection, studiegl $karch space, formalized a set
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of interesting strategies, and evaluated them through afsstperiments, which confirm the
feasibility and the interest of our approach. In future v&riwe plan to refine our quality
functions, integrating query cardinality estimationsj @xperiment with more heuristics.
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