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Inclusion Constraints overNon-empty Sets of Trees?Martin M�uller1, Joachim Niehren1 and Andreas Podelski21 Programming System Lab,Universit�at des Saarlandes, 66041 Saarbr�ucken, Germanyfmmueller,niehreng@ps.uni-sb.de2 Max-Planck-Institut f�ur Informatik,Im Stadtwald, 66123 Saarbr�ucken, Germanypodelski@mpi-sb.mpg.deAbstract. We present a new constraint system called INES. Its con-straints are conjunctions of inclusions t1�t2 between �rst-order terms(without set operators) which are interpreted over non-empty sets oftrees. The existing systems of set constraints can express INES con-straints only if they include negation. Their satis�ability problem isNEXPTIME-complete. We present an incremental algorithm that solvesthe satis�ability problem of INES constraints in cubic time. We intendto apply INES constraints for type analysis for a concurrent constraintprogramming language.1 IntroductionWe propose a new constraint system called INES (Inclusions over Non-EmptySets) and present an incremental algorithm to decide the satis�ability of INESconstraints in time O(n3). INES constraints are conjunctions of inclusions t1�t2between �rst-order terms (without set operators) which are interpreted over thedomain of non-empty sets of trees. In this paper we focus on sets of possiblyin�nite trees. All given results can be easily adapted to �nite trees.An INES-constraint t1�t2 is satis�able over non-empty sets if and only ift1 6�; ^ t1�t2 is satis�able over arbitrary sets. Note that the constraint t6�;cannot be expressed by positive set constraints only [16]. The expressiveness ofINES constraints is subsumed by that of set constraints with negation [9, 16]. Inthe case of �nite trees, the satis�ability problem of set constraints with negationis known to be decidable [1, 13]; it is complete for nondeterministic exponentialtime [9, 10]. This result implies that the satis�ability problem of INES constraintsover sets of �nite trees is decidable. The corresponding problem for in�nite treeshas not been considered before.We characterize the satis�ability of INES constraints by a set of axioms such thatan INES constraint is satis�able over non-empty sets if and only if it is satis�able? A summary has appeared in: Max Dauchet, ed., Proc. of CAAP'97 as part ofTAPSOFT'97, Theory and Practice of Software Development. April 1997, Lille, France.



in some model of these axioms. These axioms de�ne a �xpoint algorithm thatcloses a given input constraint under its consequences with respect to the axioms.We prove that a constraint ' is satis�able if and only if the algorithm withinput ' does not derive ? as a consequence of '. All axioms (for in�nite trees)will be discussed later in this introduction.Sets versus Trees. The satis�ability problems of several classes of �rst-orderformulae interpreted over trees and over non-empty sets of trees are closelyrelated. The following two instances of this observation have inspired our choiceof axioms or underly our proofs.Equality constraints are conjunctions of equations t1=t2 between �rst-orderterms. Over sets, they can be expressed by inclusion constraints due to anti-symmetry of set inclusion (t1=t2 $ t1�t2 ^ t2�t1). Actually, even the �rst-order theories of equality constraints over trees and of equality constraints overnon-empty sets of trees coincide. This follows from the complete axiomatizationof the �rst-order theory of equality constraints over trees [18, 19, 12] since itsaxioms also hold over non-empty sets of trees (but don't over possibly emptysets).There exists a natural interpretation of INES-constraint over tree like structuresthat we call tree pre�xes. In a di�erent context [6] tree pre�xes are called B�ohmtrees (without �-binders). Tree pre�xes come with a natural ordering relationwhere the empty tree pre�x is the greatest element. We prove that an INESconstraint is satis�able over non-empty sets of trees if and only if it is satis�ableover tree pre�xes (where the inclusion symbol is interpreted as the inverse of thepre�x ordering on tree pre�xes).Axioms. The �rst two axioms we need postulate the re
exivity and transitivityof the inclusion relation. We also assume the following decomposition axiom (hereformulated for a binary function symbol f).f(x; y)�f(x0; y0) ! x�x0 ^ y�y0This axiom holds over non-empty sets of trees but not over possibly empty sets,since every variable assignment � with �(x) = ; or �(y) = ; is a solution off(x; y)�f(x0; y0) but not necessarily of x�x0 ^ y�y0. An analogous statementholds for the following clash axiom.f(x; y)�g(x0; y0) ! ? for f 6= gThese axioms do not su�ce to characterize the satis�ability of INES constraints.For instance, the unsatis�ability of the constraint ' given by x�g(x) ^ x�g(y) ^y�z ^ z�a is not derivable with these axioms alone. We need further axiomsthat use non-disjointness constraints t1 6 jj t2 de�ned as t1\t2 6�;. For the nondis-jointness relation we require re
exivity and symmetry and a decomposition ax-iom as for the inclusion relation.f(y; z)6 jj f(y0; z0)! y 6 jj y0 ^ z 6 jj z02



Finally, we assume a clash axiom similar to the one for inclusion and requirenondisjointness to be compatible with inclusion in the following sense.x6 jj z ^ x�y ! y 6 jj zNow reconsider the constraint ' given above and observe that we can derivex6 jj x by re
exivity, then x6 jj y by decomposition, and x6 jj z by compatibility. Thisyields a clash with x�g(x) ^ z�a.Algorithm and Complexity. The above axioms yield an algorithm that addsconstraints of the form x�y, x6 jj y to a given input constraint ' until ' is closedunder all axioms or implies ?. The INES constraint x�t1 ^ : : : ^ x�tn expressesthe n sets denoted by the terms t1; : : : ; tn have a non-empty intersection. Fortu-nately, it is not necessary to add k-ary non-disjointness constraints of the formx1\ : : :\xk 6�; (which can be expressed by the formula 9y(y�x1 ^ : : : ^ y�xk))of which there are exponentially many. Instead, our algorithm adds at mostO(n2) constraints to the input constraint ', where n is the number of variablesin '. The addition of a single constraint can be implemented such that it coststime O(n). This yields an implementation of our algorithm with time complexityO(n3). This implementation can be organized incrementally.Type Analysis. One application for INES constraints which we are investi-gating in [23] is type analysis for concurrent constraint programming [17, 27], inparticular Oz [28]. As formal foundations we intend to use the calculi in [24, 25].There, INES constraints are used to approximate the set of run-time values forprogram variables. Since values in Oz include in�nite trees, it is important thatINES allows an interpretation over sets of possibly in�nite trees. It is consideredan error if the set of possible run-time values is empty for some variable. Thisfact was our initial motivation for the choice of non-empty sets of trees as theinterpretation domain for INES constraints.Plan of the Paper. In Section 2, we discuss relate work. In Section 3, wede�ne the syntax and semantics of INES constraints and in Section 4, we presentthe axioms and the algorithm. In Section 5, we prove the completeness of ouralgorithm. In Section 6, we compare the interpretations of INES constraints overtree pre�xes and over non-empty sets of trees. Due to space limitations, we omitthe details of the proofs in the conference version of the paper.Appendix A gives an example illustrating program analysis for Oz with INESconstraints. Appendix B contains the omitted proofs. Appendix C details howto implement the algorithm with incremental O(n3) complexity. In Appendix D,we adapt the algorithm to the �nite-tree case, and in Appendix E to a subclassof standard set constraints (interpreted over possibly empty sets of �nite trees)with explicit non-emptiness constraints x6�;. We also prove that satis�abilityof atomic set constraints (standard set constraints without set operators andnegation) is invariant with respect to the choice of �nite or in�nite trees.3



2 Related WorkStandard Set Constraints. Set constraints as in [2, 5, 10, 15] are inclusionsbetween �rst-order terms with set operators interpreted over sets of �nite trees.Our algorithm can be adapted such that it solves a subclass of set constraintswithout set operators in cubic time (see Appendix E). The general case is non-deterministically exponential time complete as proved in [1, 13]. The subclassthat we can solve in cubic time syntactically extends the INES constraints withexplicit non-emptiness constraint x6�; (see Appendix E). Note that the satis�-ability of these set constraints depends on the choice of �nite or in�nite trees(consider x�f(x)^x6�;), which is in contrast to standard set constraints withoutnegation. Our algorithm accounts for �niteness through the occur check.Atomic Set Constraints. Heintze and Ja�ar consider so-called atomic setconstraints [15] which syntactically coincide with INES constraints but are in-terpreted over possibly empty sets of �nite trees. The satis�ability problem foratomic set constraints is also O(n3). This result is implicit in the combinedresults of [14] and [15]. An explicit proof is given in Appendix E of this paper.Set Constraints for Type Analysis. Aiken et al. [3, 4] use constraintsover speci�c sets of trees called \types" for the type analysis of FL. There is aminimal type 0 which { in terms of constraint solving { behaves just like theempty set in standard set constraints (although it is not an empty set from thetypes point of view but contains a value denoting non-termination). In contrastto the constraints of this paper, their set constraints provide for union andintersection. One of the optimizations used by Aiken et al. is to strengthen thefollowing constraint simpli�cation rule by dropping the disjuncts in brackets [4].f(x; y)�f(x0; y0)! x�x0 ^ y�y0 [ _x�0 _ y�0 ]As stated in [4], this optimization does not preserve soundness (f(a; 0)�f(b; 0)holds but a�b ^ 0�0 does not). It might be possible to justify it by using non-empty sets as interpretation domain. This is left to further research.Entailment and Independence for Ines Constraints. Charatonik andPodelski [11] give an algorithm which decides the entailment problem betweenINES constraints when interpreted over sets of �nite trees. They also decide thesatis�ability of INES constraints with negation in the �nite tree case. The resultsin [11] do not include any of the results presented here since they use as anexplicit prerequisite the fact that satis�ability of INES constraints is decidable.Tarskian Set Constraints. MacAllester and Givan [21] give a cubic algorithmwhich decides satis�ability for a class of Tarskian set constraints [22], and whichalso contains a non-disjointness constraint. Apart from this syntactic similarity,the two satis�ability problems are rather di�erent problems since Tarskian setconstraints are not interpreted over the domain of trees (this is also observedin [22]). A related open question is whether our axioms de�ne a local theory [20,8], which would also proof the cubic complexity bound of our algorithm.4



3 Syntax and Semantics of Ines ConstraintsWe assume a set of variables ranged over by x; y; z and a signature � that de�nesa set of function symbols f; g and their respective arity n � 0. Constants (i.e.function symbols of arity 0) are denoted with a and b.Trees. We base the de�nition of trees on the notion of paths since we wish toinclude in�nite trees. Paths will turn out central for our proofs in Section 5. Apath p is a sequence of positive integers ranged over by i; j; n;m. The empty pathis denoted by ". We write the free-monoid concatenation of paths p and q as pq;we have "p = p" = p. Given paths p and q, q is called a pre�x of p if p = qp0 forsome path p0.Let � be a set of pairs (p; f) of paths p and function symbols f . We say that �is pre�x closed, if (p; f) 2 � and q is a pre�x of p implies that there is a g suchthat (q; g) 2 � . It is path consistent, if (p; f) 2 � and (p; g) 2 � implies f=g.We call � arity consistent, if (p; f) 2 � , (pi; g) 2 � implies that i 2 f1; : : : ; ngprovided the arity of f is n. Finally, � is called arity complete, if (p; f) 2 � ,where the arity of f is n, implies for all i 2 f1; : : : ; ng the existence of a g with(pi; g) 2 � .A (possibly in�nite) tree � is a set of pairs (p; f) that is non-empty, pre�x closed,arity complete, path consistent, and arity consistent. The set of all (possiblyin�nite) trees over � is denoted by Tree and the set of all non-empty sets oftrees by P+(Tree).Ines Constraints. An INES constraint t1�t01 ^ : : :^ tn�t0n is a conjunction ofinclusions between �rst-order terms t de�ned by the following abstract syntax.t ::= x j f(t)Here and throughout the paper, t stands for a sequence of terms and we assumeimplicitly that the length of t coincides with the arity of f . We interpret INESconstraints over the structure P+(Tree) of non-empty sets of trees. In this struc-ture, a function symbol f of � is interpreted as elementwise tree constructorand the relation symbol � as subset relation. We call a �rst-order formula overINES constraint satis�able if it is satis�able in the structure P+(Tree). Two �rst-order formulae over INES constraints are called equivalent if they are equivalentlyinterpreted in P+(Tree).Flat Ines Constraints. For algorithmic reasons, we use an alternative con-straint syntax in the sequel. First, we restrict ourselves to 
at terms f(x) and xinstead of possibly deep terms t. Second, we use equalities x=f(y) rather thaninclusions x�f(y) and f(y)�x (this is a matter of taste). And third, we needbinary non-disjointness constraints x6 jj y. Their semantics is given by the equiva-lence to the formula x\y 6�; over sets of trees. Over non-empty sets of trees, x6 jj y5



is equivalent to 9z(z�x ^ z�y). Crucially, however, nondisjointness constraintsx6 jj y avoid explicit existential quanti�cation in our algorithm.These three steps lead us to 
at INES constraints ' de�ned as follows.' ::= '1 ^ '2 j x�y j x=f(y) j x6 jj yWe identify 
at INES constraints ' up to associativity and commutativity of con-junction, i.e., we consider ' as a multiset of inclusions x�y, equalities x=f(y),and non-disjointness constraints x6 jj y.From now on, we will consider only 
at INES constraints and call them con-straints for short. This is justi�ed by the following Proposition. Let the sizeof a constraint ' be the number of function symbol occurrences plus variableoccurrences in '.Proposition 1. The satis�ability problems of INES constraints and of 
at INESconstraints have the same time complexity up to a linear transformation.4 Axioms and AlgorithmWe present a set of axioms valid for INES-constraints interpreted over non-emptysets of trees. In a second step, we interpret these axioms as an algorithm thatsolves the satis�ability problem of INES constraints. The correctness and thecomplexity of this algorithm will be proved in Section 5.A1. x�x and x�y ^ y�z ! x�zA2. x=f(y) ^ x�x0 ^ x0=f(z)! y�zA3. x�y ! x6 jj y and x�y ^ x6 jj z ! y 6 jj z and x6 jj y ! y 6 jjxA4. x=f(y) ^ x6 jj x0 ^ x0=g(z)! ? for f 6= gA5. x=f(y) ^ x6 jj x0 ^ x0=f(z)! y 6 jj zTable 1. Axioms of INES constraints over non-empty sets of in�nite treesTable 1 contains �ve rules A1-A5 representing sets of axioms.1 The union ofthese sets is denoted by A. For instance, a rule x�x represents the in�nite set1 Note that these axioms di�er from the ones given in the introduction. The constraintsused there are not 
at and the variable-variable case x�y and x6 jj y are omitted.Indeed, the axioms in the introduction are semantically complete, although this isnon-trivial to see and depends on the correctness of the algorithm presented here.6



of axioms that is obtained by instantiation of the meta variable x with concretevariables. Note that an axiom is either a constraint ', an implication betweenconstraints '!  , or an implication '! ?.Proposition 2. The structure P+(Tree) is a model of the axioms in A.Proof. By a routine check. We note that the non-emptiness assumption ofP+(Tree) is essential for axioms A2 and A3:1. 2The Algorithm. The set of axioms A can be considered as a (na��ve) �xedpoint algorithm A that, given an input constraint ', iteratively adds logicalconsequences of A[f'g to '. More precisely, in every step A inputs a constraint 'and either terminates with ? or outputs a constraint ' ^  . Termination with? takes place if there exists  0 2 ' such that  0 ! ? 2 A. Output of ' ^  ispossible if  2 A or there exists  0 in ' with  0 !  2 A.Example 1. A �rst type of inconsistency depends on the transitivity of set inclu-sion. Here is a typical example:x=a ^ x�y ^ y�z ^ z=b! ? for a 6= bAlgorithm A may add x�z by A1:2, then x6 jj z with A3:1, and then terminatewith ? by A4.Example 2. A second type of inconsistency comes with implicit or explicit non-disjointness requirements. For illustration, we consider:x=a ^ z�x ^ z�y ^ y=b! ? for for a 6= bAlgorithm A may add z 6 jjx by A3:1, then x6 jj z via A3:3, then x6 jj y with A3:2, and�nally terminate with ? via A4.Example 3. Inconsistencies of the above two types may be detected by structuralreasoning with A2. Consider:x=f(x) ^ x=f(z) ^ z=a! ?Algorithm A may add x�x by A1:1, then x�z with A2, then x6 jj z by A3:1, and�nally terminate with ? with A4.Example 4. We need another structural argument based on A5 for deriving theunsatis�ability of the following constraint.x=f(x) ^ z�x ^ z�y ^ y=f(x0) ^ x0=a! ?Algorithm A may add x6 jj y after several steps as shown in Example 2. Then itmay proceed with x6 jj x0 via A5 and terminate with ? via A4.7



Termination. Algorithm A can be organized in a terminating manner byadding a simple control. Given an input constraint ', we add only such con-straints x6 jj y and x�y to ' which are not contained in '. We also restrict re-
exivity of inclusion x�x to such variables x occurring in '. Given a subset Sof A, a constraint ' is called A0-closed, if algorithm A under the given controland restricted to the axioms in A0 cannot proceed. (Note that constraints donot contain ? by de�nition.) This de�nes the notion of A-closedness but also ofA1-closedness, A2-closedness, etc., which will be needed later on.Example 5. Our control takes care of termination in presence of cycles likex=f(x). For instance, the following constraint is A-closed.x=f(x) ^ x�y ^ y=f(x) ^ x�x ^ y�y ^ x6 jjx ^ y 6 jj y ^ x6 jj y ^ y 6 jjxIn particular, A2 and A5 do not loop through the cycle x=f(x) in�nitely often.Proposition 3. If ' is a constraint with m variables then algorithm A withinput ' terminates under the above control in at most 2 �m2 steps. 2Proof. Since A does not introduce new variables, it may add at most m2 non-disjointness constraints x6 jj y and m2 inclusions x�y. 2Proposition 4. Every A-closed constraint ' is satis�able over P+(Tree).The proof of this statement is the subject of Section 5. There, we construct thegreatest solution for a satis�able constraint (Lemma 9). Note that constraints ingeneral do not have a smallest solution (consider x�f(x y)).Theorem5. The satis�ability of INES constraints can be decided in time O(n3)(o�ine and online) where n is the constraint size.Proof. Proposition 2 shows that ' is unsatis�able if A started with ' terminateswith ?. Proposition 4 proves that ' is satis�able if A started with ' terminateswith a constraint. Since A terminates for all input constraints under the abovecontrol (Proposition 3), this yields a e�ective decision procedure. The complex-ity statement is proved in Proposition 14. The main idea is that every step ofalgorithm A can be implemented in time O(n) and that there are O(n2) steps(Proposition 3). 2 In the proof of Proposition 14, we present an incrementalimplementation of algorithm A. It exploits that algorithm A leaves the orderunspeci�ed in which axioms in A are applied. 2There is a class of constraints on which algorithm A indeed takes cubic time,namely the inclusions cycles x1�x2 ^ : : :^ xn�1�xn ^ xn�x1 where n � 1. Theclosure under A is the full transitive closure Vfxi�xj j i; j 2 f1 : : : ngg plus thecorresponding non-disjointness constraints.2 Every step of algorithm A costs time O(n) only with respect to an amortized timeanalysis, which we do not make explicit in our complexity proof.8



5 CompletenessThe goal of this Section is to prove the completeness of our algorithm as statedin Proposition 4. We have to construct a solution for every A-closed constraint.The idea is to construct solution in a substructure of P+(Tree) the structure oftree pre�xes.Tree Pre�xes. A tree pre�x � is a set of pairs (p; f) that is pre�x closed, pathconsistent, and arity consistent. Note that every tree is a tree pre�x. The set ofall tree pre�xes is denoted by Pre�x. We can naturally interpret INES constraintsover tree pre�xes such that Pre�x becomes a structure. Function symbols f 2 �are interpreted as tree pre�x constructors (generalizing tree constructors). Theinclusion symbol � is interpreted as the inverted subset relation on tree pre�xesthat we denote with � (i.e., �1 � �2 i� �1 � �2). The relation �1 6 jj �2 holds overPre�x i� �1 [ �2 is path consistent (and hence a tree pre�x).Proposition 6. Pre�x is a substructure of P+(Tree) with respect to the embed-ding Trees : Pre�x! P+(Tree) given by:Trees(�) = f� 0 j � 0 is a tree such that � 0 � �gProof. The mapping Trees is a homomorphism with respect to function sym-bols f 2 � and the relation symbols � and 6 jj . 2Corollary 7. If a constraint is satis�able over Pre�x then it is satis�able overP+(Tree).Proof. For constraints x�y, x=f(y), and x6 jj y, this follows from Proposition 6.A conjunction of such constraints is satis�able if all conjuncts are satis�able. 2Path Reachability. We introduce the path reachability relations ';p andthe notion of path consistency with respect to constraints. For all paths p andconstraint ', we de�ne a binary relation ';p, where x ';p y reads as \y isreachable from x over path p in '":x ';" y if x�y in 'x ';i yi if x=f(y1 : : : yi : : : yn) in ';x ';pq y if x ';p u and u ';q y:We de�ne relations x ';p f meaning \f can be reached from x via path p in '":x ';p f if x ';p y and y=f(�u) in ';For example, if ' is the constraint x�y ^ y=f(u; z)^ z=g(x) then the followingreachability from x relationships hold: x ';" y, x ';2 z, x ';21 x, x ';21 y, etc.,as well as x ';" f , x ';2 g, x ';21 f , etc.9



De�nition 8 Path Consistency. We call a constraint ' path consistent if thefollowing two conditions hold for all x, y, p, f , and g.1. If x ';p g, x�x, and x ';p f then f = g.2. If x ';p g, x6 jj y, and y ';p f then f = g.Lemma9. Every A1-A2-closed and path consistent constraint is satis�able overPre�x.Lemma10. Every A3-A5-closed constraint is path consistent.Proof of Proposition 4. We have to show that every A-closed constraint ' issatis�able. ' is path consistent by Lemma 10, satis�able in Pre�x by Lemma 9,and hence satis�able in P+(Tree) by Corollary 7. 26 Non-Empty Sets versus TreesWe discuss interpretations of INES constraints over tree pre�xes and over non-empty sets of trees. For the fragment of equality constraints we also consider aninterpretation over trees.Theorem11. Given an INES constraints ', the following three statements areequivalent:1. ' is satis�able (over P+(Tree)).2. ' is satis�able over Pre�x.3. ' is satis�able in some model of the axioms in A.Proof. 1) to 3). If ' is satis�able over P+(Tree), then it is satis�able in somemodel of A, since P+(Tree) is a model of A by Proposition 2.3) to 2). Let ' be satis�able in some model of A. Algorithm A terminates whenstarted with ' by Proposition 3. It outputs a constraint  (and not ?) thatis equivalent to ' in all models of A.  is A-closed and hence satis�able overPre�x by Lemmata 9 and 10.2) to 1). If ' is satis�able over Pre�x then it is satis�able by Corollary 7. 2An equality constraint is a conjunction of equalities x=y and x=f(y). OverP+(Tree), equalities can be expressed by inclusions since the inclusion order-ing is antisymmetric (x=y $ x�y ^ y�x).Theorem12. The three �rst-order theories of equality constraints over non-empty sets of trees, over tree pre�xes, and over trees coincide (i.e., of the struc-tures P+(Tree), Pre�x and Tree).33 Independently, A. Colmerauer observed this for P+(Tree) and Tree (pers. comm.).10



Proof. This follows from the fact that all axioms of the complete axiomatizationof trees [18, 19, 12] are valid for non-empty sets of trees. This holds for the axiomsof the form 8y9!x(x1=f1(x y) ^ : : : ^ xn=fn(x y)). Validity of the other axiomsis immediate since they are already contained in A with inclusion replaced forequality. 2In contrast, �rst-order formulae over inclusion constraints can distinguish thestructures P+(Tree) and Pre�x. A formula that holds over Pre�x but not overP+(Tree) is given by 8x(a�x ^ b�x! 8y(y�x))where a 6= b. Another formula distinguishing both structures comes with aconstraint-based reformulation of the coherence property (de�ned for completepartial orders in [6]).We say that an ordering relation satis�es the coherence property if it satis�es thefollowing formulae for all �nite sets I (where inclusion symbol is interpreted asthe given ordering).Vi;j2I9z(z�xi ^ z�xj)! 9z(Vi2Iz�xi)This formula states that for all variable assignment � the elements from the�nite set f�(xi) j i 2 Ig have a common lower bound if every two of its elements�(xi); �(xj) have (i; j;2 f1; : : : ; ng). For inclusion over non-empty sets thisproperty does not hold. There it states the non-emptiness of an n-intersectiont1\ : : :\tn if all pairwise intersections ti\tj are non-empty (i; j 2 f1 : : : ng),which is refuted by the example I = f1; 2; 3g and �(x1) = fa; bg, �(x2) = fa; cg,�(x3) = fb; cg for distinct constants a; b; c.Proposition 13. The tree pre�x ordering � satis�es the coherence property.Proof. For some �nite index set J � I and variable assignment � into Pre�x,note that � is a solution of 9z(Vi2J z�xi) i� Si2J �(xi) is path consistent. If �is a solution of all 9z(z�xi ^ z�xj) then all pairwise unions �(xi) [ �(xj) arepath consistent such that the union Si2I �(xi) is path consistent. Hence � is asolution of 9z(Vi2I z�xi). 2Acknowledgements. We would like to thank David Basin, Denys Duchier, WitoldCharatonik, Harald Ganzinger, Gert Smolka, Ralf Treinen and Uwe Waldmann, as wellas the anonymous referees for valuable comments on drafts of this paper. The researchreported in this paper has been supported by the the Esprit Working Group CCL II(EP 22457) and the Deutsche Forschungsgemeinschaft through the GraduiertenkollegKognitionswissenschaft and the SFB 378 at the Universit�at des Saarlandes.References1. A. Aiken, D. Kozen, and E. Wimmers. Decidability of Systems of Set Constraintswith Negative Constraints. Information and Computation, 1995.11
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27. V. A. Saraswat. Concurrent Constraint Programming. The MIT Press, 1993.28. G. Smolka. The Oz Programming Model. In J. van Leeuwen, ed., Computer Sci-ence Today, LNCS 1000, pp. 324{343. Springer, 1995.A Ines-Constraints for Program AnalysisWe are investigating the application of INES constraints for program analysis.More speci�cally, we intend to construct a type analysis system for concurrentconstraint programming languages [17, 27] such as Oz [28] (see [24, 25] for for-mal foundations of Oz). During the execution of programs in these languages,the possible values of program variables are approximated by constraints. Forprograms without search (backtracking), it is considered a programming error ifthe set of possible values is empty for some program variable.For illustration, consider the following Oz program with its constraint-basedanalysis added in comments (using the special function symbol proc).4proc {P X} X=a end % 9x(p=proc(x) ^ x=a) ^proc {Q Y} Y=b end % 9y(q=proc(y) ^ y=b) ^{P Z} {Q Z} % proc(z)�p ^ proc(z)�qThe program contains the de�nition of two procedures P and Q with formalarguments X and Y, respectively, as well as two procedure applications with thesame actual argument Z. On execution of these applications, the constraints Z=aand Z=b will be emitted which are inconsistent with each other.A program analysis in terms of INES-constraints can detect this error as follows.The program variables P, Q, X, Y, and Z are mapped to constraint variables p,q, x, y, and z, and the program subexpressions are mapped to constraints asindicated in the comments. The conjunction of these constraints is checked forsatis�ability and the program is rejected if this test fails. The above program isrejected since its analysis implies z�a ^ z�b which is unsatis�able.We have implemented a type analysis system based on INES-constraints anduse it experimentally for Oz programs. The full description of the type analysissystem is out of the scope of this paper and will be reported in [23].B Omitted ProofsProposition 1. The satis�ability problems of INES constraints and of 
at INESconstraints have the the same time complexity up to a linear transformation.4 This example also appeared in the follow-up paper [11] with the explicit statementthat it is borrowed from here. 13



Proof. With respect to the structure P+(Tree), every 
at INES constraint isequivalent to a �rst-order formula over INES constraints.x=f(y)$ x�f(y) ^ f(y)�x x6 jj y $ 9z(z�x ^ z�y):Conversely, every INES constraint is equivalent to a �rst-order formula over 
atINES constraints.x�f(t)$ 9y9z(x�y ^ y=f(z) ^ z�t) t�t0 $ 9x(t�x ^ x�t0)f(t)�x$ 9y9z(t�z ^ f(z)=y ^ y�x)These equivalences can be interpreted as constraint transformers from INES con-straints into 
at INES constraints and vice versa. Hence, for every INES constraintthere exists a satisfaction equivalent constraint and vice versa. It is easy to orga-nize the transformations such that they preserve the size of constraints up to afactor of 2. Hence, the complexity of the satis�ability problems is preserved. utLemma 9. Every A1-A2-closed and path consistent constraint is satis�able overPre�x.Proof. Let ' be A1-A2-closed and path consistent. We de�ne a variable assign-ment pre�x' into Pre�x as follows:pre�x'(x) = f(p; f) j x ';p fgThe path consistency of ' (condition 1) implies the path consistency ofpre�x'(x). Thus pre�x'(x) is a tree pre�x (one can show this by induction overp). We now verify that pre�x' is a solution of '.{ Let x�y in '. If y ';p g then x ';p g by the de�nition of path reachability.Thus, pre�x'(y) � pre�x'(x).{ Consider x=f(y1 : : : yn) in '. If i 2 f1 : : : ng and yi ';p g then x ';ip g.Thus, f(pre�x'(y1) : : : pre�x'(yn)) � pre�x'(x). For the converse inclusion,we �rst show that ' satis�es the following two properties for all g and i:P1 if x ';" g then f = g.P2 if i 2 f1 : : : ng and x ';ip g then yi ';p g.For proving P1 we assume x ';" g. Since x=f(�u) in ' we have x�x in ' byA1:1-closedness. Thus x ';" f which implies f = g since ' is path consistent(condition 1) and A1:1-closed, i.e. P1 holds.For proving P2, we assume i 2 f1 : : : ng and x ';ip g. By de�nition of pathreachability there exists x0, f 0, and �v such thatx ';" x0; x0=f 0(y01 : : : y0i : : : y0n); y0i ';p g:14



The A1:2-closedness of ' and x ';" x0 imply x�x0 in '. The path consistencyof ' (condition 1) and the A1:1-closedness of ' implies f = f 0. Hence, A2-closedness ensures yi�y0i in ' such that yi ';p g holds. This proves P2.We �nally show pre�x'(x) � f(pre�x'(y1) : : : pre�x'(yn)). Given (p; g) 2pre�x'(x), we distinguish two cases. If p=", then x ';" g such that P1 impliesf = g and hence ("; g) 2 f(pre�x'(y1) : : : pre�x'(yn)). If p = iq then x ';iq gsuch that P2 yields yi ';q g and hence (p; g) 2 f(pre�x'(y1) : : : pre�x'(yn)).{ Let x6 jj y in '. We have to show that the set pre�x'(x) [ pre�x'(y) is pathconsistent. If (p; g) 2 pre�x'(x) and (p; f) 2 pre�x'(y) then x ';p g andy ';p f . The path consistency of ' (condition 2) implies f = g. 2Lemma 10. Every A3-A5-closed constraint is path consistent.Proof. Let ' be A3�A5-closed. Condition 1 of De�nition 8 follows from condition2 of De�nition 8 and A3:1-closedness. The proof of condition 2 in De�nition 8 isby induction on paths p. We assume x, y, f , and g such that x ';p f , x6 jj y in ',and x ';p g.If p = ", then there exist n;m � 0, x1; : : : ; xn, y1; : : : ym, �u, and �v such that:x�x1 ^ : : : ^ xn�1�xn ^ xn=f(x0) in ' ;y�y1 ^ : : : ^ ym�1�ym ^ ym=g(y0) in ' :A3-closedness implies that xn 6 jj ym in ' (A3:2 yields x6 jj y1 in ', : : :, x6 jj ym in '.Thus ym 6 jjx in ' by A3:3-closedness such that A3:2-closedness yieldsym 6 jjx1 in ', : : :, ym 6 jjxn in '). Hence, A4-closedness implies f = g. If p = iq,then there exist f 0, g0, x0, y0, �u, �v with:x ';" x0; x0=f 0(x01 : : : x0i : : : x0n) in ' ; x0i ';p f ;y ';" y0; y0=g0(y01 : : : y0i : : : y0n) in ' ; y0i ';p g :Since x6 jj x0 in ', we have x0 6 jj y0 in ' by A3-closedness (this has been proved forthe case p = "). Thus, A4-closedness yields f 0 = g0 such that A5-closednessimplies x0i 6 jj y0i in ', and hence f = g holds by induction assumption. 2C ComplexityWe elaborate the proof of the complexity and incrementality statement in The-orem 5 by presenting an implementation of algorithm A.Proposition 14. Algorithm A can be implemented (online and o�ine) such thatit terminates in time O(n3) where n is the size of the input constraint.15



Proof. We organize algorithm A as a reduction relation on pairs (';  ) or ?,where ' is called pool and  store. The store and the pool are either constraintsor empty multisets represented by >. Initially, the pool ' is the input constraintcalled '0 (which may be inputed incrementally in the online case) and the store is empty.Reduction preserves the invariant that '^ contains all one-step consequencesof  with respect to algorithm A (and restricted to variables occuring in '0). Ifa pair (';  ) reduces to ? then ' ^  is equivalent to ?. If (';  ) reduces to('0;  0) then ' ^  is equivalent to '0 ^  0. Reduction either terminates with ?or with an empty pool. In the latter case, the above invariants ensure that the�nal store is A-closed and equivalent to the initial constraint '0.Let a basic constraint be of the form x�y, x6 jj y, or x=f(y). Reduction can beimplemented by recursively executing the following sequence of instructions:1. Select a basic constraint '0 from the pool. If '0 is contained in the storedelete if from the pool and �nish.2. Else, for all axioms in A of the form '0 ^  0 ! '00 with  0 in the pool add'00 to the pool. If there exists an axiom of the form '0 ^  0 ! ? in A with 0 in the pool then reduce to ?. If '0 contains a variable x such that x�xis not contained in the store then add it to the store.3. Add '0 to the store and delete it from the pool.We �rst discuss the necessary data structures for implementing the reduction ina restricted case. In a second step we show that these restrictions can be omitted.R1 The algorithm is o�ine, i.e. the input constraint '0 is statically known.R2 The arity of constructors in '0 is bounded by a constant, say k.R3 '0 contains at most one equality per variable.Let m be the number of variables in '0. The pool can be implemented such thatit provides for the following operations (for instance as a queue).{ select and delete a basic constraint from the pool in O(1).{ add a basic constraint to the pool in O(1).The store can be implemented as an array of size m for the equalities x=f(y) (atmost one per variable) and a table of size 2�m2 for the constraints x�y and x6 jj yfor all occuring variables. The store can support the the following operations:{ test the presence of an equality for x in O(1).{ test the membership x�y 2  and x6 jj y 2  in time O(1).{ given a variable x with x=f(y) 2 ', retrieve the function symbol f and thesequence y in time O(1). 16



{ add a basic constraint in time O(1).{ given a variable x, retrieve the set of all y such that x�y 2 ' in time O(m)(analogously for x6 jj y).As shown in the next paragraph, the reduction relation can be implemented suchthat all operations on the store and the pool are invoked ad most O(m2) times.Since every operation costs at most O(m) time and m � n, this yields an O(n3)implementation.There are at most O(m2) distinct basic constraints that may be added to thestore and every basic constraint may be added at most once. Hence there are atmost O(m2) add operations on the store. Constraints are added to the pool onlyif some basic constraint is added to the store. In this case, at most O(k) basicconstraints are added to the pool by R2. Hence, there are at most O(k �m2) addoperations on the pool.We �nally discuss how to get rid of the above restrictions.R2 If the arity of constructors is unbounded then we still know that every op-eration cost at most O(n) where n is the size of '0. The only problem isthat the number of basic constraints that may be added to the pool is nomore bounded by O(n2). This can be circumvented by adding constraintsto the pool at most once, i.e. by remembering those constraints that havebeen added to pool (and possibly deleted) before. This can be done with aquadratic table as for the store.R3 If we replace all equalities x=f(y) in '0 by x�x0 ^ x0�x^ x0=f(y) where x0is a fresh variable respectively then the resulting constraint does not containtwo equations for the same variable.R1 For an online algorithm, we can add the input constraint '0 incrementallyto the pool. The problem is that the number of variables in '0 is not knownstatically. We have to replace our static tables and arrays by dynamic hashtables such that new variables can be inserted. 2D Finite TreesThe satis�ability of INES constraints depends on the interpretation over sets of�nite or in�nite trees.Example 6. For instance, the constraint x�f(x) is satis�able over sets of in�nitetrees by x 7! ff(f(f(: : :)))g, but non-satis�able over sets of �nite trees.The results of Section C carry over to the �nite tree case when we add the\occurs-check" axiom A6 from Table 2 to axiom set A. In particular, Lemma 9and Theorem 5 can be adapted. Call Tree�n the set of �nite trees.17



A6. '! ? if x ';p x for some path p 6= "Table 2. The occurs check axiomLemma15. A path consistent constraint ' closed under A1-A3 and A6 is sat-is�able in P+(Tree�n).Proof. To show a A1-A3 and A6-closed and path consistent constraint ' satis�-able in P+(Tree) we have de�ned the pre�x pre�x'(x) = f(p; f) j x ';p fg. Since' is �nite and the assumption about axiom A6 excludes cyclic paths, pre�x'(x)must be a �nite pre�x for all x. Hence, ' is satis�able in P+(Tree�n). 2Theorem16. The satis�ability of INES constraints over non-empty sets of �nitetrees can be decided (o�ine or online) in time O(n3).Proof. The o�ine version of our algorithm may perform the occurs-check upontermination. This is linear in the size of the �nal constraint and cubic in the sizeof the start constraint. The online version must schedule the occurs-check afterevery step. This is constant if the closure of the reachability relation betweenvariables is (just like �) implemented by a table of size quadratic in the numberof variables. 2E Standard Set ConstraintsIn this section, we take a alternative approach to achieve the expressiveness ofINES constraints. We consider a class of standard set constraints by interpretingINES constraints over possibly empty sets of trees and allowing for explicit non-emptiness constraints x6�; (\x denotes a non-empty set"). We show that thecubic algorithm for INES constraints can be adapted to this fragment of standardset constraints at the cost of additional axioms.We extend our constraint syntax with explicit non-emptiness constraints as fol-lows. ' ::= '1 ^ '2 j x=f(y) j x�y j x6 jj y j x6�; (1)We interprete these constraint either in the structure of sets of trees P(Tree)or in the structure of sets of �nite trees P(Tree�n). Due to the constraint x6�;,satis�ability of set constraints di�ers depending on the choice of �nite or in�nitetrees. This is not the case without x6�; as we will show below (Corollary 20).Example 6 adapts as follows.Example 7. The constraint x6�; ^ x�f(x) is satis�able over sets of in�nite treesby the variable assignment x 7! ff(f(f(: : :)))g, but non-satis�able over sets of�nite trees. 18



A1. x�x and x�y ^ y�z ! x�zA2'. x6�; ^ x=f(y) ^ x�x0 ^ x0=f(z)! y�zA3'. x6�; ^ x�y ! x6 jj y and x�y ^ x6 jj z ! y 6 jj z and x6 jj y ! y 6 jj xA4. f(y)�x ^ x6 jjx0 ^ x0�g(z)! ? for f 6= gA5. x=f(y) ^ x6 jjx0 ^ x0=f(z)! y 6 jj zA6'. x6�; ^ '! ? if x ';p x for some path p 6= "B7. x6�; ^ x=f(y)! y 6�; and y 6�; ^ x=f(y)! x6�;B8. x6 jj y ! y 6�;Table 3. Axioms for inclusion constraints over (possibly empty) sets of �nite treesIn Table 3, we present the set of axioms B, which adapts the set A for the newconstraints. The axiom sets A20, A30, and A60 are changed to make implicit non-emptiness premises explicit, and B7 and B8 have been added. B7 propagates non-emptiness through terms. For every constant symbol a 2 �, B7:2 postulates thatx=a ! x6�;. B8 states that variables involved in a non-disjointness constraintmust have a non-empty denotation themselves. It is easily checked that all theseaxioms are valid in P(Tree�n) and that all axioms apart from A6 are valid inP(Tree).Proposition 17. Every B-closed constraint is satis�able over P(Tree�n). Everyconstraint that is B-closed apart from the occurs-check axiom A6' is satis�ableover P(Tree).Proof. Given a B-closed constraint ', we de�ne the set of variables in ' whichare constrained to be non-empty.Var'6�; def= fx j x6�; in 'gThe part  of ' containing only variables Var'6�; and no non-emptiness con-straints is a closed INES constraint.For the �nite tree case, assume ' to be B-closed. By Proposition 15 there existsa variable assignment � into P+(Tree�n) which satis�es  in P(Tree�n).De�ne the variable assignment � by �(x) = ; for x 62 Var'6�; and �(x) = �(x)elsewhere. We show that � satis�es '. Let x 62 Var'6�;. We consider the inclusionsin ' containing x. 19



{ Constraints x�y are trivially satis�ed by �.{ If y=f(: : : x : : :) in ', then y 6�; cannot be in ' due to B7:2. Hence �(y) =; � �(f(: : : x : : :)).{ If x=f(y1 : : : yn) in ', then yi 6�; cannot be in ' for some yi due to B7:1.Hence �(x) = ; = �(f(: : : yi : : :)).{ If y�x in ', then y 6�; cannot be in ' due to A30 and B8. Hence �(y) =;��(x).For the in�nite tree case assume ' to be B-closed with the exception of A6'. Thenby Lemma 9, there exists a satisfying variable assignment � into P+(Tree). Apartfrom that, the above argument is unchanged. 2Theorem18. The satis�ability of conjunctions of inclusion constraints andnon-emptiness constraints over sets of �nite trees can be tested in O(n3).Proof. The axioms in Table 3 again induce a �xed point algorithm for the sat-is�ability test. By carrying over the techniques for the complexity results fromSection C, we obtain the same complexity bound. 2Atomic Set Constraints. INES constraints interpreted over all sets of �nitetrees P(Tree�n) are also called atomic set constraints [15]. Theorem 18 impliestime complexity O(n3) for their satis�ability problem. Furthermore, we showthat the occurs check axiom A60 is not needed to decide satis�ability of atomicset constraints.Lemma19. Let the constraint ' be B-closed with the exception of A60. Then 'does not imply ? according to axiom A60.Proof. If x ';p x for some p 6= ", then also x ';pn x for every path pn = pp : : : p(n-fold concatenation). Thus, for every pre�x q of such a path pn, there exists anon-constant function symbol f 2 � and a term f(y) such that x ';q f(y).If x6�; 2 ' then ' contains a conjunction expressing that t�x for someground term t. (2)But then there exist n � 1 and a pre�x q of pn leading to a leaf in t. Thus,(q; a) 2 t for some constant symbol a 2 �. If x ';q f(y), we can show byinduction over q that there exist z; z0 such that z=a, z�z0, and z0=f(y) in '.From B7:2, and A30 we obtain z 6 jj z0 and hence, ? is a consequence of Axiom A4which contradicts the assumption. 2From Lemma 19 and Theorem 18 we have the following Corollary[. Note thatthis is in contrast to Examples 6 and 7.Corollary 20. The satis�ability of atomic set constraints is invariant with re-spect to the interpretation over sets of �nite or in�nite trees.20


