N

HAL

open science

Constraints for Free in Concurrent Computation

Joachim Niehren, Martin Miiller

» To cite this version:

Joachim Niehren, Martin Miiller. Constraints for Free in Concurrent Computation. Asian Computing

Science Conference, 1995, Pathumthani, Thailand. pp.171-186. inria-00536813

HAL Id: inria-00536813
https://inria.hal.science/inria-00536813
Submitted on 18 Nov 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00536813
https://hal.archives-ouvertes.fr

Constraints for Free in Concurrent
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Joachim Niehren Martin Muller

Programming Systems Lab
German Research Center for Artificial Intelligence (DFKI)
Stuhlsatzenhausweg 3, 66123 Saarbriicken, Germany
{niehren,mmueller}@dfki.uni-sb.de

Abstract. We investigate concurrency as unifying computational
paradigm which integrates functional, constraint, and object-oriented
programming. We propose the p-calculus as a uniform foundation of
concurrent computation and formally relate it to other models: The p-
calculus with equational constraints provides for logic variables and is
bisimilar to the v-calculus. The p-calculus without constraints is a proper
subset of the m-calculus. We prove its Turing completeness by embedding
the eager A-calculus in continuation passing style. The p-calculus over an
arbitrary constraint system is an extension of the standard cc-model with
procedural abstraction.

1 Introduction

Concurrent computation allows the unification of many programming paradigms.
This observation underlies Milner’s m-calculus [14, 13], Saraswat’s concurrent
constraint (cc) model [21], and Smolka’s y-calculus [23]. Tt is also central to the
actor model by Hewitt and Agha [1]. Concurrency is the key to the program-
ming language Oz [24] which integrates functional [16], object-oriented [7] and
constraint programming [9, 15].

In this paper we start to relate several computational calculi. An overview is
given in the picture below. We formulate the relations by comparison with the

p-calculus [19], a concurrent calculus with first-

order constraints, higher-order procedural ab- Acager Aneed
straction, and indeterminism via cells. Any N

constraint system determines an instance of the T <—p(0)

p-calculus. The p-calculus serves as a founda- *_

tion of the concurrent constraint language Oz 7 plz=y) e
[24], is part of its language definition [25] and i

a basis for its implementation [11].
We prove bisimilarity of the 5-calculus [23] and the calculus p(x=y): The 5-
calculus has been designed to model concurrent objects, while p(z=y) instanti-

* To appear in Proceedings of the Asian Computer Science Conference ACSC'95, 11-13
december, 1995, Pathumthani, Thailand. Springer LNCS.



ates the p-calculus with equational constraints to provide for logic variables. Our
bisimulation allows to consider the p-calculus as an extension of the 7y-calculus
with constraints. To obtain this result, we simplified the original p-calculus [19]:
Now, constraints actually “come for free” in p, in contrast to previous extensions
of v with constraints [22, 23, 19, 25].

The p-calculus over the trivial constraint system p() is a proper subset of the
asynchronous polyadic m-calculus [12, 3, 8]. This result is immediate from the
identification of procedural abstractions with replicated input agents. Once-only
input agents are not available in p({). Surprisingly, p(#) is still Turing complete:
Higher-orderness allows us to embed the eager A-calculus. A continuation passing
style [20] avoids logic variables which have been employed in an earlier embedding
of the eager A-calculus into v [23, 16].2 We prove the adequacy of our embedding
based on a simulation and uniform confluence [16].3

The p-calculus is syntactically compositional: Constraints, applications, condi-
tionals, and cells can be freely combined by composition, declaration, and ab-
straction. The reduction relation of p is defined up to a structural congruence,
as familiar from recent presentations of m [13, 3, 8] and + [23]. The central nov-
elty in the version presented here is the distinction of logical conjunction (A) on
constraints from composition (A). In the standard cc-model [21, 5, 6], these dis-
tinctions hold implicitly due to a monolithic constraint store. In a compositional
syntax, the separation of conjunction and composition is central since it yields
simple normal forms.

On reduction, applications, cells, or conditionals interact with an arbitrary con-
straint in their environment, but only one of them. For instance, the conditional
if x=y then I else F fi is irreducible in the context of #=1 A y=1, since none of
=1 or y=1 entails or disentails x=y, but reducible in the context of z=1Ay=1
since =1 Ay=1 = x=y. Constraints must be combined explicitly by reduction:

d1 APy — d1 A ds

This combination rule is the essential difference of the p-calculus in this paper
to its predecessor [19]. It plays the role of elimination in 4 where no conjunction
1s apparent:

JeIy(x=y A E) = FyFE[y/x]

The separation of conjunction and composition leads to a transparently dis-
tributed constraint store. From this point of view, combination can be interpret-
ed as unification which may or may not involve a network transfer.

Related Work: Most surprisingly, the lazy A-calculus can be embedded into
p(#) with call-by-need complexity (see [17]). Alternatively, the call-by-need A-
calculus [2] could be directly embedded into p(#). Both results are stronger than
the analogous results for 7 [4], since both embeddings map into a uniformly

2 We owe the idea to personal communication with Gert Smolka and Martin Odersky.
® Indeterminism via cells cannot arise in p(0) and is not needed for functional
computation.



confluent subset of p(@) and 7. Furthermore, Milner’s embedding of the lazy
A-calculus into 7 [13] does not capture call-by-need complexity, and Smolka’s
call-by-need embedding of the lazy A-calculus into v [23] has been given without
a correctness proof.

The relationship between the p-calculus and the standard cc model [21] is rather
simple: The standard cc model can be obtained by dropping higher-order ab-
stractions from p and replacing cells with indeterministic sums. A formal proof
of this statement would have to deal with distinct notions of constraint systems.

Plan of the paper: In the Sections 2 and 3 we review 5 and introduce p.
Section 4 shows the coincidence of v and p(z=y). Section 5 is devoted to the
discussion of uniformly confluent subcalculi of v and p. In Section 6, we embed
the eager A-calculus into p(#) and relate the latter with 7.

2 The ~-Calculus

Our presentation of v mainly follows [23] except that we omit names. The omis-
sion of names is argued below. We assume an infinite set of variables ranged over
by z, y, z, u, v, and w. Sequences of variables are denoted by Z, g, .... The set
of elements of a sequences T is written as V(Z). The v-calculus is specified by
expressions, a structural congruence, and a reduction relation. The expressions
E, F and G are defined by the following abstract syntax:

E,F,G:=xy/E |2y | EANF | 2 FE | a=y |
if e=ythen Felse Ffi | 2:y | T

An abstraction z:§/E has a reference x, formal arguments § and body E. An
application ¢y “calls” the abstraction = with actual arguments yj. Composition
E A F puts the expressions F and F' in parallel. Declaration 3z E introduces
a new local variable # with scope E. Equations z=y provide for logic vari-
ables. Note that conjunction (A) of equations is not apparent in 7. A conditional
if =y then I else F fi consists of guard x=y and branches E and F. A cell ex-
pression x: y states that a cell referred to by # currently holds the content y. The
null expresstion T is an expression which does nothing, but 1s useful for defining
prenex normal forms.

Bound variables are introduced as formal arguments of abstractions and by dec-
laration. Variables that are not bound are called free. FV(E) and BY(FE) denote
the sets of free respectively bound variables in F.

The structural congruence = is the least congruence on expressions satisfying
the axioms in Figure 1. It provides for the usual properties of bound variables,
composition, and declaration. The reduction — is the least binary relation on
expressions satisfying the axioms and rules in Figure 2. We use a generalised
replacement operator [Z/y] for simultaneous substitution. Tts application implic-
itly requires that z and y have equal length and that § be linear; i.e., that all
elements of y be pairwise distinct.



(a) capture free renaming of bound variables

(ACI) A 1s assoclative and commutative and satisfies EA T = E.
(Exch) 3JzdyE = 3FydzE

(Scope) FzEANF = Fz(EAF) if v ¢ FY(F)

Fig. 1. Structural Congruence of the y-Calculus

(A) ny/Enzz — xn:y/EAE[Z/yg] ifV(E)NBV(E)=0
(E) dzIy(r=y A E) — FyE[y/z] if v £y and y ¢ BV(E)
(Cell) z:yAzuv — z:uAv=y

(Then) if x=x then Eelse F'fi — E

E—-F E - F ElEEQ E2—>F2 FQEFl
de B — dz F ENG—=FANG E = F

Fig. 2. Reduction of the -calculus

Application (A) executes procedure calls by passing actual parameters for for-
mal ones. The side condition can always be met by a-renaming. Elimination
(E) executes equations and may trigger all the other rules. Since elimination
requires both variables to be declared, equations are symmetric: By (o) we get
JeFy(x=y A E) = JxEz/y], if © # y and = ¢ BY(FE). When a cell expression
x:y and an application x u v meet, the value y held by z is replaced by u and v 1s
bound to y (Cell). A conditional reduces on equality of variables (Then). With-
out names or more expressive constraints than equations, an (Else)-rule cannot
be formulated. We shall discuss several versions of (Else)-rules in the sequel.

Elimination and Application. The simplest example is to apply the identity re-
lation id: Id = id:x y/y==x. Here we apply id to itself and the result to w.

Fid(id: Id A3z (ididz A zuwout)) = FidIz(id: Td Aididz A zuout)
=, JidIz(dd: Td A z=id A zuwout) = Fid3z(z=id Aid: Id A z uout)
—g Hd(id: Id A idwout) —, Fid(id: Id A out = u)

As done in this example, we shall freely annotate reduction arrows — with the
name of the applied axiom R.

Cells. Cells introduce concurrently mutable state into v by providing a persis-
tent reference to a changeable value (i.e., a location). The indeterminism of cell
reduction is needed to express concurrent objects [23]. Cells destroy confluence
For example, consider the reduction of £ = z:y A wuj vy A2 usvs:

Tiug AT ur vy NVa=Y oot FE —oep T UL AVI=Y AT Uz V2
Tup Av1=u1 A=Y cop “oen T U2 AUVI=Y A va=uy



New Names. Compared to the original y-calculus [23], our presentation lacks
the dynamic creation of new and possibly private names. There, names provide
a unique identity to all procedures and cells. The same mechanism conveniently
provides a unique reference to concurrent objects. Names can also be used as
primitive data structures with a built-in equality and for data encapsulation.

We can add the expressiveness of names orthogonally without affecting any of
our results. It 1s not necessary to provide names with a scope of their own as in
[23], but it suffices to let them inherit the scope of the variables. We introduce
a new expression n, and add the additional reduction axiom:

(Else) ne Any Aif =y then Eelse F'fi — ny Any AF .

An expression ny A n, would be considered inconsistent since it violates the
uniqueness assumption of names. This situation may arise dynamically:

23y (z=y Ans Any) =g Jy(ng Any A Ely/z])

Inconsistencies destroy confluence by making if y=y then E’ else F’ fi reducible

via both (Then) and (Else).

3 The p-Calculus

The p-calculus extends v with constraints. Let X be a first-order signature declar-
ing function and relation symbols with their respective arities. A theory is a set
of closed first-order formulae (with equality) over X. A constraint system over X
consists of a theory A and a set of first-order formulae called constraints. Con-
straints are ranged over by ¢ and . We assume the theory A to be consistent,
1.e. A to have a model. The set of constraints must be closed under replacement
@ly/x]: for every constraint ¢ the formulae obtained from ¢ by replacing y for
is again a constraint.

We do not require constraints to be closed under conjunction (written as ¢ A)
nor ezistential quantification (denoted by 3z ¢). The formula T stands for logical
truth. If @1 and @, are first-order formulae over X| then we write &, Ea @ iff
®; — D, is valid in all models of A. We write &1 H ,, @» iff &1 Ea P2 and
Py =a @1, If A is empty, then we omit the subscript A and simply write
@1 ': @2 and @2 'Z| @1.

The definition of p is parameterised by a constraint system. The expressions of
p are those of v, but with equations replaced by constraints of the underlying
constraint system. The calculus p(z=y) instantiates p with equational constraints
over the empty theory: .
¢ ==y | T[oAY

The calculus p(f) instantiates p with the trivial constraint system, which is
empty up to T. The structural congruence of p extends that of v by the following
axiom:

(Bqu) ¢ = o if ¢ H, ¥ and FV(¢) = FV(y)*



Note that we distinguish existential quantification Elxqb from declaration 3z ¢
and conjunction ¢ A ¢ from composition ¢ A 1 and that structural congruence
preserves this distinction. This is an important technical simplification over [19,
22, 25]. Reduction of p is defined by the axioms in Figure 3. As in v, reduction is
allowed in all position but in bodies of abstractions and branches of conditionals.

(Ap) N G/END'Z — dAzG/ENE[Z]Y] if ¢ |=a z=2,

and V(Z)NBY(E) =0
(Cp) b1 AN = o if o1 Ags H, o
(Cellp) dAz:yAz'uv = dAziulv=y if ¢ Ea z=2'
(Thenp) ¢ Aif ¢ then Eelse Ffi — ¢ AE folEay
(Elsep) ¢ Aif ¢ then Eelse Ffi — ¢ AF ifod a0

Fig. 3. Axioms of Reduction of the p-Calculus

The axioms (Ap), (Cellp), and (Thenp) are triggered by a single constraint of
the context if it is sufficiently strong. Combination of constraints (Cp) makes
more information available in a single constraint. Compared to v, (Cp) replaces
the elimination rule. By (Elsep), a conditional may reduce to its else branch if
its guard is inconsistent with a constraint of the context. We continue with some
examples illustrating computation in p.

Combining Constraints. To make a conditional reducible in a given context, an
application of rule (Cp) may be necessary. For example, consider:

FEy = Jy( =1 Ay=1Aif z=y then F} else F fi )

The conditional is irreducible because neither =1 | 2=y, nor y=1 E z=y
hold. However, F; reduces to s by an application of (Cp) :

Ey = Fy( (z=1 Ay=1) Aif =y then F} else I fi )
Now, z=1 A y=1 |£ =y holds, such that the conditional can reduce to Fy.

Higher-Order Programmaing. The following example illustrates the higher-order
nature of p. Consider a constraint system providing equations and integers with
addition. Its signature X' should contain the constants ..., —1,0,1,... and the
binary function symbol 4+. We allow sugared notation x 7 for 3y(x§ A y=n),
where the 7 are integer symbols. Let us define three abstractions:

applytwice:fx y/3z(fez A fzy) 2imes:zy/ y=x + x
dtimes:x y/ applytwice 2times zy

* Due to the side condition, structural congruence preserves closedness of expressions.



In the context of these abstractions, the expression 4¢zmes 3 u reduces as follows:

Atimes3u —,, applytwice 2times 3u —, Iz (2times 3 z A 2times z u)
A, Jz(2=34+ 3 A2timeszu) = Fz(2=6 A 2timeszu)
—ap Jz(z=6 Au=z+ 2) —ecp 2 (2=6 Au=z + z)
= Jz(2=6 Au=12)

The remaining declaration for z and the local binding 2=6 could be dropped by
an appropriate garbage collection rule (see also Example 2 in Section 6.).

New Names. The modelling of names as sketched for ~ falls short in real-
ly mixing names and constraints. For example, the reduction step n; A ny A
if f()=f(y) then Eelse F' fi — F is not justified by either of the conditional
rules. Mixing names and constraints is important when constraints are used to
model data structures holding higher-order data, in particular if they need to
be compared for equality [24]. In this case, a closer integration of names and
the constraint system is required. An elegant option is to extend the syntax by
a declaration construct for names, and to axiomatically require all names to be
distinct and different from all elements in the universe of A [19, 23].

An alternative approach would take n, as a constraint for x in a new linear
constraint system N, and require N to contain at least the axiom VaVy(n, Any, <>
x # y). N is linear since n; A n, must not be equivalent to n,. In addition, the
entailment relation used in rules (Ap), (Thenp), (Equ), etc. must be defined in
terms of both first-order entailment and the linear entailment of N. We do not
pursue this topic further, since names do not affect our results.

4 Relating the ~-Calculus and the p-Calculus

We show that v can be identified with p(z=y), when restricted to closed ex-
pressions. This statement holds with respect to termination and complexity,
measured by the number of application steps.

We need some general notations about computational calculi such as v, p(z=y),
7 [13], or the eager A-calculus, and lazy A-calculus. Our notion of a calculus
generalises abstract rewrite systems [10]: A calculus is a triple (P, =, —) where
P is a set;, = an equivalence relation and — and a binary relation on P. We
require a calculus to satisfy (= o — o =) C—, where o stands for relational
composition. The elements of P are called ezpressions, = congruence and —
reduction. The least transitive relation containing — and = is denoted with —*.

A derivation of an expression F is a finite or infinite sequence of expressions
(Ei)Py or (E;)$2, with E; — E;yq for all possible indices ¢ and E = Fy. A
computation of I/ is a maximal derivation: That is, either an infinite derivation
or a finite one whose last element is irreducible with respect to —. Let R be a
binary relation on expressions. The number of R-steps in a derivation (F;); is
the number of indices ¢ such that (E;, Eit1) € R.



Theorem 1. For every computation of a closed expression I in v there erists
a computation of T A E in p(x=y) with the same number of application steps,
and vice versa.

Before we sketch the proof, let us make some additional comments: For every
expression in 7y and p, reduction without application terminates. Reduction with
axioms other than (A) or (Ap) decreases the number of constraints, appli-
cations or conditionals. Hence, Theorem 1 implies that termination of E in ~
coincides with termination T A E in p. However, not all derivations of E need
to have the same termination behaviour, due to cells which explicitly introduce
indeterminism.®

The proof idea is to define a bisimulation similarly to [13] which establishes a
bijection between computations of £ in vy and TAE in p(z=y). Our definition of
an appropriate bisimulation is based on normal forms. These are a-standardised
prenex normal forms (PNFs). A PNF D is defined by the following grammar:

B:u=ay/D | 2y | if ¢ then Dy else Do fi | 1y | ¢ molecules

C:=T|B|CAC chemical solutions
D:=C| 32D PNFs

We say that D is a normal form of E if D is a normal form and F = D.
Proposition2. Every expression E has some normalform D.

Proof. Simple. By Axiom (a) any expression may be a-standardised, such that
declarations can freely be moved outside via (Scope).

Reduction can be decomposed into reduction on normal forms followed by nor-
malisation, i.e., transformation of the result into normal form again. Following
the notation in [16], we define =5 as smallest congruence satisfying the axioms
(ACI) and (Exch). Furthermore, we need a collection of relations for reduction
on normal forms, each of which 1is specified by a single axiom:

Ja(z:g/DAxzZ ANC) =, Fu(x:g/DAD[Z/g]AC)

Jadz(z=y A C) —p, FuCly/z] it y € V()
Ja(r:yNeuv ANC) =gy, Fu(z:uNv=yAC)

Ju(if =z then Dy else Dy fiAC) —p, ,, Fu(Dy AC)

Fu(¢ Ae:g/DA'zZ ANC) ;Am Fu(p Ax:y/DADE/GINC) i ¢ |Ea o=
Fu(¢1 A g2 AC) =, Fa(d AC) if ¢1Aga Ha v
Fu(pAeyAz' uvAC) ;Ce”pt Fu(p Ae:uAhv=yAC) if ¢ Ea a=a'

Ju(g Aif ¢ then Dy else Do fiAC) =gy, FU(GADIAC) if gAY

u
3 (6 Aif ¢ then Dy else Do fiAC) “py,. FT(GAD2AC) if ¢ Fa —

® Other expressions should not incur indeterminism, or at least allow to detect inde-
terministic usage as a programming error (cf. admissibility in Section 5).



Proposition3. Let D be a normal form, E an expression, and R one of the

arioms of reduction iny or p. If D = E then D (=3 0 =, 0 =) E.

Proof. Hard technical work. A complete proof in the case of 4 can be found in
[16]. It adapts immediately to p. The most difficult part is the comparison of
congruent normal forms. There we need that the congruences of v and p are
both rather simple and similar to each other. More complex congruences can be
handled but they incur undue technical problems [19].

Definition4 Bisimulation. A bisimulation for the embedding £ +— TAEisa
relation S between closed expressions of ¥ and p(z=y) satisfying the conditions:

B1. If F is a closed vy-expression, then (F, TA E)eS.

B2. If (E, F) € S, R an axiom of {4, Cell, Then}, and £ —5 E’, then there
exists F' such that F' =5 o —p, F' and (E', F') € S.

B3. If (E, F)eS and E —y E', then exists I' with F' =7, I and (£', I")€S.

B4. If (E, F) € S, R an axiom of {A, Cell, Then} and F Ry F’, then there
exists B/ such that £ =% o —, E' and (E/, F') € S.

B5. If (E, F)eS and F' =, I, then exists £ with £’ =} " and (E, I')€S.
B6. If (F, F) € S, then F is irreducible with respect to —Blsep-

Definition 5. We define S7 to be the set of all pairs (E, F) of closed v and
p(z=y) expressions which allow the following representation: There exists vari-
ables Ty, natural numbers n, m, and k, equations ¢ ...¢,, equational con-
straints ¥ ..., molecules Ey ... Eg, Fy ... F} neither of which is a constraint,
and a substitution  : V(7) — V(Z) such that the following conditions hold:

SY1. JZF(p1 A .. AP AEL AL A E)) is a normal form of .

SY2. FGIT(1 A AP AFL AL A FR) is a normal form of F and m > 1.
S73. W1 A ... A, = 0, where 6 is considered as /\{z:ﬁ(z) |z € V(@)}.
S74. E; = Fif for all i1 <1 <k,

SY5. d1 A Ad, H I AL Abn).

Lemma6. S7 is a bistmulation for the embedding E — TAE.

Proof. The conditions of a bisimulation can be checked one by one. Condition
B1 is a consequence of Proposition 2 which ensures the existence of a normal
form for E. A normal form for T A E can be easily constructed from that of E.

We exemplarily prove one of the other cases, say B3 (all other cases are simi-
lar). Assume (E, I') € SY with the properties described in Definition 5 and £
such that F —g E'. Since 3Z(¢1 A ... A ¢ A E1 A ... A Ey) is a normal form of



FE, Proposition 3 applies. We can assume w.l.o.g. that ¢; has been eliminated.
Hence, there exist distinct u, v and &’ with ¢ = u=v, T = 2'u, v € V(2'), and:

E' = 32 (da[v/ul Ao A gu[v/u] A Eq[v/ul A ... A Exv/u]).

We define F' = JguIzv(s A... Am A FL A ... A Fg). Obviously, F =%, P,
such that it is sufficient to prove (E', F') € S7. Clearly, B’ and F' have normal
forms as required in SY1. and S72. We define a substitution ¢’ : V(yu) — V(z')
by 0 = [v/u] o @ (first @ then [v/u]). For short, we write ¥ = ¥1 A ... Atpm.

S73. Assumptions ¢ = 6 and Iy H /\:L:1¢>Z imply ¥ |E 1 A0 Hu=vA0 H 6.
S74. Eilv/u] = (F;0)[v/u] = Fi([v/u] 0 ) = F;0' for 1 < i < k.

S75. (Aieaoi)lv/ul H Ju(u=v A Ar_yéi) H Ju(Ai_y60) H Igus

Proof of Theorem 1. The theorem follows from the existence of a bisimulation
(Lemma 6). If (E;)'_, is a finite derivation of F and (E, F') € S, then we
can inductively construct a derivation (F;)?, with (E,, F,) € S such that
both sequences have the same number of application steps. We even get the
same result for reduction with cells and conditionals. If (F;)"_, is maximal, then
(F})7-o must be maximal. Otherwise, we could contradict maximality of (F;)i,
by applying our bisimulation the other way around. a

5 Uniformly Concurrent Subcalculi

Functional programming is a special form of concurrent programming [17]. Re-
sult, termination, and complexity of functional programs are independent of the
execution order. For eager functional programming this 1s reflected by the eager
A-calculus, and for lazy functional programming by the call-by-need A-calculus
[2]. Concurrent computation satisfying the above three independence properties
is called untformly concurrent in [16]. We consider complexity and uniformity,
since these notions allow for simple adequacy proofs of calculi embeddings.

A major advantage of v is the existence of a uniformly concurrent subcalculus
which can be easily distinguished. This subcalculus is called § and has been
introduced and investigated in [16]. By Theorem 1, we can carry over most
properties from v to p(x=y) and conversely. Termination and complexity in
terms of application steps correspond exactly. But our bisimulation is not strong
enough for carrying over confluence or relating the numbers of elimination and
combination steps. In this section, we show how to distinguish a uniform and
confluent part of p over an arbitrary constraint system. This can be done in
analogy to the extraction of § out of ~.

We need some general properties of computational calculi. All proofs are feasible
with standard methods and can be found in [16]. A calculus (P, =, —) is called
uniformly confluent, if it satisfies the following condition:

(0—2) C (E U(so0¢)



A uniformly confluent calculus is confluent and uniform with respect to termi-
nation and complexity: all computations of the same expression have the same
length.

Uniform confluence is a compositional property. If (P, =, —) and (P, =, —=,)
are two calculi with commuting reductions, i.e. (14 o =) C (—4 o 5¢), then
the union (P, =, =, U —,) is uniformly confluent.

We now restrict p to a uniformly concurrent calculus. We call an expression F
wnconsistent, if F contains a constraint equivalent to — or a subexpression as:

dNzy/ENZ/F such that ¢ Ea =2,

E is called consistent iff 1t is not inconsistent. We call an expression E admissible,
if all expressions F' with £ —* F are consistent. It is clear that admissility is
an undecidable property. But we can characterise admissible subsets by type
systems [16]. An appropriate type system for eager functional programming is
given in Section 6.

Theorem 7. The restriction of p to admissible expressions without cells is uni-
formly confluent.

Proof. It is sufficient to establish the uniform confluence for all relations —p,
where R is in {A, C,Then, Else}, such as their pairwise commutation. These
problems can be reduced to a collection of critical pairs of normal forms.

We exemplify the proof of the uniform confluence of = ,. If Fi ¢, E —¢, Fs
then we can apply Proposition 3. This yields normal forms E; and F5 of E with
Py Cpt/; Ey =3 By =, Fa. By definition of ;Cpt there are @, ¢1, ¢2, U1, V3,
C', and C such that:

P

Hﬂ(qbl /\ 1/)1 A Cl) = F1
Hﬂ(qbz A o A Cz) Fy

Lets first treat the case ¢y = ¢o. If furthermore ¢y = 5, then Fy = Fy. If
1 # 1y then there exists C” such that C; =5 2 AC" and Cy =5 ¢4 AC’. Hence:

FEy1 =2 3u(¢1 Ay ACYH) ;Cp
Ey =2 Fu(ga A tha A Ch) ;Cp

t

t

F1 _>Cp Elﬂ(qbl /\1/)1 /\1/)2 /\C/) Cp% F2

Case ¢1F£¢2 and 1=17 is symmetric and case ¢17£¢2 and 1 F£Y, is similar.

6 The Eager A-Calculus, p-Calculus, and w-Calculus

The p-calculus over the trivial constraint system p(#}) is Turing complete. We
prove this statement by embedding the eager A-calculus such that termination
and complexity are preserved. This embedding employs a continuation passing
style (CPS) [20]. An even simpler embedding can be found in [17]. Both embed-
dings lift into , since p() can be embedded into the asynchronous, polyadic



m-calculus [12, 3, 8]. Tt suffices to observe the close syntactic similarity of both
calculi:
PQ:u=PlQ |(we)P|2y)|'e@).P]0
EF:=FEAF| J2F | 2y | «y/EF |T|T

Application in p(f}) corresponds to communication and replication in 7. Cells
can be ommitted, since (Cp) is not applicable in p({}) as it refers to equations.

The expressions of the eager A-calculus A, are defined by the abstract syntax:
Vio=dze M M,N:u=2x | V| MN

A variable x is bound in Axz.M, and there is no other variable binder. Free and
bound variables of an expression M (FV(M) and BV(M), resp.) are defined as
usual. The congruence = of A, identifies A-expressions up to a-renaming. Its
reduction —;_ 1s defined as follows:

A M)V =, M[V/z] i FV(V)NBY(M) =0

M =, M N —, N’ M=M M —, NN N =N
MN —, M'N MN —, MN’ M =, N

In Figure 4, we define our CPS-embedding introducing formulae «(M) as abbre-
viation for p({)-expressions. These reads as: “u is the continuation applied to
the eventual result of evaluating M”.

u(Az. M)

u(MN) = Fvdw(v(M) A wN) A viyfw:z/yzu) uvw linear

Ay(uy Ay:zvfv(M)) uy linear

Fig.4. CPS Embedding

Ezample 1. We show the reduction of the expression u(I7T), where I = Az.z is
the A-identity. For brevity, we allow some notation for anonymous p-abstractions:
For instance, we write Id = #v/va for the anonymous CPS-identity and y:Id
for the CPS-identity named by y, i.e. for the p-expression y:zv/ve.

We shall additionally use the anonymous abstractions V' = y/w:W and W =
z/y zu. Then we have the following computation in the context of T:

w(ll) = Fodw(Fy(vy Ay:ld) Awld) Avy/w:z/yzu)
—a, IyFw(ydd Nw(l) ANw:z fyzu) AJv(v:V)
= JyFw(yldAFz(wz Az Id) Aw:z/yzu) AJv(v:V)
—a, JyFz(yId Az ld A yzu) AFvIw(v:V Aw:W)
—a, Jz(uz Az:ld) ATvIwIy(v:V Aw:W A y:ld)
= u(l) AJvIwIy(v:VAwW A y:Id)



Theorem 8. Fager reduction of a closed A-expression M terminates if and only
if reduction of T A u(M) terminates in p(@). The number of B steps in compu-
tations of M equals 3 times the number of (Ap) steps in those of T Au(M).

The proof 1s based on a simulation plus uniformity instead of a bisimulation.
Given a computation of M in A, we construct a corresponding computation of
TAu(M) in p() using a simulation. The converse follows from uniformity, since
all computations of an admissible p-expression have the same termination and
complexity behaviour.

In the rest of this section we prove Theorem 8 in two steps: First, we define a
appropriate notion of simulation for an embedding M — T A u(M) and show
the existence of such a simulation. Second, we prove admissibility of embedded
expressions T A u(M). This is sufficient for combining the proof as sketched
above, because we can apply Theorem 7.

Note that the bisimulation technique of Section 4 is not powerful enough for
proving Theorem 8, since our CPS-embedding does not establish a bijection
between computations in the A, and p(@). For instance, the expression I (I1) has
a unique computation in A¢, while T A u(l (1)) has two distinct computations.

To get rid of the context T, we reason in the part of v bisimilar to p(#), i.e. we
use the slightly simpler axiom (A) instead of (Ap).

Definition 9 Simulation. A simulation for an embedding M — u(M) is a
relation S)¢ between closed A-expressions and y-expressions satisfying:

Spel. If M is closed, then (M, u(M)) € Spe.

Spe2. I M —5. M' and (M, E) € Sie, then there exists E’ such that E =5 E’
and (M', E') € Sp¢, where —3 = —, 0 —, 0 —,.

She3. If M is irreducible in A, and (M, E) € Sp¢, then E is irreducible in —,.

Proposition10. For all u there is a simulation for the embedding M — w(M).

We omit a detailed proof. Instead, we illustrate the exact correspondence be-
tween computations of M and those of u(M) by an example. A precise formali-
sation of this correspondence would yield the simulation. Such a description can
be based on explicit substitutions for A, [13] and contexts for v [16].

Ezample 2. We consider Copy = Az.x z and reduce Copy (I I). To compare re-
ductions in v and A, we need to cope with the fact that §. may copy or annul
abstractions. These effects are hidden by our meta notation which makes sub-
stitutions explicit.

Copy (1 1) =5, (Copyvr) [1/ui][1/v1]
—5. (v1v1) [Copy/us][T/w][T/vi]
—rg, v1 [Copy/us][I/ur][I/v:]



In v, contexts play the role of explicit substitutions in A.. A context is an ex-
pression with a hole e which acts as a placeholder: Replacement of an expression
E or context T5 for the hole in a context Tj is denoted by Ti[E] or Ti[T5].

In order to get rid of unary (continuation) abstractions introduced by u(M N,
we extend reduction with garbage collection (G):

WEV) = T ifVE) CVE)

As proved in [16], the number of application steps in computations is independent
of garbage collection. To ease reading, we use the notation (vwu) instead of
v:y/w:z [y zu. The eager computation above corresponds to the computation:

u(Copy (I1)) =3 o = Ti[u(Copyv1)]

Ty = JuyFvg (e Aug T Awy i)
o =g Ti[Ts[uvr v1)]]

To = Jus (e A uz :Copy)
=% 0 =g Ti[Ta[uv1)]]

%

N

We verify the first reduction sequence in detail: Observe that u(Copy (I I)) equals
FugIvg (ue(Copy) A wvo(l I) A {ugvgu)). We reduce the subexpression vo(l I):

vo(TT) = Fu 3 (wf (Td) A vy (Id) A () vivg))
=24 Fuy (Fvg (ug Td A vy Id A ug vy vg) ATl Fvh ((u)vhvg) Aviiz fug zvg))
—, Fuy (Fuy (ug Td A wvpTd Avglor)) A Fud 3o ((wfvive) A wviiz fug 2 vg))
—¢ Jui T (ug Td A vy Id Avg(vr))
= T1 [Uo(vl)]
We now obtain the expected derivation:
u(Copy (I1)) FugTvg (ue(Copy) A vo(I I) A {ugvou))
—3 0 —¢ JugTvg (ug(Copy) A Tivo(vr)] A {uovou))

T1[FugFvg (uo (Copy) A vo(vr) A (uovow))]
Ty [u(Copy v1)]

e o

Proposition1l. Every expression u(M) is admissible.

The proof of this proposition can be done with a linear type system excluding
multiple assignment statically. It can be found the in report version of this paper

[18].

Proof of Theorem 8. Let (M;)?_, be a computation in A, such that My is
closed. By Proposition 10 there exists a simulation Sp¢ for M + u(M). The
properties Si<1 and Sp¢2 allow the construction of a derivation

u(Mo) =5 Ey =3 ... = By

such that (M,, E,) € Spc. Since M, is irreducible, S*<3 implies that FE,, is
irreducible. Lemma 6 establishes the following computation in p(#):

TAuMo) =5, TAEL =5, ... =%, TAE,



We use that combination —, is not applicable to expressions containing one
constraint only.

A similar construction applies to infinite computations (M;)$2,. Let us consider
the converse statements. Suppose d is a computation of u(M) and d’ an arbitrary
computation of M. As shown above there exists a computation d” of w(M) 3
times longer than d’. The expression u(}M) is admissible (Proposition 11) such
that we can apply Theorem 7. This yields that the lengths of d” and d coincide,
and that the length of d is 3 times the length of d'. i

7 Conclusion

We have simplified the p-calculus, a syntactically compositional cc-model with
procedural abstraction. This allowed us to relate various models for concurrent
computation in a single formal framework: The p-calculus with equational con-
straints and the ~-calculus are proved bisimilar. We have embedded the eager A
calculus into p without constraints, which is a proper subset of the w-calculus.
We have extracted a uniformly concurrent kernel in p over an arbitrary con-
straint system. In particular, this distinguishes a uniformly concurrent part of =
which is Turing complete.
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