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Dominane Constraints:Algorithms and ComplexityAlexander Koller1, Joahim Niehren2, and Ralf Treinen31 Department of Computational Linguistis, Universit�at des Saarlandes,Saarbr�uken, Germany, koller�oli.uni-sb.de2 Programming Systems Lab, Universit�at des Saarlandes, Saarbr�uken, Germany,niehren�ps.uni-sb.de3 Laboratoire de Reherhe en Informatique, Universit�e Paris-Sud, Orsay, Frane,treinen�lri.frAbstrat. Dominane onstraints for �nite tree strutures are widelyused in several areas of omputational linguistis inluding syntax, se-mantis, and disourse. In this paper, we investigate algorithmi andomplexity questions for dominane onstraints and their �rst-order the-ory. The main result of this paper is that the satis�ability problem ofdominane onstraints is NP-omplete. We present two NP algorithmsfor solving dominane onstraints, whih have been implemented in theonurrent onstraint programming language Oz. Despite the intratabil-ity result, the more sophistiated of our algorithms performs well in anappliation to sope underspei�ation. We also show that the positiveexistential fragment of the �rst-order theory of dominane onstraintsis NP-omplete and that the full �rst-order theory has non-elementaryomplexity.Keywords. Dominane onstraints, omplexity, omputational linguis-tis, underspei�ation, onstraint programming.1 IntrodutionDominane onstraints are a popular tool for desribing trees throughout om-putational linguistis. They allow to express both immediate dominane (and la-beling) relations and general (reexive, transitive) dominane relations betweenthe nodes of a tree. In syntax, they provide for underspei�ed tree desriptionsemployed in deterministi parsing [MHF83℄ and to ombine TAG with uni�a-tion grammars [VS92℄. In underspei�ation of the semantis of sope ambigui-ties, dominane onstraints are omnipresent. While they are somewhat impliitin earlier approahes [Rey93,Bos96℄, they are used expliitly in two reent for-malisms [ENRX98,Mus98℄. An appliation of dominane onstraints in disoursesemantis has reently been proposed in [GW98℄, and they have been used tomodel information growth and partiality [MVK98℄.Despite their popularity, there have been no results about the omputationalomplexity of solving these onstraints, i.e. of �nding a tree that satis�es all



given onstraints. In this paper, we remedy this situation by proving that thesatis�ability problem of dominane onstraints is NP-omplete. This result holdsfor all logial fragments between the purely onjuntive fragment and the positiveexistential fragment. We present two algorithms for solving them; one involvesa nondeterministi guessing step, whih makes it onvenient for a ompletenessproof, but not for implementation, whereas the other gives priority to determin-isti omputation steps and enumerates ases only by need. Finally, we show thatthe �rst-order theory over dominane onstraints with a signature of boundedarity is deidable and has non-elementary omplexity. The deidability resultis not new { e.g. [Rog94℄ skethes a proof for a di�erent variant of dominaneonstraints {, but we work out the details of a transparent proof by enodinginto seond-order monadi logi for the �rst time.Related Work. In [RVS92℄, it was shown how to solve formulae from the proposi-tional language over (a di�erent variant of) dominane onstraints (over a di�er-ent type of trees). There, tableau-style saturation rules for enumerating modelsare presented whih are quite similar to the ones we use here. This solution pro-edure terminates, but there are no omplexity results. Continuing this line ofwork, [BRVS95℄ present a sets of �rst-order axioms over dominane onstraintswhih apture ertain lasses of trees.From an implementation perspetive, dominane onstraints were approahed�rst in [DG99℄, whih presents an implementation based on �nite set onstraints.A more advaned version of the algorithm presented here and an implementa-tion thereof are given [DN99℄. This implementation is also based on �nite setonstraint programming but improves that of [DG99℄.Plan of the paper. In Setion 2, we start out by de�ning the syntax and semantisof dominane onstraints. In Setion 3, we present the solution algorithms fordominane onstraints and prove their soundness, ompleteness, and NP run-times. The algorithms are �rst de�ned for the (purely onjuntive) languageof dominane onstraints and extended to the other propositional onnetiveslater. In Setion 4, we omplement this result by proving NP-hardness of theproblem. In fat, we will not really provide the details of the proof, but give athorough explanation of the proof idea. In Setion 5, we turn to the deidabilityand omplexity of the �rst-order theory over dominane onstraints. Setion 6summarizes and onludes the paper. Some of the proofs are only skethed; formore details, we refer the reader to [Kol99℄.2 Syntax and Semantis of Dominane ConstraintsIn this setion, we de�ne the syntax and semantis of dominane onstraints.To this end, we �rst introdue the notion of a tree struture, the kind of �rst-order struture we will interpret dominane onstraints over. After that, it willbe straightforward to de�ne the atual syntax and semantis. Finally, we lookbriey at onstraint graphs, a graphial syntati alternative.



2.1 Tree struturesThroughout, we take IN to be the set of positive integers and IN0 to be the setof nonnegative integers and assume that � is a ranked signature that ontainsfuntion symbols or tree onstrutors f; g; a; b; : : : , whih are assigned arities byan arity funtion ar : � ! IN0. We further assume that � ontains at least twoonstrutors, one of whih is nullary, and the other one of arity at least 2.Intuitively, we want trees to be essentially the same as ground terms over �.Formally, we �rst de�ne a tree domain D to be a nonempty pre�x-losed subsetof IN�; i.e., the elements of D are words of positive integers. These words anbe thought of as the paths from the root of a tree to its nodes. We write theonatenation of two words � and �0 as juxtaposition ��0.We de�ne a onstrutor tree � to be a pair (D� ; L� ) of a tree domain D� and alabeling funtion L� : D� ! �;with the additional property that for every � 2 D� , �k 2 D� i� 1 � k �ar(L� (�)). A �nite onstrutor tree is a onstrutor tree whose domain is �nite.Throughout, we will simply say \tree" to mean \�nite onstrutor tree".The tree struture M� over the tree � is a �rst-order model struture with theuniverse D� and whose interpretation funtion assigns relations over D� to aset of �xed prediate symbols. We will use the same symbols for the prediatesymbols and their interpretations; as the latter are applied to paths and the for-mer are applied to variables, there is no danger of onfusion. The interpretationfuntion is fully determined by � ; so to speify a tree struture, it is suÆient tospeify the underlying tree.In detail, the interpretation is as follows. If f 2 � has arity n, the labelingrelation �:f(�1; : : : ; �n) is true in M� i� L� (�) = f and for all 1 � i � n,�i = �i. The dominane relation ����0 is true i� � is a pre�x of �0.2.2 Syntax and Semantis of Dominane ConstraintsWith these de�nitions, it is straightforward to de�ne the syntax and semantis ofdominane onstraints. Assuming a set of (node) variablesX;Y; : : : , a dominaneonstraint ' has the following abstrat syntax:' ::= X :f(X1; : : : ; Xn) f 2 �, n = ar(f)j X��Yj ' ^ '0:We use the formula X = Y as an abbreviation for X��Y ^ Y��X .We will start by onsidering only this (purely onjuntive) onstraint languageand suessively allow more logial onnetives, until we have arrived at the full�rst-order language in Setion 5.Satisfation of an atomi onstraint is de�ned with respet to a pair (M� ; �)of a tree struture M� and a variable assignment � : Var ! D� that assigns



nodes to the variables. This is extended to satisfation of arbitrary formulae inthe usual Tarskian way.Beause dominane onstraints an easily beome unreadable, we will use on-straint graphs as a graphial devie to represent them. They are essentially analternative to the original syntax of the language. Constraint graphs are diretedgraphs with two kinds of edges: solid and dotted. The nodes of a onstraintgraph represent variables in a onstraint. Labeling onstraints are expressed byattahing the onstrutor to the node and drawing solid edges to the hildren;dominane onstraints are expressed by drawing a dotted edge between the re-spetive nodes. As an example, the graph below is the onstraint graph for theonstraint to its right.g � X1� X2f � X3a � X4 � X5 X1:g(X2) ^X2��X3^X3:f(X4; X5) ^X4:a.
3 Solving Dominane ConstraintsNow we show that the satis�ability problems of all languages over dominaneonstraints between the (purely onjuntive) onstraint language itself and thepositive existential fragment are in NP. We �rst de�ne an algorithm that deidessatis�ability for the onstraint language and prove the running time, soundness,and ompleteness. Then we present an algorithm that does the same thing, butlends itself more easily to implementation. Finally, we extend the results to theother propositional onnetives.It turns out that it's atually easier to de�ne satis�ability algorithms for domi-nane onstraints if we additionally allow atomi onstraints of the form :X��Y .Hene, we are going to work with this extended language of dominane on-straints in Setions 3.1 to 3.3.3.1 The AlgorithmThe �rst algorithm proeeds in three steps. First, we guess nondeterministiallyfor eah pair X;Y of variables in ' if X dominates Y or not, and add theorresponding atomi onstraint to '. This is done by the (Choie) rule, whereor stands for nondeterministi hoie.(Choie) true ! X��Y or :X��YIn the seond step, we saturate ' aording to the following deterministi prop-agation rules. We reall that X = Y is an abbreviation for X��Y ^ Y��X .



(Re) true ! X��X (X ours in ')(Trans) X��Y ^ Y��Z ! X��Z(Deomp) X=Y ^ X :f(X1; : : : ; Xn) ^ Y :f(Y1; : : : ; Yn) ! Vni=1Xi=Yi(Disj) X :f(: : : ; Xi; : : : ; Xk; : : : ) ! :Xi��Xk (1 � i 6= k � n)(Dom) X :f(: : : ; Y; : : : ) ! X��Y(Parent) X=Y ^X 0:f(: : : ; X; : : : ) ^ Y 0:g(: : : ; Y; : : : ) ! X 0=Y 0(Child) X��Y ^X :f(X1; : : : ; Xn) ^Vni=1(:Xi��Y ) ! Y��XIn the Parent rule, f and g need not be di�erent.In the third step, we detet unsatis�able onstraints by applying the followinglash rules.(Clash1) X :f(: : : ) ^ Y :g(: : : ) ^ X=Y ! false; if f 6= g(Clash2) X��Z ^ Y��Z ^ :X��Y ^ :Y��X ! false(Clash3) X��Y ^ :X��Y ! false(Clash4) X :f(X1; : : : ; Xi; : : :; Xn) ^ Xi��X ! falseAfter the initial guessing step, the algorithm applies all instanes of all propaga-tion and lash rules. We all a onstraint to whih no lash rule an be appliedlash-free, the result of applying all possible rules to a onstraint for as longas the onstraint is lash-free its saturation, and a onstraint whih is its ownsaturation saturated. The algorithm outputs that its input is satis�able if it an�nd a lash-free saturation (that is, an apply the guessing step in suh a waythat subsequent propagation and lash rules won't produe false); otherwise, itoutputs that the input is unsatis�able.An example for appliation of these rules is to prove the unsatis�ability ofX :a ^X��Y ^ :Y��X;where a is a nullary symbol. Appliation of the (Child) rule adds the new on-straint Y��X . But this makes the (Clash3) rule appliable, so the algorithm�nds a lash. A really triky example is to prove the unsatis�ability ofY :f(Z) ^X :g(U) ^ U��Z ^ :X��Y:The (Dom) and (Trans) rules will give us Y��Z, X��U , and X��Z. Now forthe saturation to be lash-free, (Choie) must have guessed Y��X ; for if it hadhosen :Y��X , we would get a lash with (Clash2). Similarly, (Choie) musthave guessed :Z��X , for if it had hosen Z��X , we ould derive U��X , whihprodues a lash with (Clash4). But in this ase, we an derive X��Y with the(Child) rule, whih auses a lash with (Clash3).It's easy to see that the algorithm terminates in NP time. As we have guessed thedominane relations between all variables in the �rst step, the seond step annever onsistently add a new onstraint; either the onstraint is already known,or it lashes, by the Clash3 rule. So we will only spend deterministi polynomialtime with the appliation of propagation and lash rules. Note that one majorhange of the seond algorithm below will be to allow the propagation rules tobe more produtive.



Proposition 1 (Soundness). A satis�able dominane onstraint has a lash-free saturation.Proof. Assume that the onstraint ' is satis�able. Clearly, the guessing step ofthe algorithm an add a hoie of (possibly negated) dominane onstraints suhthat their onjuntion '0 with ' is satis�able as well; we only have to read o�whether the denotations of two variables dominate eah other in a �xed solutionof '. Now all propagation rules maintain satis�ability, and the preonditions ofall lash rules are unsatis�able. Hene, '0 is saturated and lash-free. ut3.2 CompletenessAs usual, proving ompleteness is slightly more involved than proving soundness.Here, we proeed in two steps: First we show that a speial lass of saturated,lash-free onstraints is satis�able; then we show that every saturated, lash-free onstraint an be extended by some additional onjunts to a saturated,lash-free onstraint of the restrited lass. Together, this shows ompleteness:Proposition 2 (Completeness). A saturated and lash-free onstraint is sat-is�able.Inidentally, the proof also shows how to obtain a model for a lash-free on-straint. But �rst, some terminology. We all V � V (') an equality set for ' ifY1��Y2 in ' for all Y1; Y2 2 V . All variables in an equality set must be mappedto the same node in a solution of '. A variable X is labeled in ' if there is anX 0 suh that fX;X 0g is an equality set for ' and X 0:f(X 01; : : : ; X 0n) in ' forsome term f(X 01; : : : ; X 0n). We all a onstraint ' simple if all its variables arelabeled, and if there is a so-alled root variable Y for ' suh that Y��Z in 'for all Z 2 V (').Lemma 1 (Satis�ability of Simple Constraints). A simple, saturated, andlash-free onstraint is satis�able.Proof. It is not diÆult to show that for any Z 2 V ('), there is a uniquesequene of maximal equality sets E1; : : : ; En that onnet the root of ' to Zvia labeling onstraints. From this, we an read o� the satisfying tree strutureand variable assignment in a straightforward way. utIt remains to show that we an restrit our attention to simple onstraints. Anextension of a onstraint ' is a onstraint of the form ' ^ '0 for some '0. Wewill show how to extend a saturated, lash-free onstraint to a simple, saturated,and lash free onstraint.We de�ne the set on'(X) of variables onneted to X in ' as follows:on'(X) = �Y X��Y in '; Y��X not in '; not exists Z s.t.X��Z;Z��Y in ';Z��X;Y��Z not in ' �



Note that for this algorithm, X��Y not in ' is the same as :X��Y in '; itdoes, however, make a di�erene for the seond algorithm below. Intuitively, avariable is onneted to X if it is a \minimal dominane hild" of X . So forexample, in'1 := X��X ^ X��Y ^ :Y��X ^ X��Z ^ :Z��X ^ Y��Z ^ :Z��Y;on'1(X) = fY g and on'1(Y ) = fZg.We all V � V (') a disjointness set for ' if for any two distint variablesY1; Y2 2 V , Y1��Y2 not in '. The idea is that all variables in a disjointness setan safely be plaed at disjoint positions of a tree.Lemma 2. If ' is saturated and X 2 V (') then for all Y1; Y2 2 on'(X), theset fY1; Y2g is either an equality or disjointness set for '.For a onstraint ' and a variable X of ', Lemma 2 implies the existene of max-imal disjointness sets V � on'(X) for '. Suh a set is onstruted by hoosingone representative from every maximal equality set ontained in on'(X).Now we an state and prove the key lemma of the ompleteness proof.Lemma 3 (Extension by Labeling). Let ' be a onstraint and X a variablethat is unlabeled in '. Let fX1; : : : ; Xng � on'(X) be a disjointness set for' that is maximal among all disjointness sets that are subsets of on'(X), andlet f be a funtion symbol of arity n. If ' is saturated and lash-free, then' ^ X :f(X1; : : : ; Xn) is also saturated and lash-free.Proof. Let '0 = ' ^ X :f(X1; : : : ; Xn). Sine we have not introdued new vari-ables or dominane relations, '0 inherits saturation with respet to the nonde-terministi guessing rule, (Re), and (Trans) and lash-freeness with respet to(Clash2) and (Clash3) from '0. The rule (Deomp) is not appliable to '0; oth-erwise, X would have been labeled in '. By the same argument, the (Clash1)rule is not appliable to '0. The only new way to apply the (Dom) rule is to thenew labeling onstraint; but the dominanes (Dom) an derive are already in'. The (Clash4) rule is not appliable, either: No Xi��X an be in '0 beauseXi 2 on'(X). The arguments for the remaining rules are more interesting:(Disj) The only new way in whih the (Disj) might apply is as follows:X :f(X1; : : : ; Xn)! :Xi��Xj (i 6= j)By assumption, fX1; : : : ; Xng is a disjointness set for '. Hene:Xi��Xj in ', i.e. '0 is saturated under (Disj).(Child) The only possible ase in whih the (Child) rule might newly applylooks as follows:X��Y ^ X :f(X1; : : : ; Xn) ^ n̂i=1(:Xi��Y )! Y��X



But sine we have hosen fX1; : : : ; Xng to be a maximal disjointnessset of on'(X), it follows fromX��Y in ' that either Y��X is alreadyin ', or there is a 1 � i � n suh that Xi��Y in ' (ompare Lemma2). Hene, the (Child) rule is not appliable in any new way either.(Parent) Finally, the only non-trivial new way in whih to apply the (Parent)rule looks as follows.Xi=Z ^ X :f(: : : ; Xi; : : : ) ^ Y :g(: : : ; Z; : : : )! X=YWe show that this is not possible either: Xi=Z ^ Y :g(: : : ; Z; : : : ) maynot belong to '. We distinguish four ases depending on the positiveand negative dominane relations between X and Y .1. X��Y in ':(a) Y��X in ': This implies that X would have been labeled in' whih ontradits the assumption of the lemma.(b) :Y��X in ': Beause of (Dom) and (Trans), Y��Xi in '.Saturation under (Trans) and (Clash4) implies :Xi��Y in '.But this ontradits Xi 2 on'(X), as Y ould take the role ofZ in the seond line of the de�nition of on'(X).2. :X��Y in ':(a) Y��X in ': We show that all immediate hildren of Y (i.e.Z and all of its siblings in the labeling onstraint) do notdominate X ; then we an apply the (Child) rule to onludeX��Y in ', whih ontradits :X��Y in ', i.e. the lash-freeness of ' with respet to rule (Clash3).Clearly, Z��X not in '; for otherwise, (Trans) would implythat Xi��X in ', whih ontradits the onX(') ondition forXi. So let Z 0 be a sibling of Z in the labeling onstraint above.If Z 0��X in ', then Z 0��Z in ' (by the Trans rule); but bythe (Disj) rule, :Z 0��Z in ', in ontradition to (Clash3).(b) :Y��X in ': Saturation under (Trans) implies X��Z in ',and saturation under (Dom) yields Y��Z in '. This meansthat (Clash2) is appliable on ', in ontradition to the lash-freeness of '. utCorollary 1 (Redution to Simple Constraints). Every saturated, lash-free onstraint has a simple, saturated, lash-free extension.Proof. Let ' be saturated and lash-free. Without loss of generality, ' has a rootvariable (otherwise, we hoose a fresh variableX and onsider ' ^ VfX��Y jY 2V (')g instead of ').By Lemma 3, we an suessively label all variables in '. The only problem isthat the signature might not ontain a funtion symbol for an arity we need; butwe an get around this (arti�ial) problem by enoding these symbols with anullary symbol and one symbol of arity � 2, whose existene we have assumed.ut



8u � X1! � X3man � X4varu � X6 � X5 9v � X2^ � X7woman � X8varv � X10love � X11varu � X12 varv � X13 � X9
Fig. 1. An underspei�ed representation of Every man loves a woman.

3.3 A More Pratial Solution AlgorithmThe algorithm we have just presented is onvenient from a theoretial perspe-tive, but from a pratial perspetive, it's totally useless. Let's onsider an exam-ple from sope underspei�ation for illustration. The onstraint graph in Fig. 1represents a dominane onstraint desribing the readings of the ambiguous sen-tene (1).(1) Every man loves a woman.This onstraint has 14 variables; so the algorithm will onsider 2196 or about1059 alternatives in the guessing step, whih of ourse is way too muh to searhthrough deterministially.A more pratially feasible satis�ability algorithm is inspired by onstraint pro-gramming [KN99a℄. We replae the nondeterministi guessing rule (Choie) bytwo distribution rules. The appliation strategy is to apply propagation andlash rules for as long as possible; only when no suh rule is appliable, a singleappliation of a distribution rule takes plae.(Re) (Trans) (Deomp) (Child)(Disj) (Dom) (Parent) � Propagation rules from Set. 3.1(Clash1) (Clash2)(Clash3) (Clash4) � Clash rules from Set. 3.1(Distr1) X��Z ^ Y��Z ! X��Y or Y��X(Distr2) X��Y ^X :f(X1; : : : ; Xn) ! Y��X or Wni=1Xi��YProving soundness of the modi�ed algorithm is a trivial extension of the originalsoundness proof. The ompleteness proof has exatly the same struture as theone above, but the details of the proofs of Lemmas 1 and 3 have to be hanged.



On the example (1), the new algorithm will alternate between propagation stepsand single appliations of the (Distr1) rule. The �rst appliation of this rule willbe to X5 and X9. The algorithm terminates after a total of three appliationsof (Distr1); this means that the searh spae has a size of at most eight.As it stands, the seond algorithm an be implemented with reasonable eÆ-ieny, but it's still not perfet for the appliation to sope underspei�ation,mainly beause it is based on the wrong set of atomi onstraints (�� and :��);using ��, inequality 6=, and disjointness ? (two nodes are disjoint if they don'tdominate eah other) would be better. A more advaned version of the seondalgorithm whih takes this into aount and runs even more eÆiently is de�nedin [DN99℄.Alternatively, an implementation of a dominane onstraint solver an be basedon �nite set onstraints. This was �rst suggested in [DG99℄ and is worked oute.g. in [KN99b℄. [DN99℄ ompares these two fundamental alternatives to imple-menting dominane onstraint solvers in terms of runtimes and searh spaes.An implementation of the set onstraint based solver an be found on the WWWat http://www.oli.uni-sb.de/l/projets/horus/demo.html.3.4 Larger logial languagesThe algorithms we have de�ned so far solve dominane onstraints that arepure onjuntions of labeling, dominane, and negated dominane onstraints.We now extend them to allow in addition disjuntions and, later, negationsin formulae over these atomi onstraints. Positive ourrenes of existentialquanti�ers an always be added, as they make no di�erene for satis�ability.The proofs for this setion are simple and will be omitted.In a nondeterministi setting, it is easy to deal with disjuntions ; all we have todo is to go through the formula reursively and guess for eah disjuntion whihdisjunt an be satis�ed. In this way, we produe a onjuntion that we an feedinto the original algorithm. It is easily shown that a formula ' of disjuntionsand onjuntions over dominane onstraints is satis�able i� there is a hoie ofa disjunt that has a lash-free saturation.The only diÆulty in handling negations is to deal with negated labeling on-straints, as a formula ontaining negations an learly be redued to an equiva-lent one where the only negations are single negations of atomi formulae, andwe already know what to do with negated dominane onstraints. We an getrid of negated labeling onstraints as well by replaing them with satis�abil-ity equivalent formulae that do not ontain negated labeling onstraints. If thesignature is �nite, we an replae a onstraint :X :f(X1; : : : ; Xn) by0� _g 6=f2�X :g(X 01; : : : ; X 0ar(g))1A _  X :f(X 001 ; : : : ; X 00n) ^ n_i=1:X 00i =Xi! ;where the X 0i and X 00i are fresh variables. Now all we need to show is that anegated labeling onstraint ' is satis�ed by a pair (M; �) i� its enoding '0 issatis�ed by (M; �0), where �0 agrees with � on �'s domain.



This onstrution does not work for in�nite signatures sine the �rst disjuntionwould beome in�nite. Exept in pathologial ases, however, negated labelingonstraints an be eliminated in this ase as well, at the prie of additional asedistintions.Taking all the results from this setion together, we have shown:Proposition 3. The satis�ability problem of the positive existential fragmentover dominane onstraints (and, of ourse, all smaller languages) is in NP.4 NP-Hardness of Dominane ConstraintsAs we just have seen, the satis�ability problems of all languages over dominaneonstraints whih are sublanguages of the positive existential fragment are inNP. In this setion, we omplement this result by showing that even for purelyonjuntive dominane onstraints, this problem is NP-hard. To this end, weredue the 3SAT problem to the satis�ability problem of dominane onstraints.We only sketh the proof, as the main onstrution is quite intuitive, and furtherdetails provide no further insight. Together with the result from the previoussetion, we obtain the following result:Theorem 1. The satis�ability problems of all logial languages over dominaneonstraints between the (purely onjuntive) onstraint language and the positiveexistential fragment are NP-omplete.3SAT, a lassial NP-hard problem, is the satis�ability problem of propositionalformulae in onjuntive normal form where every onjunt is a disjuntion ofexatly three literals. This speial type of onjuntive normal form is alled3-CNF. formulae  = C1 ^ : : : ^ Cmlauses Ci = Li1 _ Li2 _ Li3literals Lij = Xk or :Xk:We assume that the variables that our in  are X1; : : : ; Xn.The redution is by enoding formulae in 3-CNF as satisfation equivalent dom-inane onstraints. The entral problem that we must overome is to modellauses without using disjuntions. We do this by using dominane triangles,subonstraints whose graphs look like this:f � X1� � f � X2f � X3f � X4� � � �If (M� ; �) is a solution of suh a onstraint, then � must map exatly one of thevariables X2; X3; X4 to the same node as X1 beause �(X2) must be a pre�x of�(X1), whih in turn must be a pre�x of �(X4). We an exploit this e�et tomodel three-way disjuntion { just what we need to enode a lause.
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S S11 S12 S13 S21 S22 S23true false true false true trueFig. 2. An enoding of (X1_:X2 _X3)^ (:X1_X2 _X3) as a dominane onstraint.
4.1 An Example of the RedutionAs an example of a 3-CNF formula, onsider the following formula  :(2) (X1 _ :X2 _X3) ^ (:X1 _X2 _X3)The onstraint graph in Fig. 2 represents the dominane onstraint ' whih isthe enoding of  . We are drawing the onstraint graph in a somewhat simpli�edmanner by leaving away all labels of inner nodes and most variable names; allinner nodes should be read as being labeled with a �xed binary onstrutor f .The signature we use is ff :2; true:0; false:0g, but the proof remains valid if thesignature ontains more labels.We laim that ' is satis�able i�  is satis�able. To understand this, let us takea loser look at the various parts of the diagram.The lower left part of the graph (below the node S) holds a variable assignment:For eah of the variables Xk that our in  , there is one node. In a solution,eah of these nodes must be labeled with either true or false, but not both.We an view  as a onstraint on admissibility of variable assignments by allinga variable assignment admissible if it satis�es  . Eah lause imposes suh arestrition on the variable assignments; within a lause, we have a hoie betweenthree di�erent options for satisfying the onstraint.The dominane onstraint expresses the very same thing.



Beause it is part of a dominane triangle, C1 must be identi�ed with one of theL1j in any solution. But one we have identi�ed C1 with one of the three L1j ,we have deided whih of the lause C1's literals we want to satisfy: The rightdaughter of the hosen L1j node is identi�ed with S, some entries in the variableassignment subtree may be skipped, and then a value restrition is imposed onone of the variables Xk. In the example, L11 fores the label of X1 to be true;L12 fores the label of X2 to be false; et. We have imposed a onstraint onthe variable assignment that is obviously equivalent to that imposed by the �rstlause in  .The seond lause is represented in a similar way: The dominane triangle be-tween L21, C2, and L23 allows a hoie whih literal of this lause we want tosatisfy. Whihever literal we pik, its right daughter �rst skips the entry for C1(identifying S with one of the S2j), and then it selets a variable entry andimposes a value onstraint.An important detail of this enoding is the presene of more nodes than justthe Ci in the main branh of the graph (for example, there are two additionalnodes between C1 and C2 in the onstraint graph). These nodes are \rubbishdumps" whih an be used to store unneeded material in suh a way that it won'tinterfere with anything else. Suppose we identi�ed C1 and L12 in a solution of '.Then L11 will be identi�ed with the left daughter of C1, and L13 will be identi�edwith the mother of C1. Clearly, we do not want any other part of the onstraintto say anything about the right hild of C1's mother beause otherwise, wemight run into unneessarily unsatis�able dominane onstraints. This meansthat above eah Ci node, we need two additional nodes to drop material fromthe identi�ation proess. We do not need any additional nodes below the Cibeause the unneessary material is then a left hild of the seleted literal nodeand an safely be stored below Ci's left daughter.4.2 The Redution in the General CaseNow that we have made the intuition lear, we de�ne the enoding in a moresystemati way.We build the onstraint graph that orresponds to ' from the \building bloks"in Fig. 3. Larger building bloks an inlude several opies of smaller buildingbloks. For most of the building bloks, we have spei�ed with arrows an upperand a lower attahment site where it an be omposed with other bloks byidentifying the two attahment sites; we write suh ompositions as trees whoselabels are the two building bloks. Furthermore, we take a blok with a super-sript s (suh as Skip with supersript i� 1 in Xi) to mean s-fold ompositionof building bloks. So we want the Xi blok to onsist of i � 1 ourrenes ofSkip bloks and two additional nodes that are immediate hildren of the lowestattahment site in the sequene of Skips, the left of whih is labeled with true.It is easy to see that the onstraint graph from the previous setion was builtaording to this sheme. The overall struture onsists of m entries for thelauses, below whih n Skip bloks hold a variable assignment. Within eah



Skip: Xi: :Xi: SkipC:�� � Skip i�1�true � � Skip i�1�false � � ���� � � �
Ck = (Lk1 _ Lk2 _ Lk3): ' = C1 ^ : : : ^ Cm:
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Ci blok, there is a dominane triangle that allows the seletion of a literal,together with a suÆient number of SkipC bloks to skip lower lauses. Finally,the enoding of a literal selets a propositional variable and imposes a valuerestrition.The intuitive explanation from the beginning of this setion should make learthat this enoding is orret. For a formal proof, we an enode valuations satis-fying a 3-CNF formula  as tree strutures and variable assignments satisfyingthe enoding of  , and vie versa. The gory details of this onstrution an befound in [Kol99℄.5 The First-Order Theory of Dominane ConstraintsIn the setions so far, we have foused on propositional languages over dominaneonstraints. Now we allow all propositional and �rst-order onnetives (overthe same set of atomi onstraints) and onsider the validity problem of �rst-order formulae � over dominane onstraints. We �rst show a diret proof of



the deidability of this problem for the ase of bounded arity by redution toseond-order monadi logi. Afterwards, we show that the problem has non-elementary omplexity by reduing the equivalene problem of regular languageswith omplement to it. Both results hold true for validity both over �nite andover arbitrary trees.5.1 Redution to Seond-Order Monadi LogiIn this setion we assume a (�nite or in�nite) signature with a bound n on thearities of the funtion symbols. We show how to redue the theory of dominaneonstraints to S(n + 1)S, the seond-order monadi theory of n + 1 suessorfuntions. The redution arries over verbatim to WS(n + 1)S, so �niteness ofthe trees doesn't make a di�erene.The language of S(n+ 1)S ontains �rst-order variables x; y; z; : : : and seond-order monadi variables (i.e., variables denoting sets) X;Y; Z; : : : , a binary rela-tion symbol 2, a onstant �, and for every 0 � i � n, a unary funtion symbol i.The universe of the orresponding struture is the set f0; : : : ; ng� of words overthe alphabet f0; : : : ; ng, where � denotes the empty word, and a funtion symboli is interpreted as i(w) = wi. The formula x 2 X is true i� the denotation of xis ontained in the denotation of X . The theory S(n+1)S is the set of all losedformulae valid in this struture. The theoryWS(n+1)S is de�ned by restritingthe denotation of monadi seond-order variables to �nite sets. The deidabilityof these theories has been established in [TW68℄ for the ase of WS(n + 1)Sand [Rab69℄ for the ase of S(n + 1)S. A funtion appliation i(x) is usuallywritten as x:i.We enode tree strutures as the denotations of set variables X . Both are sets ofwords, and we an easily express losure under pre�x and left brother; the onlyhallenge is how to enode labels and arities. Below, we will �rst write down anS(n + 1)S formula that haraterizes (enodings of) tree strutures. One thisis done, we an easily enode dominane and labeling onstraints.We assume that the funtion symbols of a given arity k are numbered 1; 2; : : :if there are in�nitely many symbols of arity k and 1; : : : ; ak if there are only�nitely many. If there are in�nitely many funtion symbols of arity k, we writeak =1.We enode a tree � as the following �nite subset of f0; : : : ; ng� :T� = f�0i j � 2 D� ; i � �(�)gIn words, we represent � as a set T� of words in S(n+1)S by �rst requiring thatall words in the tree domain of � are also in T� . Then we add 0-suessors tosignify the label: The label of the node � of � is represented by the arity of thenode � together with the length of the string of 0's attahed to � in T� . That is,instead of requiring that the label should determine the arity of a node, we onlyhave to make sure that the label whih is indiated by the arity and the zeroesreally exists (i.e. there are at most ak zeroes).



We enode a losed �rst-order formula � over dominane onstraints as a losedmonadi seond-order formula ontaining a seond-order variable X whih de-notes the enoding T� of a tree model � . To this end, we �rst axiomatize thegeneral struture of an T� :tree(X) = 8x ^i=0;::: ;n(x:i 2 X ! x 2 X) (3)^ 8x ^i=2;::: ;n(x:i 2 X ! x:(i� 1) 2 X) (4)^ 8x((x 2 X ^ :9y x = y:0)! x:0 2 X) (5)^ 8x( ^i=1;::: ;nx:0:i 62 X) (6)^ 8x(x:1 62 X ! x:0a0+1 62 X) (7)^ 8x ^i=1;::: ;nai<1 (x:i 2 X ^ x:(i+ 1) 62 X ! x:0ai+1 62 X) (8)(In this formula, the expression x:(n+ 1) 62 X should be read as true.)The formula �rst says that X is a tree, that is, pre�xed-losed (formula 3) andlosed under left brother (formula 4). By formula 5, every \proper" tree node,that is, a word not ending on 0, has to be labeled. Formula 6, together with 3,ensures that x0w 2 X then w 2 f0g�. Finally, the onsisteny of the label ofa node with its number of hildren (in the sense disussed above) is expressedby formula 7 for the ase of nullary funtion symbols, and by formula 8 fornon-nullary funtion symbols.To omplete our translation, we need another auxiliary prediate, treenode(x),whih expresses that x is a \proper tree node" (i.e. not part of the enoding of alabel). More exatly, under the assumption that tree(X) holds, we will get thattreenode(x) holds exatly when x 2 X and x 2 f1; : : : ; ng� :treenode(x) := x 2 X ^ :9y x = y:0The pre�x prediate is expressed in S(n+ 1)S as usual:prefix(x; y) := 8X�(y 2 X ^ ^i=0;::: ;n(8z:z:i 2 X ! z 2 X))! x 2 X�Finally, we enode an arbitrary �rst-order formula � over the dominane on-straints as an S(n+ 1)S-formula �X by1. relativizing all quanti�ers by the prediate treenode(�);2. replaing x��y by prefix(x; y);3. replaing x:f(x1; : : : ; xn) by labelf(x; x1; : : : ; xn),where we de�nelabelf(x; x1; : : : ; xn) = ^i=1;::: ;nxi = x:i ^ x:0f 2 X ^ x:0f+1 62 X ^ x:(n+ 1) 62 X



Theorem 2. A �rst-order formula � over dominane onstraints is valid inthe lass of all (resp. �nite) tree strutures i� the following formula is valid inS(n+ 1)S (resp. WS(n+ 1)S)):8X(tree(X)! �X )Using the signature onsisting of a onstant a and a binary f , the followingformula is valid over �nite trees but not valid over in�nite trees:8X;Y; Z(X :f(Y; Z)! 9V (V :a ^X��V ))Correspondingly, the following S3S-formula is valid in WS3S but not in S3S:8X(tree(X)! 8x; y; z(treenode(x) ^ treenode(y) ^ treenode(z) ^labelf (x; y; z)! 9v(treenode(v) ^ labela(v) ^ prefix(x; v))))Corollary 2. The theory of �rst-order formulae over dominane onstraintswith a signature of bounded arity is deidable.5.2 The First-Order Theory is Non-ElementaryWe reall that a problem has non-elementary omplexity if there is no algorithmfor it running in time bounded by expk(n) for any k, where exp0(n) = n andexpk+1(n) = 2expk(n) (see, for instane, [Joh90℄ for a survey).Theorem 3. The �rst-order theory of dominane onstraints has non-elemen-tary omplexity, both in the ase of the �nite tree models and in the ase ofarbitrary tree models.Reall that we have assumed the signature to ontain at least a onstant and abinary funtion symbol. We show this theorem by a redution of the followinglassial problem:Theorem 4 (Stokmeyer and Meyer, [SM73℄). The problem whether tworegular expressions formed with 1; 2, onatenation, union and omplement (in-terpreted with respet to f1; 2g�) denote the same set is non-elementary.We de�ne our syntax of regular expressions asR ::= 1 j 2 j R [R j RR j :RThe language de�ned by the regular expression R is alled LR.Given two variables X and Y , we translate a regular expression R of this lassinto a formula '[R℄(X;Y ) with free variables fX;Y g. Roughly, '[R℄(X;Y ) ex-presses that in any of its solutions, X dominates Y , and the path between thetwo nodes is in LR.



'[1℄(X;Y ) = 9Z(X :f(Y; Z))'[2℄(X;Y ) = 9Z(X :f(Z; Y ))'[R1[R2℄(X;Y ) = '[R1℄(X;Y ) _ '[R2℄(X;Y )'[R1R2℄(X;Y ) = 9Z('[R1℄(X;Z) ^ '[R2℄(Z; Y ))'[:R℄(X;Y ) = X��Y ^ :'[R℄(X;Y )The following formula says that a tree is (an approximation of) the full binarytree. More preisely, if � is a tree satisfying Bin, all of its inner nodes must belabeled with f and all of its leaves must be labeled with a.Bin = 8X (X :a _ 9Y 9Z X :f(Y; Z))Proposition 4. For any tree struture M and variable assignment �,M;� j= Bin ^ '[R℄(X;Y ) i� exists v 2 LR : �(Y ) = �(X) � v:Proof. This is proven by indution on R. The only non-trivial ase is the om-plement. Let (M; �) satisfy Bin. ThenM;� j= '[:R℄(X;Y ),M;� j= X��Y ^ :'[R℄(X;Y ) by de�nition, �(X)���(Y ) and :9v 2 LR �(Y ) = �(X) � v by indution, 9v 2 L[:R℄�(Y ) = �(X) � v (�)The step (�) is justi�ed by the fat that in a solution of Bin, �(X)���(Y ) i�there is a word v 2 f1; 2g� with �(Y ) = �(X) �v, and that suh a v is unique. utWe an �nally redue the equivalene problem of regular expressions to thetheory of dominane onstraints:Lemma 4. Let R1 and R2 be regular expressions, I the lass of in�nite treemodels and F the lass of �nite tree models. Then we have thatLR1 = LR2 (9), I j= Bin! (8X8Y ('[R1℄(X;Y )$ '[R2℄(X;Y )) (10), F j= Bin! (8X8Y ('[R1℄(X;Y )$ '[R2℄(X;Y ) (11)Proof. (9)) (10) : If LR1 = LR2 then, by Proposition 4, the formulae '[R1℄ and'[R2℄ are equivalent in any model of Bin.(10)) (11) : Immediate sine F � I.(:9)) (:11) : Let v 2 LR1 � LR2, and let � be the binary tree of depthlength(v); that is, all nodes of depth < length(v) are labeled with f , and allnodes of depth length(v) are labeled with a. M� , together with the variableassignment fX 7! �; Y 7! vg, satis�es '[R1℄ but not '[R2℄, as a onsequene ofProposition 4. ut



6 ConlusionIn this paper, we have analyzed the omplexity of various logial languages overdominane onstraints. We have shown that the satis�ability problems of alllanguages between the purely onjuntive onstraint language and the positiveexistential fragment are NP-omplete. We have presented two algorithms forsolving dominane onstraints, the seond of whih has been implemented andworks well for real-world examples. Finally, we have presented a new proof of thedeidability of the �rst-order theory of dominane onstraints with signaturesof bounded arity by enoding it into (W )SnS, and we have shown that itsomplexity is non-elementary.From a pratial perspetive, the most important of the logial languages overdominane onstraints we have onsidered here is the purely onjuntive on-straint language. Despite the NP-hardness result we have derived for this lan-guage, there are implementations that deide satis�ability very eÆiently foronstraints from sope underspei�ation. These implementations are either ad-vaned variants of the seond algorithm presented here or based on �nite setonstraints; either way, they follow the \propagate and distribute" strategy ad-voated by onstraint programming.The observation that the general intratability does not a�et the behaviourof atual implementations suggests that the linguistially relevant dominaneonstraints all belong to a sublass with an easier satis�ability problem, andthat our algorithm exploits this automatially. The NP-hardness proof in thispaper an be invalidated by only onsidering normal onstraints, whih ontainan inequality onstraint between any two variables for whih they ontain alabeling onstraint; but inequality onstraints an be used to build another NP-hardness proof. So an exat haraterization of this sublass is an open problem.Aknowledgments.We would like to thank Manuel Bodirsky for implementing dom-inane onstraints in Oz and Denys Duhier for having provided us with the idea ofdoing so via �nite set onstraints. It is a pleasure to thank all members (student or not)of the CHORUS projet. The researh reported here was supported by the SFB 378 atthe Universit�at des Saarlandes and the Esprit Working Group CCL II (EP 22457).7 Referenes[Bos96℄ Johan Bos. Prediate logi unplugged. In Proeedings of the 10th AmsterdamColloquium, pages 133{143, 1996.[BRVS95℄ R. Bakofen, J. Rogers, and K. Vijay-Shanker. A �rst-order axiomatizationof the theory of �nite trees. Journal of Logi, Language, and Information,4:5{39, 1995.[DG99℄ Denys Duhier and Claire Gardent. A onstraint-based treatment of de-sriptions. In Proeedings of IWCS-3, Tilburg, 1999.[DN99℄ Denys Duhier and Joahim Niehren. Solving dominane onstraints with�nite set onstraint programming. Tehnial report, Universit�at des Saarlan-des, Programming Systems Lab, 1999. http://www.ps.uni-sb.de/Papers/abstrats/DomCP99.html.
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