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Relaxing Underspe
i�ed Semanti
 Representations forReinterpretationAlexander Koller (koller�
oli.uni-sb.de)Dept. of Computational Linguisti
s, University of the SaarlandJoa
him Niehren (niehren�ps.uni-sb.de)Programming Systems Lab, University of the SaarlandKristina Striegnitz (kris�
oli.uni-sb.de)Dept. of Computational Linguisti
s, University of the SaarlandAbstra
t. Type and sort 
on
i
ts in semanti
s are usually resolved by a pro
essof reinterpretation, whi
h introdu
es an operator into the semanti
 representation.We elaborate on the foundations of a re
ent approa
h to reinterpretation within aframework for semanti
 underspe
i�
ation. In this approa
h, relaxed underspe
i�edsemanti
 representations are inferred from the synta
ti
 stru
ture, leaving spa
efor subsequent addition of reinterpretation operators. Unfortunately, a stru
turaldanger of overgeneration is inherent to the relaxation of underspe
i�ed semanti
representations. We identify the problem and distinguish stru
tural properties thatavoid it. We furthermore develop te
hniques for proving these properties and applythem to prove the safety of relaxation in a prototypi
al syntax/semanti
s interfa
e.In doing so, we present some novel properties of tree des
riptions in the 
onstraintlanguage over lambda stru
tures (CLLS).Keywords: 
onstraints, natural language semanti
s, reinterpretation, tree des
rip-tions, underspe
i�
ation 1. Introdu
tionIn natural language semanti
s, sort or type 
on
i
ts as well as as-sumptions of the 
ontext a senten
e is uttered in may 
ause meaningshifts of words or expressions (Bierwis
h, 1983; D�olling, 1994; Nunberg,1995; Pustejovsky, 1995). An example is the following senten
e.(1) Peter began a book.The problem in this senten
e is that Peter 
an only begin an a
tivity.So in understanding it, we must �ll in what, exa
tly, Peter begins to dowith the book { for example, reading it, writing it, et
. This meaningshift leads to readings su
h as (2) or (3), in whi
h more material hasbeen added, as indi
ated by the boxes. This pro
ess of adding materialis 
alled reinterpretation.(2) 9x:book(x) ^ begin(peter; read(peter, x ) ):
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2 Alexander Koller, Joa
him Niehren, Kristina Striegnitz(3) 9x:book(x) ^ begin(peter; write(peter, x ) )Pustejovsky (1995) assumed that the reinterpretation operator isdetermined by purely lexi
al information. Sin
e then it has been noti
edthat the information determining the reinterpretation pro
ess 
omes a
-tually from a variety of sour
e, in
luding 
ontext and world knowledge.This implies that the �nal de
ision on a spe
i�
 reinterpretation oper-ator 
an only be made after semanti
 
onstru
tion. In an extension toPustejovsky's approa
h, Las
arides and Copestake (1998) use defaultswhi
h 
an be overridden after semanti
 
onstru
tion to a

ount forthis fa
t. Egg (2000) noti
ed that the a
tual insertion of a reinterpre-tation operator 
an be modeled in an elegant, monotoni
 way withina framework for semanti
 underspe
i�
ation (van Deemter and Peters,1996; Reyle, 1993; Bos, 1996; Pinkal, 1996; Egg et al., 1998). Instead ofderiving and then destru
tively 
hanging a fully spe
i�
 semanti
 repre-sentation for a senten
e, he 
hanges his semanti
 
onstru
tion pro
ess toprodu
e a relaxed des
ription of the senten
e meaning, whi
h 
ontainsa \gap" at the reinterpretation site. A reinterpretation operator 
anthen be �lled into the gap non-destru
tively. Su
h a des
ription 
ouldlook roughly as in (4).(4) 9x:book(x) ^ begin(peter; : : : x : : : )It is possible to derive su
h relaxed des
riptions 
ompositionally,and reinterpretation indeed be
omes a monotoni
 pro
ess of makingdes
riptions more spe
i�
. However, relaxation is in general a pro
essthat bears a danger of overgeneration. Roughly speaking, it is possiblethat material already present in the des
ription 
ould slip into the gap,giving the relaxed des
ription unintended readings.This arti
le is a formal investigation of the relaxation operationin the framework of the Constraint Language for Lambda Stru
tures(CLLS) (Egg et al., 1998), where underspe
i�ed semanti
 repre-sentations are expressed by tree des
riptions subsuming dominan
e
onstraints. We de�ne what it means for a relaxation to be safe (theovergeneration problem is avoided) and open (arbitrary material 
an be�lled into the gap). Then we develop general te
hniques for reasoningabout stru
tural properties of tree des
riptions in CLLS { most notably,
hains of fragments { and use these te
hniques to prove that everyrelaxed des
ription produ
ed by the syntax/semanti
s interfa
e of a
ertain toy grammar is open and safe. We believe that this result 
anbe lifted to more serious grammars while using the presented proofte
hniques.Plan of the arti
le. Se
tion 2 introdu
es tree des
riptions in CLLS. InSe
tion 3, we dis
uss Egg's underspe
i�
ation approa
h to reinterpre-
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Relaxing Underspe
i�ed Semanti
 Representations 3tation and make the overgeneration problem 
on
rete. In Se
tion 4, weformalize the notions of relaxation, safety, and openness. In Se
tion 5,we de�ne fragments and 
hains of fragments and prove some usefulproperties of these obje
ts. Se
tion 6 presents the prototypi
al toygrammar for deriving relaxed underspe
i�ed representations. Finally,we prove that all relaxations that 
an be derived by this interfa
e aresafe and open in Se
tion 7.2. Semanti
 Underspe
i�
ation in CLLSThis se
tion introdu
es the Constraint Language for Lambda Stru
-tures (CLLS) as a formalism for semanti
 underspe
i�
ation. Brie
y,the idea of underspe
i�
ation is that be
ause the number of read-ings of an ambiguous senten
e may grows hyper-exponentially withthe number of ambiguities, it 
an make sense to derive only a single,\underspe
i�ed" des
ription of the meaning from the syntax and thento work with this des
ription instead of the readings for as long aspossible. Readings are enumerated only by need.CLLS (Egg et al., 2000; Egg et al., 1998; Koller et al., 1998) 
anbe used for the underspe
i�ed des
ription of �-terms. Te
hni
ally, it isa language of tree des
riptions based on dominan
e 
onstraints, whi
hare used in various appli
ations throughout 
omputational linguisti
s(Mar
us et al., 1983; Vijay-Shanker, 1992; Rambow et al., 1995; Gar-dent and Webber, 1998). Dominan
e 
onstraints appear, to a varyingdegree of expli
ity, in many frameworks of s
ope underspe
i�
ation(Reyle, 1993; Bos, 1996; Muskens, 1995), and their 
omputational as-pe
ts are rather well understood (Ba
kofen et al., 1995; Vijay-Shankeret al., 1995; Koller et al., 1998; Du
hier and Niehren, 2000; Koller et al.,2000). CLLS is interpreted over �-stru
tures, 
onservative extensionsof tree stru
tures. Below, we will �rst de�ne �-stru
tures and thentwo di�erent ways of des
ribing them: by (
onjun
tive) logi
 formulasand by 
onstraint graphs. Then we give a qui
k overview about theappli
ation to s
ope. Finally, we introdu
e the �rst-order language overCLLS, whi
h will turn out later to be useful for talking about CLLSdes
riptions.2.1. Lambda Stru
turesA �-stru
ture represents a �-term uniquely, up to renaming of boundvariables. It is an ordinary �rst-order tree stru
ture extended witha partial �-binding fun
tion. �-stru
tures 
an be drawn as tree-likegraphs, with dashed arrows representing �-binding, as in Figure 1. The
all_
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4 Alexander Koller, Joa
him Niehren, Kristina Striegnitzlam � u0� � u1
ar � u2 var � u3 represents�! �x:
ar(x)Figure 1. A �-stru
ture and the �-term it represents.
tree stru
tures we 
onsider are based on 
onstru
tor trees; that is, thelabel of a node determines the number of its 
hildren. Constru
tortrees are basi
ally ground terms over a given signature; for instan
e, the
onstru
tor tree underlying the �-stru
ture in Figure 1 is lam(
ar�var).We assume a signature � = flam;�; var; 
ar; driver; : : : g of fun
tionsymbols written as f; g. Every fun
tion symbol f 2 � has an arityar(f) � 0. We let a; b range over 
onstants { fun
tion symbols of arity0. For des
ribing �-terms, we assume the following fun
tion symbols tobelong to �: a unary symbol lam for �-abstra
tion, the binary symbol� for appli
ation, and the 
onstant var for o

urren
es of �-boundvariables.We de�ne an (unlabeled) tree in the standard way as a dire
tedgraph (V;E) where V is a �nite set of nodes u, v and E � V � V a�nite set of edges e. The indegree of ea
h node in V is at most 1; ea
htree has exa
tly one root, i.e. a node with indegree 0. We 
all a nodewith outdegree 0 a leaf of the tree.A (�nite) 
onstru
tor tree over � is a triple (V;E;L) where (V;E)is a tree, L : V ! � a node labeling and L : E ! N an edge labeling,su
h that any node u 2 V has exa
tly one outgoing edge with label kfor ea
h 1 � k � ar(L(u)), and no other outgoing edges. The symbol Lis overloaded to serve both as a node and an edge labeling; there willbe no danger of 
onfusion.De�nition 2.1. A (partial) �-stru
ture � is a quadruple (V,E,L,�)
onsisting of a 
onstru
tor tree (V;E;L) over � and a partial fun
-tion � : L�1(var)  L�1(lam) mapping o

urren
es of lambda boundvariables to their lambda binder.We will freely identify the �-stru
ture (V;E;L; �) with a �rst-order stru
ture with domain V and the following relations: binding�(u) = v, dominan
e ��, and, for ea
h fun
tion symbol f 2 �, labeling.Dominan
e and labeling are de�ned for u; v; u1; : : : ; un 2 V by:u��v i� there is a path from u to v in (V;E);u:f(u1; : : : ; un) i� L(u) = f and L(u; ui) = i for 1 � i � n = ar(f):
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Relaxing Underspe
i�ed Semanti
 Representations 5lam � X� Yvar � Z represents�! X :lam(Y ) ^ Y��Z ^Z:var ^ �(Z)=X ^X 6=ZFigure 2. A 
onstraint graph representing a overlap-free 
onstraint.
For illustration, we brie
y return to the �-stru
ture for �x:
ar(x) inFigure 1.In this �-stru
ture, the relations u1:�(u2; u3), u0��u2, and �(u3) =u0 hold, among others.Note that not every var node in a partial �-stru
ture is ne
essarilymapped to anything by the binding fun
tion. This deviates from thestandard de�nition of (total) �-stru
tures, where all var nodes must bebound, but is ne
essary in order to maintain some intermediate resultsin Se
tion 4. However, the underspe
i�ed des
riptions we will use willgenerally enfor
e that all relevant var nodes have binders. Note furtherthat trees and �-stru
tures 
an be de�ned by spe
ifying the set of nodesas a \tree domain" { a set of words over the natural numbers. The twode�nitions are equivalent, but the graph de�nition is more 
onvenientfor the purposes of this paper.2.2. Des
riptions in CLLSCLLS is a language for des
ribing �-stru
tures. For the purposes ofthe present arti
le, we 
on�ne ourselves to the sublanguage of CLLSproviding dominan
e, labeling, and �-binding 
onstraints, but note inpassing that the full language also 
ontains parallelism and anaphora
onstraints; for details, see (Egg et al., 2000).Figure 2 shows a des
ription in CLLS, both as a graph and as alogi
al formula. A �-stru
tureM satis�es this des
ription i� X denotesa node in M that is labeled by lam and has a single 
hild, denoted byY ; this 
hild dominates (is an an
estor of) another node, denoted by Z,whi
h is labeled by var and �-bound by the node referred to by X. Forinstan
e, the �-stru
ture in Figure 1 satis�es all of these 
onstraints,given that X denotes its root, Y its inner node, and Z its right leaf.We assume an in�nite set Vars of (node) variables whi
h we will, gen-erally, denote X;Y;Z; U; V;W . The syntax of the fragment of CLLS we
onsider is de�ned in Figure 3. It provides 
onjun
tions of atomi
 
on-straints for labeling (X:f(X1; : : : ;Xn)), dominan
e (X��Y ), lambdabinding (�(X)=Y ), and inequality (X 6=Y ). We freely abbreviate 
on-
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6 Alexander Koller, Joa
him Niehren, Kristina Striegnitz' ::= X:f(X1; : : : ;Xn) (fjn 2 �)j X��Yj �(X)=Yj X 6=Yj ' ^ '0:Figure 3. Syntax of a fragment of CLLS.
straints, su
h as X��Y ^ Y��X by X=Y and X��Y ^ X 6= Y byX�+Y .CLLS is interpreted over the 
lass of �-stru
tures, whi
h providerelations for the interpretations of all relation symbols, in the usualTarskian way (see Se
tion 2.5 for more details). Note that the samenotation is used for relation symbols in 
onstraints and the 
orrespond-ing relations in a �-stru
ture. They 
an generally be distinguished by
ontext, as relations are always applied to nodes u whereas relationsymbols are applied to variables X.2.3. Constraint GraphsFor underspe
i�ed des
riptions, we will only use overlap-free 
on-straints whi
h 
ontain suÆ
iently many inequalities for expressing thatany two labeled variables denote distin
t nodes.De�nition 2.2. A 
onstraint ' is 
alled overlap-free i� for any twodistin
t labeling 
onstraints X:f(X1; : : : ;Xn) and Y :g(Y1; : : : ; Ym)o

urring in ' it holds that X 6=Y is in ' as well (even if f = g).For easier readability, we will usually draw overlap-free 
onstraintsas 
onstraint graphs: Figure 2 is an example of an overlap-free 
on-straint and its graph. The nodes of a 
onstraint graph stand forvariables of the 
onstraint, and the various types of edges stand forlabeling, dominan
e, and binding 
onstraints. Furthermore, the 
on-straint graph represents an inequality 
onstraint for ea
h pair of labelednodes; so it really stands for an overlap-free 
onstraint. Despite a super-�
ial (and intended) similarity, it is important to distinguish 
onstraintgraphs from �-stru
tures.Constraint graphs 
ontain \rigid fragments", whi
h are trees withsolid edges whose leaves may or may not be labeled. Be
ause the rep-resented 
onstraint is overlap-free, the variables 
orresponding to theinner nodes of two fragments must never be mapped to the same node;

all_
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Relaxing Underspe
i�ed Semanti
 Representations 7� �� �every � ma�a boss � lam �� � �� �a � meeting � lam ��� �� �attend � var �var �Figure 4. Semanti
 representation of a s
ope ambiguity.
that is, fragments may not overlap. However, an unlabeled leaf of onefragment may still be mapped to the same node as the root of another.Fragments will be de�ned formally in Se
tion 5.2.4. S
ope Underspe
ifi
ationWe now illustrate brie
y how CLLS 
an be used to model a s
opeambiguity, as in the following example.(5) Every ma�a boss attends a meeting.In one reading of the senten
e, all ma�a bosses attend the same meet-ing, while in the other one, there is not ne
essarily a single meetingwhi
h all of the ma�a bosses attend. Under this se
ond reading it woulde.g. be possible that every ma�a boss has his own meeting.Its underspe
i�ed semanti
 representation is given in Figure 4. The
onstraint graph 
ontains three rigid fragments: The fragments at thetop represent the two quanti�ers \every ma�a boss" and \a meeting",and the one at the bottom the verb semanti
s. S
ope ambiguities are
hara
terized by involving two or more quanti�ers whose relative s
opeis not �xed. In Figure 4, this is a

ounted for by imposing the 
onstraintthat both of the quanti�er fragments must dominate the third one. Asthere 
an be no upward bran
hing in trees, this enfor
es that one of thequanti�er fragments has to be above the other in ea
h tree des
ribedby the graph, but the exa
t ordering is left open.However, this 
onstraint has not only the two obvious solutions; thesatisfying �-stru
tures 
ould be mu
h larger, as long as they 
ontainthe material required in the 
onstraint. In other words, there mightbe nodes in a solution of a 
onstraint ' whi
h are not referred to byany variable of '. Note that CLLS di�ers from most other underspe
-i�
ation formalisms in this respe
t (Alshawi and Crou
h, 1992; Reyle,1993; Bos, 1996), whi
h is an essential prerequisite for underspe
i�edreinterpretation as 
onsidered in this paper.
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8 Alexander Koller, Joa
him Niehren, Kristina Striegnitz2.5. First-Order FormulasCLLS 
onstraints are only 
onjun
tions of atomi
 
onstraints. How-ever, it will be useful later to use arbitrary �rst-order formulas �over these atomi
 
onstraints. Their fun
tion is to fa
ilitate reasoningabout underspe
i�ed semanti
 representations; they are not used asunderspe
i�ed semanti
 representations themselves, in order to saveunne
essary 
omputational 
omplexity and also be
ause our basi
 no-tions of safety and 
hains (e.g. Lemma 4.7 and thus Proposition 4.8)depend on the fa
t that CLLS does not support quanti�
ation overnodes.The set of (free) node variables of a �rst-order formula � overCLLS 
onstraints is denoted by Var(�). A variable assignment intoa �-stru
ture (V;E;L; �) is a partial fun
tion � : Vars  V . Wewrite Dom(�) for the domain of �. A solution of a formula � 
on-sists of a �-stru
ture M and a variable assignment � into M withVar(�) � Dom(�) under whi
h � evaluates to true. We also say that(M; �) satis�es � and write M; � j= � if (M; �) is a solution of �.We write � j= �0 and say that � entails �0 if every solution of �interpreting all variables in Var(�0) is a solution of �0.In
identally, we will only use the propositional 
onne
tives of �rst-order logi
, disjun
tion and negation, but not quanti�
ation. Negationallows to express disjointness between two nodes in a tree stru
ture,meaning that neither of them dominates the other, by the followingformula X?Y : X?Y =def :X��Y ^ :Y��X3. Underspe
i�ed ReinterpretationWe already saw an example of reinterpretation in the introdu
tion,namely (1). Expressed in �-terms of higher-order logi
s, whi
h arethe basis of the semanti
 representation formalism introdu
ed in theprevious 
hapter, the semanti
s of (1) should look like (6) for instan
e.(6) a(book)(�x:begin(peter; read(peter; x)))However, traditional semanti
 
onstru
tion would rather derive some-thing like (7).(7) a(book)(�x:begin(peter; x))So, what reinterpretation has to do here, intuitively, is to �ll in semanti
material that was not present on the surfa
e (read(peter; �) in this
all_
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Relaxing Underspe
i�ed Semanti
 Representations 9� �� �a � book � lam �� �� �begin � �var � peter �
Figure 5. Relaxed semanti
 representation of (1)
example) at the lo
ation of the type 
on
i
t. We 
all this lo
ationthe reinterpretation site, and the additional semanti
 material, thereinterpretation operator.We now des
ribe Egg's approa
h to modeling phenomena of thistype by exploiting the underspe
i�
ation me
hanisms introdu
ed inthe previous se
tion. Then we show that the general relaxation oper-ation underlying this approa
h may give rise to overgeneration, whi
hintrodu
es the problem that leads the way for the rest of this paper.3.1. Underspe
ified ReinterpretationRe
ently, Egg (2000) has proposed to des
ribe senten
es requiring rein-terpretation in an underspe
i�ed way, thereby avoiding 
on
i
ts. Hismain idea is to derive suÆ
iently relaxed semanti
 representations inwhi
h gaps, modeled by dominan
e edges, are left open at all possiblereinterpretation sites. The a
tual reinterpretation step simply is furtherspe
ialization, i.e instantiation of these relaxation gaps; the approa
hassumes that suitable reinterpretation operators 
an be determined bysome independent pro
ess. For illustration, Egg's semanti
 
onstru
tionapplied to (1) derives a relaxed semanti
 representation that essentiallylooks as in Figure 5. The reinterpretation site, where relaxation tookpla
e, is highlighted in this �gure by the dashed box.By introdu
ing a dominan
e edge at the reinterpretation site, thesemanti
 representation is made less spe
i�
. Figure 5 
an be seen as ades
ription of (7) as well as (6), sin
e the gap in (5) 
an be eliminatedby identifying the two nodes at its ends.One advantage of Egg's approa
h to reinterpretation is that it is
ompatible with an underspe
i�ed treatment e.g. of s
ope in a straight-forward way. Consider the following example whi
h 
ontains a s
opeambiguity in addition to a type 
on
i
t.
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10 Alexander Koller, Joa
him Niehren, Kristina Striegnitz� �� �a � ma�a boss � lam �� � �� �every �
� �� �of � var �var �

lam �& �� � �driver � var � � �out ba
k � � �� Xbe parked � X l var �
lam ��

Figure 6. Relaxed underspe
i�ed representation of Example (8).
(8) Every driver of a ma�a boss is parked out ba
k.The (relaxed) semanti
 representation of (8) is presented in Figure 6.In reading the 
onstraint graph in Figure 6, it is �rst of all helpfulto identify its various fragments, most notably the 
ontributions of \ama�a boss", \every driver", \of", and \be parked out ba
k". The s
opeambiguity between \a ma�a boss" and \every driver" is modeled by re-quiring that both fragments must dominate the fragment 
orrespondingto \of", but leaving their relative position open. Reinterpretation hasto 
oer
e \every driver of a ma�a boss" into their vehi
les. We 
ando this by �lling the appropriate reinterpretation operator into therelaxation gap, i.e. the gap provided by the dominan
e edge X��X l inthe des
ription of the verb semanti
s. An appropriate reinterpretationoperator linking the drivers to their 
ars is given in Figure 7.3.2. A Problem?There are four dominan
e edges in the des
ription in Figure 6. Threeof them, namely the ones 
onne
ting \a ma�a boss", \every driver",\of", and \be parked out ba
k", were introdu
ed in order to providefor a 
orre
t modeling of s
ope ambiguities, i.e. they allow to arrangethe semanti
 material that was introdu
ed by semanti
 
onstru
tion indi�erent ways into trees. The fourth dominan
e edge, between X andX l, was introdu
ed by relaxation to make spa
e for the reinterpretationoperator. It is important that only reinterpretation operators that arenewly added to the des
ription should appear inside the gap. In par-ti
ular, we do not want solutions where material that was introdu
ed
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Relaxing Underspe
i�ed Semanti
 Representations 11� � Xlam �lam �9 �& �� �� �of � var �var � ^ �� �
ar � var � � �var � var �
� X l

Figure 7. The reinterpretation operator for Figure 6.
by semanti
 
onstru
tion appears in the relaxation gap as if there wasa s
ope ambiguity.This 
annot happen in Figure 6 { we say that this des
ription is safe{, but is this a general feature of relaxation? Unfortunately not, as theabstra
t examples in Figure 8 show. Here a relaxation of a 
onstraintgraph has a solution where material already present in the original
onstraint appears at the position of the gap. We 
all this kind ofsolution unintended.The problem is that des
riptions may 
ontain material that is freely
oating around (like e.g. the fragments 
ontaining the node labeled withf in Figure 8). In a solution, this material 
an be mapped to almostany position where the spe
i�
ation of the 
onstraint leaves a gap open.So, it 
ould end up in a relaxation gap, whi
h it should not. This isthe potential overgeneration problem of relaxation we mentioned in theintrodu
tion: relaxations 
an have unintended solutions in addition tothose solutions we really want; that is, not all relaxations are safe.There are several 
on
eivable ways out of this problem. One wouldbe to expli
itly ex
lude unintended solutions by adding �rst-order for-mulas during relaxation whi
h state that the variables of the unrelaxed
onstraint must not be mapped into a region of a tree model that�lls a relaxation gap. This idea has the disadvantage that employing amore expressive des
ription language (�rst-order instead of 
onjun
tive
onstraints) would in
rease the 
omplexity of 
omputation involvingunderspe
i�ed representations. Note, however, that a similar idea hasalready been proposed in (Rambow et al., 1995).Another idea might be that unintended solutions typi
ally violatetype and sort restri
tions, and they 
ould be �ltered out by ex
ludingill-typed solutions. However, this will not always work; and more im-
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him Niehren, Kristina Striegnitzf �� g �h �a � relax=) f �� g ��h �a � solve=) g �f �h �a ��f �� g �a � relax=) �f �� g ��a � solve=) g �f �a �Figure 8. Unsafe 
onstraints and their relaxations.
portantly, as the previous dis
ussion has shown, type and sort 
on
i
tsdo o

ur in natural language and do not ne
essarily lead to ex
lusion,but rather to a pro
ess of reinterpretation repairing the 
on
i
t.The solution proposed in this arti
le relies on the observation thatthose CLLS 
onstraints that a
tually arise as underspe
i�ed semanti
representations have parti
ular properties whi
h ensure that their re-laxation is safe anyway. That is, although in general relaxation may giverise to unintended solutions, it never does when used for underspe
i�edreinterpretation. 4. RelaxationNow that we have a de�nition of our underspe
i�
ation formalism andan intuition of what \relaxation" is supposed to mean, we make thisnotion formally pre
ise. We will de�ne the 
on
epts of safe relaxationand of open 
onstraints. These 
on
epts are both 
onne
ted to thenotion of an \intended solution", whi
h we used informally in theprevious se
tion. We will prove in Se
tion 7 that the relaxations weuse in underspe
i�ed reinterpretation are all safe and open.4.1. Constraint RelaxationIntuitively, relaxation of a 
onstraint means to split a single node ofthe 
orresponding 
onstraint graph in two, 
onne
ting the two newnodes with a dominan
e edge. In 
apturing this idea formally, it turnsout that it is 
umbersome to de�ne a general relaxation operation
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Relaxing Underspe
i�ed Semanti
 Representations 13that works on every possible 
onstraint. Instead, we de�ne what itmeans for a 
onstraint to be the relaxation of another 
onstraint. InSe
tion 7, we then need to show that the \relaxed" 
onstraints thatthe syntax/semanti
s interfa
e produ
es are really relaxations of the\unrelaxed" versions.De�nition 4.1 (Relaxation). Let ';'0 be 
onstraints and X a vari-able in '. '0 is 
alled a relaxation of ' at X with X l i� '0 j= X��X l,Var('0) = Var(') ℄ fX lg and9X l('0 ^X l=X) j=j ':This de�nition 
aptures the idea of a relaxation be
ause it says thatthere is some variability for what is in between X and X l in a solutionof '0; but assuming that they are equal, every solution of '0 must alsobe a solution of '.However, relaxations in this sense 
an misbehave in various patho-logi
al ways. We have seen in the previous se
tion how an unsaferelaxation 
an allow for material to disappear into the newly openedgap. Another problem is that by the above de�nition, ' is its ownrelaxation { whi
h is 
ertainly 
ounterintuitive. Below, we de�ne twoproperties of relaxations { safety and openness { whi
h ex
lude thesetwo types of problems.4.2. Safety and OpennessAs we have seen in the previous se
tion, safety is the property whi
hex
ludes material spe
i�ed by a 
onstraint from being mapped into therelaxation gap. We 
an de�ne safety as follows:De�nition 4.2 (Safety). Let '0 be a relaxation of ' at X with X l.'0 is a safe relaxation of ' at X i�'0 j=^Y 2Var(')(Y��X _ Y ?X _X l��Y ):Another interesting property of a 
onstraint is to be open betweentwo variables: This means that the tree stru
ture between the deno-tations of the two variables X and X l is not 
onstrained. Thus, one
an freely �ll in arbitrary material at the relaxations site while stillsatisfying the 
onstraint. In order to formalize this idea, we need thenotion of a proje
tion.De�nition 4.3 (Proje
tion). Let M = (V;E;L; �) be a �-stru
turewith nodes u��ul in V . Let V uul be the set of nodes ofM situated stri
tly
all_
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14 Alexander Koller, Joa
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lu.

.u

proje
t=)at u; ul u. l

Figure 9. Proje
tion at u; ul.
between u and ul:V uul = fv 2 V j u��v in M and not ul��v in MgWe de�ne the proje
tion puul(M) of M at u; ul illustrated in Figure 9by applying the following 
onse
utive steps to M:1. Remove all edges whose sour
e is in V uul.2. Remove all �-binding pairs that involve a node in V uul.3. Repla
e the edge (r; u), if it exists, by (r; ul).4. Remove all nodes in V uul.Note that puul(M) is indeed a �-stru
ture sin
e u��ul. Given a vari-able assignment � into M and variables X;X l with �(X)���(X l)we de�ne its proje
tion pXXl(�) to be the variable assignment intop�(X)�(Xl)(M) whi
h maps, for all Y 2 Vars,pXXl(�)(Y ) = 8><>: unde�ned if �(Y ) 2 V �(X)�(Xl)nf�(X)g�(X l) if �(Y ) = �(X)�(Y ) otherwiseThe proje
tion pXXl(M; �) of a pair (M; �) satisfying �(X)���(X l) isthe pair (p�(X)�(Xl)(M); pXXl(�)).De�nition 4.4 (Openness). A 
onstraint ' is open between X andX l i� ' j= X��X l and for ea
h pair (M; �) where � assigns into M:if pXXl(M; �) j= ' then M; � j= ':
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Relaxing Underspe
i�ed Semanti
 Representations 15Clearly, it is important for a relaxation to be open, but not allrelaxations are. X:a, for instan
e, is its own relaxation at X with X land is not open between X and X l. There is however a 
ertain 
lassof safe relaxations, whi
h all are open, as expressed by the followingproposition.Proposition 4.5 (Openness of Safety). Let ' be a safe relaxationat X with X l su
h that no 
onstraints in ' mention X and X l, ex
eptfor X��X l and X l:f(: : : ). Then ' is open between X and X l.Proof. Let (M; �) be a tuple 
onsisting of a �-stru
ture and a variableassignment, and let pXXl(M; �) be a solution of '. We have to showthat (M; �) also is a solution of '. Be
ause ' is safe, we know that� and pXXl(�) 
oin
ide on Var('). By the de�nition of proje
tion allatomi
 
onstraints of ' ex
ept for X��X l are satis�ed by M in thesame way they are satis�ed by pXXl(M). And X��X l is of 
ourse alsosatis�ed by (M; �).4.3. Intended solutionsAn equivalent 
hara
terization of safety and openness 
an be obtainedby spe
ifying intended solutions of relaxed 
onstraints. The fa
t thatsu
h an equivalent de�nition exists reinfor
es our 
on�den
e into thenotion of open and safe relaxations, even though it is not essential forthe remainder of this arti
le.De�nition 4.6 (Intended Solutions). Let '0 be a relaxation of 'at X with X l. A pair (M; �) is 
alled an intended solution of '0 i��(X)���(X l) and the proje
tion pXXl(M; �) is a solution of '.Lemma 4.7. Let '0 be a safe relaxation of ' at X with X l. If (M; �)is a solution of '0 then its proje
tion pXXl(M; �) solves '0 as well.Proof. LetM = (V;E;L; �) andM; � j= '0. Sin
e Var ('0) = Var(') ℄fX lg, safety yields that pXlX (�) is de�ned for all variables in Vars('0).Now we 
an verify that the proje
tion satis�es ea
h atomi
 
onstraintin '0. For instan
e, let Y��Z be in '0 then �(Z) 
an be rea
hed form�(Y ) via edges inM. Thus, pXlX (�)(Z) 
an be rea
hed from pXlX (�)(Y )in p�(Xl)�(X) (M), i.e. pXXl(M; �) j= Y��Z. The arguments for labeling and�-binding 
onstraints are similar.Proposition 4.8. All solutions of a safe relaxation are intended.
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b bX1 Y1F1

b bX2 ? Y2F2
b bX3 Y3F3 a

Z1G1 Z2G2aFigure 10. A 
hain of fragments.
Proof. Let '0 be a safe relaxation of ' at X with X l and (M; �) asolution of '0. By Lemma 4.7, the proje
tion pXXl(M; �) solves '0 aswell. Trivially, it also solves X = Xl and thus ' by the equivalen
e9X l('0 ^X l=X) j=j ', i.e (M; �) is an intended solution.Proposition 4.9. Every intended solution of an open relaxation isindeed a solution.Proof. Let '0 be an open relaxation of ' at X with X l. If (M; �) isan intended solution of '0 then its proje
tion pXXl(M; �) solves ', andthus 9X l(X=X l ^ '0). Sin
e pXXl(�) maps X and Xl to the same value,the proje
tion pXXl(M; �) also solves '0. The openness of '0 yields that(M; �) solves '0 as well.5. Chains of FragmentsIn this se
tion, we introdu
e 
hains of rigid fragments. Chains are pro-totypi
al substru
tures of underspe
i�ed semanti
 representations inCLLS. It will turn out that these representations may be more 
omplexthan a single 
hain, but that they 
an be 
overed by several 
hains.A 
hain is intuitively a 
onstru
tion as in Figure 10, where rigidfragments (drawn as triangles) are 
onne
ted via dominan
e 
onstraintsbetween unlabeled leaves of the upper fragments and the roots of thelower fragments. By way of example, re
onsider Figure 6 whi
h 
ontainsa 
hain of length two, whose upper fragments are those 
orrespondingto a ma�a boss and every driver and whose lower fragment 
orrespondsto the preposition.Now we make the informal notions of fragments and 
hains, whi
hwe have used in explanations of 
onstraint graphs all along, pre
ise.
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Relaxing Underspe
i�ed Semanti
 Representations 17Fragments in an overlap-free 
onstraint are sets of variables that are
onne
ted by labeling 
onstraints.De�nition 5.1 (Conne
ted Variables). Conne
tedness in ' is thesmallest binary equivalen
e relation over Var (') whi
h 
ontains allpairs (X;Y ) su
h that X:f(: : : Y : : : ) in '.De�nition 5.2 (Fragments). Let ' be an overlap-free 
onstraint. Afragment of ' is a subset F � Var(') of variables that are pairwise
onne
ted in '. A variable X 2 F is 
alled a labeled leaf of a fragmentF if ' 
ontains X:a for some 
onstant a 2 � and an unlabeled leaf ifno labeling 
onstraint X:f(: : : ) o

urs in ' at all. A leaf of F is eithera labeled or an unlabeled leaf of F .We are usually interested in maximal fragments, but will allow non-maximal ones as well. In the 
onstraint graph, fragments look like partsof trees. So intuitively, they should have a unique root, and their leavesshould be pairwise disjoint. This is indeed the 
ase:Lemma 5.3 (Treeness of Fragments). Let ' be an overlap-free
onstraint, and let F be a fragment of '. Then F has the followingproperties:1. There is a unique variable Y 2 F (whi
h we 
all its root) su
h that' j= Y��X for all X 2 F .2. For any two di�erent leaves X;Y of F it holds ' j= X ?Y at F:We omit the proof, whi
h is straightforward.De�nition 5.4 (Chains). Let ' be an overlap-free 
onstraint, and letF = (F1; : : : ; Fn) and G = (G1; : : : ; Gn�1) be sequen
es of fragmentsin '. We assume that no variable appears in two di�erent fragments; sothese fragments 
annot overlap properly. For all i, let Xi; Yi be di�erentunlabeled leaves of Fi, and let Zi be the root of Gi. Then the pair C =(F ;G) is 
alled a 
hain in ' of length n and with end points X1 andYn i� for all 1 � i � n� 1:' j= Yi��Zi ^ Xi+1��ZiIf a 
onstraint 
ontains a 
hain then it entails some very usefulrelationships between its variables.Proposition 5.5 (Relations in Chains). If C is a 
hain in a 
on-straint ' with end point X then all other variables Y of C satisfy:' j= X ?Y _ Y��X:
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18 Alexander Koller, Joa
him Niehren, Kristina StriegnitzProof. The proof is by indu
tion on the length n of the 
hain C. Letfragments and variables of C be named as in De�nition 5.4. The 
ase n =1 follows from the treeness of upper fragments (Lemma 5.3). Assumen � 2 and let X = X1 w.l.o.g. Sin
e Y1��Z1 ^ X2��Z1 2 ' it followsthat ' j= Y1��X2 _ X2��Y1. Let U1 2 F1 and U2 2 F2 be the rootsof their fragments. As fragments of 
hains 
annot overlap properly, itfollows that ' j= Y1��U2 _ X2��U1. For the �rst 
ase, we 
onsider' ^ Y1��U2: If Y 2 F2 [ G1 then ' j= Y1��Y ^ X1?Y2 and we aredone. Otherwise, we 
an
el out G1 and F2 and apply the indu
tionhypothesis. For the se
ond 
ase, we 
onsider ' j= X2��U1. Again, the
ase Y 2 F2 [ G1 are obvious. Otherwise, we 
an
el out F1 and G1.The indu
tion hypothesis yields ' j= X2?Y _ Y��X2. Thus, ' j=X ?Y _ Y��X.Proposition 5.6 (Disjointness of End Points). If X;Y are theend points of a 
hain in ', then ' j= X?Y .Proof. Proposition 5.5 applied twi
e (on
e for ea
h end point) proves:' j= (X?Y _ Y��X) ^ (Y?X _X��Y )The disjointness of end points holds obviously in all 
ase ex
ept for' ^ Y��X ^ X��Y whi
h is impossible as ' j= X 6=Y .6. Semanti
 Constru
tionNow, we de�ne a toy grammar and a syntax/semanti
s interfa
e thatprodu
es underspe
i�ed semanti
 representations in CLLS. The 
over-age of the grammar is obviously limited. However, the stru
ture of thesemanti
 representations derived by it are prototypi
al for the kind ofstru
tures one will see in representations of natural language semanti
s.As a matter of fa
t, we have implemented an HPSG grammar with amu
h wider 
overage whi
h produ
es the same type of 
onstraints. Thesyntax/semanti
s interfa
e produ
es 
onstraints that may be relaxedat every variable whose label 
arries the semanti
s of a verb. We willprove in the next se
tion that these relaxations are always open andsafe.We leave it as a (nontrivial) open problem to generalize our resultsfurther, to 
lasses of grammars and syntax/semanti
s interfa
es. Themain problem in doing so is to �nd the right abstra
t properties of thesyntax/semanti
s interfa
e whi
h ensure safety of relaxations.
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Relaxing Underspe
i�ed Semanti
 Representations 19(a1) S ! NP VP(a2) NP ! Det N(a3) N ! N(a4) N ! N PP(a5) PP! P NP
(a6) VP ! VP Adv(a7) VP ! IV(a8) VP ! TV NP(a9) VP ! CV to VP(a10) 
 ! W if (W;
) 2 LexFigure 11. The grammar

6.1. The GrammarThe grammar fragment we 
onsider is displayed in Figure 11 (whereIV = intransitive verb; TV = transitive verb; CV = (subje
t) 
on-trol verb). Lex is a relation between words W and lexi
al 
ategories
 2 fDet; N; IV; TV; CV; Advg whi
h represents the lexi
on. The 
overageof this grammar is limited, but it should be a simple matter to extendour results to a larger grammar that 
overs 
onstru
tions like relative
lauses, sentential 
omplement verbs, and ditransitive verbs. Of 
ourse,any serious NLP system would employ some uni�
ation grammar for-malism, whi
h would then also allow to take 
are of aspe
ts su
h asagreement whi
h we have ignored 
ompletely.6.2. The Syntax/Semanti
s Interfa
eThe syntax/semanti
s interfa
e of the grammar asso
iates with ea
hnonterminal node � of the parse tree a variable X� and a sub
onstraintthat talks about this variable. The 
ontributions of all these nodesare then 
onjoined, and a suÆ
ient number of inequality 
onstraints isadded to make the result overlap-free, i.e. to prevent identi�
ation oflabeled nodes in the solution.The rules by whi
h the sub
onstraints are introdu
ed are presentedin Figure 12. We take [�:
 
1 
2℄ to mean that the node � in the syntaxtree is labeled with 
ategory 
, and its two daughter nodes �1 and �2 arelabeled with 
1 and 
2, respe
tively. The 
onstraint introdu
ed by su
ha rule then imposes a CLLS 
onstraint on the variables X� ;X�1;X�2whi
h are distinguished variables in the sub
onstraints asso
iated with�; �1, and �2 respe
tively.Some other variables in the 
onstraints are mentioned expli
itly aswell, e.g. Xs
ope� in rule (b1). This is to make their spe
i�
 fun
tions
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20 Alexander Koller, Joa
him Niehren, Kristina Striegnitz[�:S NP VP℄ (b1)) � � X�� X�1 lam � Xs
ope�1�� X�2[�:NP Det N℄ (b2)) � � X�� X�1 � X�2; Xrestr�[�:N N℄ (b3)) � X� ; X�1[�:N N PP℄ (b4)) lam � X�& ��� X�2 � �� X�1 var �
[�:PP P NP℄ (b5)) � �� X�2 lam ��� � X�� �� X�1 var � Xarg2�1var � Xarg1�1[�:VP VP Adv℄ (b6)) � � X�� X�2 � X�1

[�:VP IV℄ (b7)) � � X�� Xu�1 var � Xarg1�1
[�:VP TV NP℄ (b8)) � �� X�2 lam � Xs
ope�2�� � X�� �� X�1 var � Xarg2�1var � Xarg1�1
[�:VP CV to VP℄ (b9)) � � X�� �� X�1 �� X�2var � Xarg1�1
[�:
 W ℄ (b10)) Æ(W ) � X�where 
 2 fDet; N; Adv; IV; TV; CVg, (W;
) 2 Lex,and Æ(W ) is the semanti
 
ontent of W[�:
 W ℄ (b100)) � X�Æ(W ) � X l�where 
 2 fIV; TV; CVg, (W;
) 2 Lex, and Æ(W )is the semanti
 
ontent of WFigure 12. The syntax/semanti
s interfa
e

expli
it and fa
ilitate later referen
e. The variable Xs
ope� introdu
edby rule (b1) is intuitively the s
ope of the quanti�er represented by theNP.We exploit this to add appropriate �-binding 
onstraints that 
annotbe spe
i�ed lo
ally in Figure 12 without 
luttering up the notation.Instead, we assume information about subje
ts and obje
ts of verbs,whi
h will be available in any more serious grammar formalism. Forthe obje
t variables introdu
ed in the rules (b7) to (b9), suppose that� is a VP node in the parse tree and � 0 is the NP node that representsthe subje
t; then we add the following �-binding 
onstraint:�(Xarg1� ) = Xs
ope�0Similarly for rule (b5), if � 0 is the NP node modi�ed by the PP at �then we add the following �-binding 
onstraint:�(Xarg1� ) = Xrestr�0
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i�ed Semanti
 Representations 21SNPDetevery NNdriver PPPof NPDeta NNma�a boss
VPis parked out ba
k � �� �a � ma�a boss � I lam �� � � II� �every �

� � III� �of � var �var �
lam �& �� � �driver � var � � � IVout ba
k � � �� Xbe parked � X l V var �

lam ��(b1)(b2)(b10) (b4)
Figure 13. Every driver of a ma�a boss is parked out ba
k.

Finally, note how relaxation is 
ompiled into the syntax/semanti
sinterfa
e. Rules (b10) and (b10') are the semanti
 
onstru
tion rulesfor the synta
ti
 rules subsumed under (a10). For 
ategories other thanverbs, we 
an only apply the rule (b10), whi
h just 
ontributes a vari-able with the appropriate label. For verbs, however, we have a 
hoi
ebetween appli
ation of (b10) and (b10'); (b10') introdu
es a dominan
e
onstraint for potential reinterpretation. It is these relaxations that wemust prove open and safe. This 
hoi
e 
an be made nondeterministi-
ally. In \real" semanti
 
onstru
tion, we will always apply (b10'), thatis, we produ
e maximally relaxed 
onstraints; but we still need (b10)so we 
an formulate the results in Se
tion 7.Before we 
ome to the proofs that this spe
i�
 type of reinterpreta-tion has all the pleasant properties dis
ussed above, we go through anexample to illustrate how semanti
 
onstru
tion operates.To this end, we brie
y return to Example (8), whose (relaxed) un-derspe
i�ed semanti
 representation we showed in Figure 6. Figure 13relates the semanti
 representation to the parse tree our grammarassigns to this senten
e. The dotted arrows go from node � in theparse tree to the 
orresponding nodeX� in the semanti
 representation,indi
ating whi
h part of the 
onstraint is the semanti
 
ontribution ofnode �. The dotted arrows are furthermore labeled with the rules of thesyntax/semanti
s interfa
e that were used. For the top most NP nodee.g., rule (b2) introdu
es only a labeling 
onstraint. Its �rst daughterlabeled with Det only adds the node label every (rule (b10)). Its se
onddaughter, labeled with N, then introdu
es a bigger fragment, the rootof whi
h is labeled by lam (rule (b4)).
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him Niehren, Kristina Striegnitz7. Corre
tness of Underspe
i�ed ReinterpretationIn this se
tion, we put all the pie
es we have assembled throughoutthe paper together. We identify a 
lass of 
onstraints with parti
ularstru
tural properties that eÆ
iently supports proving safety of a 
ertainrelaxation. This stru
ture depends heavily on the notion of 
hains,whi
h we presented in Se
tion 5.To illustrate the use of 
overings, we apply them �rst to two parti
-ular relaxed semanti
 representations, showing that these relaxationsare safe. Then we generalize these results to any output of the syn-tax/semanti
s interfa
e and demonstrate a strategy for proving that asyntax/semanti
s interfa
e never produ
es unsafe relaxations.7.1. Covering ConstraintsWe start by de�ning what it means for a 
onstraint to be 
overed.De�nition 7.1 (Covering). Let ' be an overlap-free 
onstraint, letO be a set of fragments in '. We 
all O a 
overing of ' for X;Yi� Var(') = SfF jF 2 Og and for ea
h fragment F 2 O one of thefollowing holds:1. either Y dominates the root U of F , i.e. ' j= Y��U ,2. or there is a 
hain C with fragments from O in
luding F su
h thatsome end point Z of C dominates X, i.e. ' j= Z��X,3. or there is a 
hain C in ' with fragments of O then one of the endpoints dominates X and the other one the root of F .Now, we prove a property of 
overings, whi
h make them a veryinteresting and 
onvenient stru
ture for our purposes.Proposition 7.2 (Safety of Coverings). Let ' be an overlap-free
onstraint with 
overing O for X;Y . Then, for all Z 2 Var('):' j= Z��X _ Z?X _ Y��Z:Proof. Every variable Z 2 Var(') belongs to a fragment F 2 O, su
hthat one of the 
onditions of De�nition 7.1 is satis�ed. Let U be theroot of F .1. ' j= Y��U and therefore holds Y��Z as well.2. Z belongs to a 
hain C and an end point of C dominates X. So weknow from Proposition 5.5, that ' j= X ?Z _ Z��X:
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Relaxing Underspe
i�ed Semanti
 Representations 23� � I� �a � town � lam �� � � II� �every �
� � IV� �of � var �var �

lam �& �� � �VIP � var � � � V� �� Yexpe
t � Y l VI � var �� � VII� �� Xon � X l VIIIvar �var �
lam �� � � III� �every � guest list � lam ��

Figure 14. Every VIP of a town expe
ts to be on every guest list.
3. Z is dominated by one end point of a 
hain and X by the other.From Proposition 5.6 we know that these two end point must bedisjoint and therefore X?Z also holds.We now illustrate by means of two examples, how 
overings 
an beused to show the safety of a relaxation. We start with the example of theprevious se
tion (Figure 13). To show that this 
onstraint is a
tuallysafe, we have to prove that every variable in the 
onstraint must eitherdominate X, be disjoint from X, or be dominated by X l. To this end,we have to �nd a 
overing of the 
onstraint for X, X l, as de�ned inDe�nition 7.1. This will then give us the desired result by Proposition7.2. Fragment V , 
ontaining only X l is easy { it is if 
ourse dominatedby itself. Fragments I, II, and III form a 
hain of length two and anend point of this 
hain dominates X. This leaves only fragment IVwhi
h 
an be seen as a 
hains of length one, and sin
e X is a leaf ofthis fragment, X is of 
ourse dominated by an end point.Admittedly, the stru
ture of this example is very simple: it is more orless one 
hain with an extra fragment dangling from one of the outer
onne
tion points. As an example for a more 
omplex stru
ture thegrammar fragment we presented 
an handle 
ontrol verbs (rules (a9),(b9)). Consider the following example:(9) Every VIP of a town expe
ts to be on every guest list.
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24 Alexander Koller, Joa
him Niehren, Kristina StriegnitzI II IIIIV VVI VIIVIIIrelaxation site )relaxation site )Figure 15. S
hemati
 view of the Example.
We want to be able to reinterpret this senten
e be
ause only the namesof the VIPs will be on the guest lists. The (maximally relaxed) un-derspe
i�ed semanti
 representation derived by the syntax/semanti
sinterfa
e is shown in Figure 14. To portray the stru
ture more 
learly,we have given a s
hemati
 representation in Figure 15. Note that thereare two relaxation gaps in this example. To show that the 
onstraintis safe we have to prove that every variable in the 
onstraint musteither dominate X, be disjoint from X, or be dominated by X l andthat the same holds with respe
t to Y and Y l. Again we will useappropriate 
overings from whi
h we 
an draw the desired 
on
lusionsby Proposition 7.2.For the relaxation gap between nodes X and X l, we will employ one
hain of length two, with upper fragments I; II and lower fragment IV .Furthermore we need three 
hains of length one 
onsisting of fragmentIII, V , and V II respe
tively. Note that the one 
onsisting of fragmentV also does the 
overing for fragment V I. X l again dominates itself,so that we do not have to worry about fragment V III.7.2. Stru
ture of the ConstraintsThe 
onstraints that the syntax/semanti
s interfa
e 
an generate areof a spe
i�
 form, spe
i�ed by the following theorem.Theorem 7.3 (Stru
ture of the Constraints). Let '0 be a 
on-straint that we have obtained from the syntax/semanti
s interfa
e byapplying the 
onstru
tion rule (b10') for a 
ertain verb node �, and that' is the 
onstraint that we obtain from the same senten
e by applying
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t NP NPPP : : : PP| {z }obje
treinterpretation sites
verbz }| {

b

b

CV ...
b

b

CV
b

b

TVaFigure 16. Output of the syntax/semanti
s interfa
e: s
hemati
 view
the same 
onstru
tion rules everywhere, ex
ept for the node �, wherewe apply (b10). Then, there is a 
overing O of '0 for X�, X l�.For the most part, the proof is only a pre
ise formulation of thefa
t that the stru
ture of a generated 
onstraint generally looks as inFigure 16. We will not go into most parts of this proof, but one of themost interesting parts is the proof that the semanti
 
ontribution of anoun phrase is a 
hain whose length is the number of NP nodes in theparse tree of that noun phrase.Proposition 7.4. Let T be the parse tree from whi
h we 
onstru
ted'0. Furthermore, let t be a subtree of T whose root is labeled with NP, letn be the number of NP nodes in t, and let 't be the 
onjun
tion of the
onstraints 
orresponding to the nodes of t. Then there is a singleton
overing fCg of 't, where C is a 
hain of length n.Proof. By indu
tion over n.n = 1: In this 
ase, t has the form NP(Det(W1) N(N(W2))), where W1and W2 are words. As we 
an easily see from the rules (b2) and (b3),the resulting 
onstraint 't is a single fragment and the 
laim is truewith C being a 
hain of length 1.n� 1! n: Let t0 be the largest proper subtree of t whose root islabeled with NP and let 't0 be the 
ontribution of t0. Note that t =NP(Det(W0)N(N(W1) PP(P(W2) t0))), whereW1 andW2 are again words,and t0 
ontains n� 1 NP nodes.
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26 Alexander Koller, Joa
him Niehren, Kristina StriegnitzBy the indu
tion hypothesis there is a singleton 
overing fC0g of 't0 ,su
h that C0 = ((F 01; : : : ; F 0n�1); (G01; : : : ; G0n�2)).A

ording to the syntax/semanti
s interfa
e, we obtain 't from 't0by appli
ations of the rules (b2), (b4), and (b5). These rules introdu
etwo new fragments; let F0 be the fragment 
onsisting of the 
ontribu-tions of rules (b2) and (b4), and let G0 be the fragment introdu
ed byrule (b5). Furthermore, rule (b5) extends fragment F 01 to a fragmentF1 whi
h 
ontains a new leaf, namely the s
ope. Finally, there aredominan
e 
onstraints, demanding that the root of G0 be dominatedby the new leaf of fragment F1 as well as a leaf of fragment F0.This means that (F0; F1; F 02; : : : ; F 0n�1) and (G0; G01; : : : ; G0n�2) forma 
hain of length n in ' 
ontaining all variables of 't. Hen
e, this 
hainforms a singleton 
overing of 't.7.3. Safe, Open RelaxationNow, the proof that all relaxed 
onstraints derived by our syn-tax/semanti
s interfa
e are safe and open relaxations of their unrelaxed
ounterparts, be
omes quite simple.Assume that ' and '0 are as de�ned in Theorem 7.3. First of all, '0is really a relaxation of ' at X� with X l� . The two 
onstraints are equal,ex
ept for the 
onstraints for the variables X� and X l� . By adding anequality 
onstraint for these two variables to '0, we 
learly obtain a
onstraint whi
h is equivalent to '.Safety of the relaxation follows by Proposition 7.2 dire
tly from thefa
t that '0 has a 
overing for X� ;X l� . Openness of '0 between X� ;X l�follows from the fa
t that '0 is safe at X� with X l� by Proposition 4.5,sin
e we know that the only 
onstraints 
on
erning X� and X l� that thesyntax/semanti
s interfa
e adds are the dominan
e 
onstraint betweenX� and X l� and a labeling 
onstraint for X l� .8. Con
lusionType and sort 
on
i
ts in semanti
s have to be resolved by reinterpreta-tion in the presen
e of underspe
i�
ation. This arti
le investigates theformal foundations of underspe
i�ed reinterpretation in the frameworkCLLS. Its basi
 operation is the relaxation operation. It makes under-spe
i�ed semanti
 representations even less spe
i�
, thereby making theintrodu
tion of additional material, su
h as reinterpretation operators,possible.We identi�ed a stru
tural danger of overgeneration inherent to therelaxation of underspe
i�ed semanti
 representations. We formalized
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Relaxing Underspe
i�ed Semanti
 Representations 27two wellness properties of relaxation, whi
h ensure that stru
tural over-generation 
annot arise: openness (arbitrary reinterpretation operators
an be �lled into the relaxation site) and safety (only reinterpretationoperators 
an slip into relaxation gaps). We then introdu
ed 
hains offragments in tree des
riptions and applied these stru
tures to provesafety and openness for all CLLS relaxed des
riptions produ
ed by thesyntax/semanti
s interfa
e of a prototypi
al toy grammar. This resultmanifests our believe that while relaxation in general may 
ause prob-lems, none of these problems o

ur in its appli
ation to underspe
i�edreinterpretation. 9. A
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