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Dominan
e Constraints with Set OperatorsDenys Du
hier and Joa
him NiehrenProgramming Systems Lab, Universit�at des Saarlandes Saarbr�u
kenAbstra
t. Dominan
e 
onstraints are widely used in 
omputational lin-guisti
s as a language for talking and reasoning about trees. In this paper,we extend dominan
e 
onstraints by admitting set operators. We presenta solver for dominan
e 
onstraints with set operators, whi
h is based onpropagation and distribution rules, and prove its soundness and 
om-pleteness. From this solver, we derive an implementation in a 
onstraintprogramming language with �nite sets and prove its faithfullness.1 Introdu
tionThe dominan
e relation of a tree is the an
estor relation between its nodes.Logi
al des
riptions of trees via dominan
e were investigated in 
omputer s
ien
esin
e the beginning of the sixties, for instan
e in the logi
s (W)SkS [15, 16℄. In
omputational linguisti
s, the importan
e of dominan
e based tree des
riptionsfor deterministi
 parsing was dis
overed at the beginning of the eighties [9℄. Sin
ethen, tree des
riptions based on dominan
e 
onstraints have be
ome in
reasinglypopular [14, 1℄. Meanwhile, they are used for tree-adjoining and D-tree grammars[17, 13, 3℄, for underspe
i�ed representation of s
ope ambiguities in semanti
s [12,4℄ and for underspe
i�ed des
riptions of dis
ourse stru
ture [5℄.A dominan
e 
onstraint des
ribes a �nite tree by 
onjun
tions of literals withvariables for nodes. A dominan
e literal xC�y requires x to denote one of thean
estors of the denotation of y. A labeling literal x:f(x1; : : : ; xn) expresses thatthe node denoted by x is labeled with symbol f and has the sequen
e of 
hildrenreferred to by x1; : : : ; xn. Solving dominan
e 
onstraints is an essential servi
erequired by appli
ations in e.g. semanti
s and dis
ourse. Even though satis�a-bility of dominan
e 
onstraints is NP-
omplete [8℄, it appears that dominan
e
onstraints o

urring in these appli
ations 
an be solved rather eÆ
iently [2, 7℄.For a typi
al appli
ation of dominan
e 
onstraints in semanti
 underspe
i�-
ation of s
ope we 
onsider the senten
e: every yogi has a guru. This senten
e issemanti
ally ambiguous, even though its synta
ti
 stru
ture is uniquely deter-mined. The trees in Figure 1 spe
ify both meanings: either there exists a 
ommonguru for every yogi, or every yogi has his own guru. Both trees (and thus mean-ings) 
an be represented in an underspe
i�ed manner through the dominan
e
onstraint in Figure 2.In this paper, we propose to extend dominan
e 
onstraints by admittingset operators: union, interse
tion, and 
omplementation 
an be applied to therelations of dominan
e C� and inverse dominan
e B�. Set operators 
ontributea 
ontrolled form of disjun
tion and negation that is eminently well-suited for



exists �guru � forall �yogi � has � forall �yogi � exists �guru � has �Fig. 1. Sets of trees represent sets of meanings.forall � x0yogi � x1 � x2 exists � y0guru � y1has � z � y2 x0:forall(x1; x2) ^y0:exists(y1; y2) ^x1:yogi ^ x2C�z ^y1:guru ^ y2C�z ^z:hasFig. 2. A single tree des
ription as underspe
i�ed representation of all meanings.
onstraint propagation while less expressive than general Boolean 
onne
tives.Set operators allow to express proper dominan
e, disjointness, nondisjointness,nondominan
e, and unions thereof. Su
h a ri
h set of relations is important forspe
ifying powerful 
onstraint propagation rules for dominan
e 
onstraints aswe will argue in the paper.We �rst present a system of abstra
t saturation rules for propagation anddistribution, whi
h solve dominan
e 
onstraints with set operators. We illus-trate the power of the propagation rules and prove soundness, 
ompleteness,and termination in nondeterministi
 polynomial time. We then derive a 
on-
rete implementation in a 
onstraint programming language with �nite sets [11,6℄ and prove its faithfulness to the abstra
t saturation rules. The resulting solveris not only well suited for formal reasoning but also improves in expressiveness onthe saturation based solver for pure dominan
e 
onstraints of [8℄ and produ
essmaller sear
h trees than the earlier set based implementation of [2℄ be
ause itrequires less expli
it solved forms. For omitted proofs, we globally refer to theextended version of this paper available from http://www.ps.uni-sb.de/Papers/.2 Dominan
e ConstraintsWe �rst de�ne tree stru
tures and then dominan
e 
onstraints with set operatorswhi
h are interpreted in the 
lass of tree stru
tures. We assume a signature �of fun
tion symbols ranged over by f; g; : : :, ea
h of whi
h is equipped with anarity ar(f) � 0. Constants { fun
tion symbols of arity 0 { are ranged over bya; b. We assume that � 
ontains at least one 
onstant and one symbol of arity atleast 2. We are interested in �nite 
onstru
tor trees that 
an be seen as groundterms over � su
h as f(g(a; b)) in Fig. 3.We de�ne an (unlabeled) tree to be a �nite dire
ted graph (V;E). V is a �nitesets of nodes ranged over by u; v; w, and E � V � V is a �nite set of edges. Thein-degree of ea
h node is at most 1; ea
h tree has exa
tly one root, i.e. a nodewith in-degree 0. We 
all the nodes with out-degree 0 the leaves of the tree.2



f �g �a � b �Fig. 3. f(g(a; b))A (�nite) 
onstru
tor tree � is a triple (V;E; L) 
onsist-ing of a tree (V;E), and labelings L : V ! � for nodes andL : E ! N for edges, su
h that any node u 2 V has exa
tlyone outgoing edge with label k for ea
h 1 � k � ar(�(�)),and no other outgoing edges. We draw 
onstru
tor treesas in Fig. 3, by annotating nodes with their labels and ordering the edges byin
reasing labels from left to right. If � = (V;E; L), we write V� = V , E� = E,L� = L.De�nition 1. The tree stru
ture M� of a �nite 
onstru
tor tree � over � isthe �rst-order stru
ture with domain V� whi
h provides the dominan
e relationC�� and a labeling relation of arity ar(f) + 1 for ea
h fun
tion symbol f 2 �.These relations are de�ned su
h that for all u; v; u1; : : : ; un 2 V� :uC��v i� there is a path from u to v with egdes in E� ;u:f� (v1; : : : ; vn) i� L� (u) = f; ar(f) = n; and L(u; vi) = i for all 1 � i � nWe 
onsider the following set operators on binary relations: inversion �1, union[, interse
tion \, and 
omplementation :. We write B�� for the inverse of dom-inan
e C�� , equality =� for the interse
tion C�� \ B�� , inequality 6=� for the
omplement of equality, proper dominan
e C+� as dominan
e but not equality,B+� for the inverse of proper dominan
e, and disjointness ?� for :C�� \:B�� .Most importantly, the following partition holds in all tree stru
tures M� .V� � V� = ℄f=� ;C+� ;B+� ;?�gThus, all relations that set operators 
an generate from dominan
e C�� have theform [fr� j r 2 Rg for some set of relation symbols R � f=;C+;B+;?g.For de�ning the 
onstraint language, we let x; y; z range over an in�nite set ofnode variables. A dominan
e 
onstraints with set operators ' has the followingabstra
t syntax (that leaves set operators impli
it).' ::= x R y j x:f(x1; : : : ; xn) j ' ^ '0 j falsewhereR � f=;C+;B+;?g is a set of relation symbols and n = ar(f). Constraintsare interpreted in the 
lass of tree stru
tures over �. For instan
e, a 
onstraintx f=;?g y expresses that the nodes denoted by x and y are either equal or liein disjoint subtrees. In general, a set R of relation symbols is interpreted in M�as the union [fr� j r 2 Rg.We write Vars(') for the set of variables o

urring in '. A solution of a
onstraint ' 
onsists of a tree stru
ture M� and a variable assignment � :Vars(') ! V� . We write (M� ; �) j= ' if all 
onstraints of ' are satis�ed by(M� ; �) in the usual Tarskian sense. For 
onvenien
e we admit synta
ti
 sugarand allow to write 
onstraints of the form xSy where S is a set expression:S ::= R j = j C� j B� j = j 6= j C+ j B+ j ? j :S j S1 [ S2 j S1 \ S2 j S�1Clearly, every set expression S 
an be translated to a set R of relation symbolsdenoting the same relation. In all tree stru
tures, x:S y is equivalent to : x S yand x S1 [ S2 y to x S1 y _ x S2 y. Thus our formalism allows a 
ontrolled formof negation and disjun
tion without admitting full Boolean 
onne
tives.3



Propagation Rules:(Clash) x;y ! false(Dom:Re
) ' ! xC�x (x o

urs in ')(Dom:Trans) xC�y ^ yC�z ! xC�z(Eq:De
om) x:f(x1; : : : ; xn) ^ y:f(y1; : : : ; yn) ^ x=y ! Vni=1 xi=yi(Lab:Ineq) x:f(: : :) ^ y:g(: : :) ! x6=y if f 6= g(Lab:Disj) x:f(: : : ; xi; : : : ; xj ; : : :) ! xi?xj where 1 � i < j � n(Lab:Dom) x:f(: : : ; y; : : :) ! xC+y(Inter) xR1y ^ xR2y ! xRy if R1\R2 � R(Inv) xRy ! yR�1x(Disj) x?y ^ yC�z ! x?z(NegDisj) xC�z ^ yC�z ! x:?y(Child:up) xC�y ^ x:f(x1; : : : ; xn) ^Vni=1 xi:C�y ! y=xDistribution Rules:(Distr:Child) xC�y ^ x:f(x1; : : : ; xn) ! xiC�y _ xi:C�y (1 � i � n)(Distr:NegDisj) x:?y ! xC�y _ x:C�yFig. 4. Saturation rules D of the Base Solver3 A Saturation AlgorithmWe now present a solver for dominan
e 
onstraints with set operators. First, wegive a base solver whi
h saturates a 
onstraint with respe
t to a set of propa-gation and distribution rules, and prove soundness, 
ompleteness, and termina-tion of saturation in nondeterministi
 polynomial time. Se
ond, we add optionalpropagation rules, whi
h enhan
e the propagation power of the base solver.The base solver is spe
i�ed by the rule s
hemes in Figure 4. Let D be the(in�nite) set of rules instantiating these s
hemes. Ea
h rule is an impli
ationbetween a 
onstraint and a disjun
tion of 
onstraints. We distinguish propagationrules '1 ! '2 whi
h are deterministi
 and distribution rules '1 ! '2_'3 whi
hare nondeterministi
.Proposition 1 (Soundness). The rules of D are valid in all tree stru
tures.The inferen
e system D 
an be interpreted as a saturation algorithm whi
hde
ides the satis�ability of a 
onstraint. A propagation rule '1!'2 applies toa 
onstraint ' if all atomi
 
onstraints in '1 belong to ' but at least one ofthe atomi
 
onstraints in '2 does not. In this 
ase, saturation pro
eeds with' ^ '2. A distribution rule '1!'2 _ '3 applies to a 
onstraint ' if both rules'1!'2 and '1!'3 
ould be applied to '. In this 
ase, one of these two rulesis non-deterministi
ally 
hosen and applied. A 
onstraint is 
alled D-saturatedif none of the rules in D 
an be applied to it.Proposition 2 (Termination). The maximal number of iterated D-saturationsteps on a 
onstraint is polynomially bounded in the number of its variables.4



Proof. Let ' be a 
onstraint with m variables. Ea
h D-saturation step adds atleast one new literal to '. Only a O(m2) literals 
an be added sin
e all of themhave the form xRy where x; y 2 Vars(') and R has 16 possible values.�� �� zx1 x2xfFig. 5. (Neg.Disj)Next, we illustrate prototypi
al in
onsisten
ies and howD-saturation dete
ts them. We start with the 
onstraintx:f(x1; x2) ^ x1C�z ^ x2C�z in Fig. 5 whi
h is unsatis-�able sin
e siblings 
annot have a 
ommon des
endant.Indeed, the disjointness of the siblings x1?x2 
an bederived from (Lab.Disj) whereas x1:?x2 follows from (NegDisj) sin
e x1 and x2have the 
ommon des
endant z. f � xb � y a � x1Fig. 6. (Distr.Child)To illustrate the �rst distribution rule, we 
onsiderthe unsatis�able 
onstraint x:f(x1) ^ xC�y ^ x1:a ^y:b in Fig. 6 where a 6= b. We 
an de
ide the positionof y with respe
t to x by applying rule (Distr.Child)whi
h either adds x1C�y or x1:C�y. (1) If x1:C�y isadded, propagation with (Child.up) yields x=y. As x and y 
arry distin
t labels,rule (Lab.Ineq) adds x6=y. Now, we 
an dedu
e x;y by interse
ting equality andinequality (Inter). Thus, the (Clash) rule applies. (2) If x1C�y is added then(Child.up) yields x1=y whi
h again 
lashes be
ause of distin
t labels.� zf � x g � yFig. 7. (Distr.NegDisj)The se
ond distribution rules helps dete
t the in-
onsisten
y of x:f(z) ^ y:g(z) in Fig 7 where f 6=g. In a�rst step one 
an infer from (Lab.Dom) that xC+z andyC+z. As the (Inter) rule allows to weaken relations, wealso have xC�z and yC�z, i.e. x:?y by (NegDisj), sothat (Distr.NegDisj) 
an dedu
e either xC�y or x:C�y. Consider the 
ase xC�y,from yC+z derive z:C�y by (Inv, Inter), and (Child.up) infers y=x resulting ina 
lash due to the distin
t labels. Similarly for the other 
ase.De�nition 2. A D-solved form is a D-saturated 
onstraint without false.f � x1� x4� x5 � x6 � x2� x3Fig. 8. D-solved formThe intuition is that a D-solved form has a ba
k-bone whi
h is a dominan
e forest, i.e. a forest with
hild and dominan
e edges. For instan
e, Fig 8 showsthe dominan
e forest underlying x1:f(x4) ^ x4C�x5 ^x4C�x6 ^ x2C�x3 ^ x5?x6 whi
h be
omes D-solvedwhen D-propagation.We would like to note that the set based solver for dominan
e 
onstraintsof [2℄ insists on more expli
it solved forms: for ea
h two variables, one of therelations f=;C+;B+;?g must be sele
ted. For the dominan
e forest in Fig. 8,this leads to 63 expli
it solutions instead of a single D-solved form. The situationis even worse for the formula x1C�x2 ^ x2C�x3 ^: : :^ xn�1C�xn. This 
onstraint
an be deterministi
ally D-solved by D-propagation whereas the implementationof [2℄ 
omputes a sear
h tree of size 2n.Proposition 3 (Completeness). Every D-solved form has a solution.5



(Child:down) xC+y ^ x:f(x1; : : : ; xn) ^Vni=1;i6=j xi:C�y ! xjC�y(NegDom) x?y ^ y:?z ! x:C�z(Dom:Ineq) xC�y1 ^ y1C+y2 ^ y2C�z ! x6=z(Child:Ineq) x6=y ^ x:f(: : : ; x0; : : :) ^ y:g(: : : ; y0; : : :) ! x0 6=y0(Parent:Ineq) xC+z ^ y:f(: : : ; z; : : :) ! xC�yFig. 10. Some Optional Propagation Rules O g � xrootf � x1g � x4a � x5 a � x6f � x2a � x3Fig. 9. A solution.
The proof is given in the Se
tion 4. The idea for
onstru
ting a solution of a D-solved form is to turn itsunderlying dominan
e forest into a tree, by adding la-bels su
h that dominan
e 
hildren are pla
ed at disjointpositions whenever possible. For instan
e, a solution ofthe dominan
e forest in Fig. 8 is drawn in Fig. 9. Notethat this solution does also satisfy x5?x6 whi
h be-longs to the above 
onstraint but not to its dominan
e forest. This solution isobtained from the dominan
e forest in Fig. 8 by adding a root node and nodelabels by whi
h all dominan
e edges are turned into 
hild edges.Theorem 1. Saturation by the inferen
e rules in D de
ides the satis�ability ofa dominan
e 
onstraint with set operators in non-deterministi
 polynomial time.Proof. Let ' be a dominan
e 
onstraint with set operators. Sin
e all rules inD are sound (Proposition 1) and terminate (Proposition 2), ' is equivalent tothe disjun
tion of all D-solved forms rea
hable from ' by non-deterministi
 D-saturation. Completeness (Proposition 3) yields that ' is satis�able i� thereexists a D-solved rea
hable from '.We 
an redu
e the sear
h spa
e of D-saturation by adding optional propaga-tion rules O. Taking advantage of set operators, we 
an de�ne rather powerfulpropagation rules. The s
hemes in Fig 10, for instan
e, exploit the 
omplemen-tation set operators, and are indeed supported by the set based implementationof Se
tion 6. We illustrate O in the situation below whi
h arises naturally whenresolving s
ope ambiguities as in Figure 2.x:f(x1; x2) ^ y:g(y1; y2) ^ x2C�z ^ y1C�z ^ xC�y f � x� x1 � x2 g � y� y1� z � y2We derive xC+y by (Lab.Ineq,Inter), x1?x2 by (Lab.Disj), and x2:?y by (Dom.Trans,NegDisj). We 
ombine the latter two using optional rule (NegDom) intox1:C�y. Finally, optional rule (Child.down) yields x2C�y whereby the situationis resolved.4 Completeness ProofWe now prove Proposition 3 whi
h states 
ompleteness in the sense that everyD-solved form is satis�able. We pro
eed in two steps. First, we identify simple6



D-solved forms and show that they are satis�able (Proposition 4). Then we showhow to extend every D-solved form into a simple D-solved form by adding further
onstraints (Proposition 5).De�nition 3. A variable x is labeled in ' if x=y in ' and y:f(y1; : : : ; yn) in 'for some variable y and term f(y1; : : : ; yn). A variable y is a root variable for 'if yC�z in ' for all z 2 Vars('). We 
all a 
onstraint ' simple if all its variablesare labeled, and if there is a root variable for '.Proposition 4. A simple D-solved form is satis�able.Proof. By indu
tion on the number of literals in a simple D-solved form '. 'has a root variable z. Sin
e all variables in ' are labeled there is a variable z0and a term f(z1; : : : ; zn) su
h that z=z0 ^ z0:f(z1; : : : ; zn) 2 '. We pose:V = fx 2 Vars(') j x=z 2 'g and Vi = fx 2 Vars(') j ziC�x 2 'gfor all 1 � i � n. To see that Vars(') is 
overed by V [V1[: : :[Vn, let x 2 Vars(')su
h that ziC�x =2 ' for all 1 � i � n. Saturation with (Distr.Child) deriveseither ziC�x or zi:C�x; but ziC�x 62 ' by assumption, therefore zi:C�x 2 'for all 1 � i � n. (Child.up) infers z=x 2 ', i.e. x 2 V . For a set W � Vars(')we de�ne 'jW to be the 
onjun
tion of all literals  2 ' with Vars( ) �W .' j=j '0 holds where '0 =def 'jV ^ z:f(z1; : : : ; zn) ^ 'jV1 ^ : : : ^ 'jVn' j= '0 follows from '0 � '. To show '0 j= ' we prove that ea
h literal in ' isentailed by '01. Case x:g(x1; : : : ; xm) 2 ' for some variable x and term g(x1; : : : ; xm): If x 2Vi, i.e. ziC�x 2 ' for some 1 � i � n then x:g(x1; : : : ; xm) 2 'jVi sin
e ' issaturated under (Lab.Dom, Dom.Trans). Otherwise x 2 V , i.e. z=x 2 ', andthus z=x 2 'jV . Sin
e ' is 
lash free and saturated under (Lab.Ineq,Clash),f=g and n=m must hold. Saturation with respe
t to (Eq.De
om) implieszi=xi 2 ' for all 1 � i � n and hen
e zi=xi 2 'jVi . All together, theright hand side '0 
ontains z=x ^ z:f(z1; : : : ; zn) ^ ^ni=1zi=xi whi
h entailsx:g(x1; : : : ; xm) as required.2. Case xRy 2 ' for some variables x; y and relation set R � f=;C+;B+;?g.Sin
e x; y 2 V [ V1 [ : : : [ Vn we distinguish 4 possibilities:(a) x 2 Vi, y 2 Vj , where 1 � i 6= j � n. Here, x?y 2 ' by saturation under(Lab.Disj, Inv, Disj). Clash-freeness and saturation under (Inter, Clash)yield ? 2 R. Finally, '0 entails zi?zj and thus x?y whi
h in turn entailsxRy.(b) When x; y 2 V (resp. Vi), by de�nition xRy 2 'jV (resp. 'jVi)(
) x 2 V and y 2 Vi. Here, xC+y 2 ' by saturation under (Lab.Dom,Dom.Trans). Thus C+ 2 R by saturation under (Inter, Clash) and 
lash-freeness of '. But '0 entails zC+zi and thus xC+y whi
h in turn entailsxRy.(d) The 
ase x 2 V and y 2 Vi is symmetri
 to the previous one.7



Next note that all 'jVi are simple D-solved forms. By indu
tion hypothesis thereexist solutions (M�i ; �i) j= 'jVi for all 1 � i � n. Thus (Mf(�1;:::;�n); �) is asolution of ' if �jVi = �i and �(x) = �(z) is the root node of f(�1; : : : ; �n) forall x 2 V . utAn extension of a 
onstraint ' is a 
onstraint of the form ' ^ '0 for some'0. Given a 
onstraint ' we de�ne a partial ordering �' on its variables su
hthat x �' y holds if and only if xC�y in ' but not yC�x in '. If x is unlabeledthen we de�ne the set 
on'(x) of variables 
onne
ted to x in ' as follows:
on'(x) = fy j y is �' minimal with x �' ygIntuitively, a variable y is 
onne
ted to x if it is a \dire
t dominan
e 
hild" ofx. So for example, 
on'1(x) = fyg and 
on'1(y) = fzg for:'1 := xC�x ^ xC�y ^ xC�z ^ yC�z;De�nition 4. We 
all V � Vars(') a '-disjointness set if for any two distin
tvariables y1; y2 2 V , y1:?y2 not in '.The idea is that all variables in a '-disjointness set 
an safely be pla
ed atdisjoint positions in at least one of the trees solving '.Lemma 1. Let ' be D-saturated, x 2 Vars('). If V is a maximal '-disjointnessset in 
on'(x) then for all y 2 
on'(x) there exists z 2 V su
h that y=z in '.Proof. If y:?z not in ' for all z 2 V then fyg [ V is a disjointness set; thusy 2 V by maximality of V . Otherwise, there exists z 2 V su
h that y:?z in '.Saturation of ' with respe
t to rules (Distr.NegDisj, Inter) yields yC�z in ' orzC�y in '. In both 
ases, it follows that z=y in ' sin
e z and y are both �'minimal elements in the set 
on'(x).Lemma 2 (Extension by Labeling). Every D-solved form ' with an unla-beled variable x 
an be extended to a D-solved form with stri
tly fewer unlabeledvariables, and in whi
h x is labeled.Proof. Let fx1; : : : ; xng be a maximal '-disjointness set in
luded in 
on'(x). Letf be a fun
tion symbol of arity n in �, whi
h exists w.l.o.g. Otherwise, f 
anbe en
oded from a 
onstant and a symbol of arity � 2 whose existen
e in � weassumed. We de�ne the following extension ext(') of ':ext(') =def ' ^ x:f(x1; : : : ; xn) ^^fxRz ^ zR�1x j C+ 2 R; xiC�z in '; 1 � i � ng ^ (1)^fyRz j ? 2 R; xiC�y in '; xjC�z in '; 1 � i6=j � ng (2)Note that x is labeled in ext(') sin
e x=x 2 ' by saturation under (Dom.Re
).We have to verify that ext(') is D-solved, i.e. that none of the D-rules 
an beapplied to ext('). We give the proof only for two of the more 
omplex 
ases.8



1. (Distr.Child) 
annot be applied to x:f(x1; : : : ; xn): suppose xC�y in ' and
onsider the 
ase yC�x not in '. Thus x �' y and there exists z 2 
on'(x)with zC�y in '. Lemma 1 and the maximality of the '-disjointness setfx1; : : : ; xng yield xj=z in ' for some 1 � j � n. Thus, xjC�y in ' by(Dom.Trans) and (Distr.Child) 
annot be applied with xj . For all su
h1 � i 6= j � n we 
an derive xi?y by (Lab.Dom, Disj, Inv), thus xi:C�y by(Inter) and (Distr.Child) 
annot be applied with xi either.2. (Inter) applies when R1 \ R2 � R, yR1z in ext('), and yR2z in ext('). Weprove yRz in ext(') for the 
ase where yR1z in ' and yR2z is 
ontributedto ext(') by (2). Thus, ? 2 R2 and there exists 1 � i6=j � n su
h thatxiC�y in ' and xjC�z in '. It is suÆ
ient to prove ? 2 R1 sin
e then? 2 R1 \ R2 � R whi
h implies yRz in '. We assume ? 62 R1 and de-rive a 
ontradi
tion. If ? 62 R1 then R1 � f=;C+;B+g. Thus, weakeningyR1z in ' with (Inter) yields y:?z in '. Next, we 
an apply (Distr.NegDisj)whi
h proves either yC�z in ' or y:C�z in '.(a) If yC�z in ' then xiC�z in ' follows from (Dom.Trans) and xi:?xj in 'from (NegDisj). This 
ontradi
ts our assumption that fx1; : : : ; xng is a'-disjointness set.(b) If y:C�z in ' then we have y:C�z in ' and y:?z in ' from whi
hon 
an derive yB�z in ' with (Inter) and zC�y in ' with (Inv). From(Dom.Trans) we derive xjC�y in '. Sin
e we already know xjC�y in 'we 
an apply (NegDisj) whi
h shows xi:?xj in '. But again, this 
on-tradi
ts that fx1; : : : ; xng is a '-disjointness set. utProposition 5. Every D-solved form 
an be extended to a simple D-solved form.Proof. Let ' be D-solved. W.l.o.g., ' has a root variable, else we 
hoose a freshvariable x and 
onsider instead the D-solved extension ' ^ VfxRy ^ yR�1x jC+ 2 R; y 2 Vars(')g. By Lemma 2, we 
an su

essively label all its variables.ut5 Constraint Programming with Finite SetsCurrent 
onstraint programming te
hnology provides no support for our D-saturation algorithm. Instead, improving on [2℄, we reformulate the task of �nd-ing solutions of a tree des
ription as a 
onstraint satisfa
tion problem solvable by
onstraint programming [11, 6℄. In this se
tion, we de�ne our target language.Its propagation rules are given in Fig 12 and are used in proving 
orre
tnessof implementation. Distribution rules, however, are typi
ally problem dependentand we assume that they 
an be programmati
ally stipulated by the appli
ation.Thus, the 
on
rete solver of Se
tion 6 spe
i�es its distribution rules in Figure 13.Let � = f1 : : : �g be a �nite set of integers for some large pra
ti
al limit� su
h as 134217726. We assume a set of integer variables with values in � andranged over by I and a set of set variables with values in 2� and ranged over byS. Integer and �nite set variables are also both denoted by X .9



B ::= false j X1=X2 j I 2 D j i 2 S j i 62 S (D � �)C ::= B j S1 \ S2=; j S3 � S1 [ S2 j C1 ^ C2 j C1 or C2Fig. 11. Finite Domain and Finite Set ConstraintsEquality: X1=X2 ^ B[Xj ℄  p B[Xk℄ fj; kg = f1; 2g (eq.subst)Finite domain integer 
onstraints:I 2 D1 ^ I 2 D2  p I 2 D1 \D2 (fd.
onj)I 2 ;  p false (fd.
lash)Finite sets 
onstraints:i 2 S ^ i 62 S  p false (fs.
lash)S1 \ S2=; ^ i 2 Sj  p i 62 Sk fj; kg = f1; 2g (fs.disjoint)S3 � S1 [ S2 ^ i 62 S1 ^ i 62 S2  p i 62 S3 (fs.subset.neg)S3 � S1 [ S2 ^ i 2 S3 ^ i 62 Sj  p i 2 Sk fj; kg = f1; 2g (fs.subset.pos)Disjun
tive propagators:B ^ C  ~p falseB ^ (C or C0)  p C0 B ^ C0  ~p falseB ^ (C or C0)  p C (
ommit)Fig. 12. Propagation RulesThe abstra
t syntax of our language is given in Fig 11. We distinguish be-tween basi
 
onstraints B, dire
tly representable in the 
onstraint store, andnon-basi
 
onstraints C a
ting as propagators and amplifying the store. Thede
larative semanti
s of these 
onstraints is obvious (given that C1 orC2 is inter-preted as disjun
tion). We write � j= C if � is an assignment of integer variablesto integers and set variables to sets whi
h renders C true (where set operatorsand Boolean 
onne
tives have the usual meaning).We use the following abbreviations: we write I 6=i for I 2 � n fig, S1 k S2for S1 \ S2=;, S=D for ^fi 2 S j i 2 Dg ^ fi 62 S j i 2 � n Dg, S1 � S2 forS1 � S2[S3^S3=;, and S = S1℄S2 for S1 k S2^S � S1[S2^S1 � S^S2 � SThe propagation rules  p for inferen
e in this language are summarized inFig 12. The expression C1 or C2 operates as a disjun
tive propagator whi
h doesnot invoke any 
ase distin
tion. The propagation rules for disjun
tive propaga-tors use the saturation relation  ~p indu
ed by  p whi
h in turn is de�ned byre
ursion through  ~p . Clearly, all propagation rules are valid formulas whenseen as impli
ations or as impli
ations between impli
ations in 
ase of (
ommit).6 Redu
tion to Finite Set ConstraintsWe now redu
e dominan
e 
onstraints with set operators to �nite set 
onstraintsof the language introdu
ed above. This redu
tion yields a 
on
rete implementa-tion of the abstra
t dominan
e 
onstraint solver when realized in a 
onstraintprogramming system su
h as [11, 6℄. 10



The underlying idea is to represent a literal xRy by a membership expressiony2R(x) where R(x) is a set variable denoting a �nite set of nodes in a tree.This idea is fairly general in that it does not depend on the parti
ular relationsinterpreting the relation symbols. Our en
oding 
onsists of 3 parts:[['℄℄ = ^x2Vars(')A1(x) ^x;y2Vars(')A2(x; y) ^ B[['℄℄A1( � ) introdu
es a node representation per variable, A2( � ) axiomatizes the tree-ness of the relations between these nodes, and B[['℄℄ en
odes the spe
i�
 restri
-tions imposed by '. DownxEqxSidexUpx xRepresentation.When observed from a spe
i�
 nodex, the nodes of a solution tree (hen
e the variablesthat they interpret) are partitioned into 4 regions: xitself, all nodes above, all nodes below, and all nodes to the side. The main ideais to introdu
e 
orresponding set variables.Let max be the maximum 
onstru
tor arity used in '. For ea
h formal vari-able x in ' we 
hoose a distin
t integer �x to represent it, and introdu
e 7 +max 
onstraint set variables written Eqx, Upx, Downx, Sidex, Equpx, Eqdownx,Parentx, Downix for 1 � i � max, and one 
onstraint integer variable Labelx.First we state that x = x: �x 2 Eqx (3)Eqx,Upx,Downx,Sidex en
ode the set of variables that are respe
tively equal,above, below, and to the side (i.e. disjoint) of x. Thus, posing I = f�x j x 2Vars(')g for the set of integers en
oding Vars('), we have:I = Eqx ℄Downx ℄Upx ℄ SidexWe 
an improve propagation by introdu
ing Eqdownx and Equpx as intermediateresults. This improvement is required by (Dom.Trans):I = Eqdownx ℄ Upx ℄ Sidex (4)I = Equpx ℄Downx ℄ Sidex (5) Eqdownx = Eqx ℄ Downx (6)Equpx = Eqx ℄ Upx (7)Downix en
odes the set of variables in the subtree rooted at x's ith 
hild (emptyif there is no su
h 
hild):Downx = ℄fDownix j 1 � i � maxg (8)We de�ne A1(x) as the 
onjun
tion of the 
onstraints introdu
ed above:A1(x) = (3) ^ (4) ^ (5) ^ (6) ^ (7)11



Wellformedness. Posing Rel = f=;C+;B+;?g. In a tree, the relationshipthat obtains between the nodes denoted by x and y must be one in Rel. Weintrodu
e an integer variable Cxy, 
alled a 
hoi
e variable, to expli
itly representit and 
ontribute a well-formedness 
lause A3[[x r y℄℄ for ea
h r 2 Rel. Freelyindentifying the symbols in Rel with the integers 1,2,3,4, we write:A2(x; y) = Cxy 2 Rel ^^fA3[[x r y℄℄ j r 2 Relg (9)A3[[x r y℄℄ � D[[x r y℄℄ ^ Cxy = r or Cxy 6= r ^ D[[x :r y℄℄ (10)For all r 2 Rel, it remains to de�ne D[[xry℄℄ and D[[x:r y℄℄ en
oding the relationsx r y and x :r y resp. by set 
onstraints on the representations of x and y.D[[x= y℄℄ = Eqx = Eqy ^ Upx = Upy ^ Downx = Downy ^ Sidex = Sidey^Eqdownx = Eqdowny ^ Equpx = Equpy^Parentx = Parenty ^ Labelx = Labely î Downix = DowniyD[[x := y℄℄ = Eqx k EqyD[[xC+ y℄℄ = Eqdowny � Downx ^ Equpx � Upy ^ Sidex � SideyD[[x :C+ y℄℄ = Eqx k Upy ^ Downx k EqyD[[x? y℄℄ = Eqdownx � Sidey ^ Eqdowny � SidexD[[x :? y℄℄ = Eqx k Sidey ^ Sidex k EqyProblem spe
i�
 
onstraints. The third part B[['℄℄ of the translation formsthe additional problem-spe
i�
 
onstraints that further restri
t the admissibil-ity of wellformed solutions and only a

ept those that are models of '. Thetranslation is given by 
lauses (11,12,13).B[[' ^ '0℄℄ = B[['℄℄ ^ B[['0℄℄ (11)A pleasant 
onsequen
e of the introdu
tion of 
hoi
e variables Cxy is that anydominan
e 
onstraint x R y 
an be translated as a restri
tion on the possiblevalues of Cxy. For example, xC�y 
an be en
oded as Cxy 2 f1; 2g. More generally:B[[x R y℄℄ = Cxy 2 R (12)Finally the labelling 
onstraint x : f(y1 : : : yn) requires a more 
omplex treat-ment. For ea
h 
onstru
tor f we 
hoose a distin
t integer �f to en
ode it.B[[x : f(y1 : : : yn)℄℄ = Labelx = �f ^j=maxj=n+1 Downjx = ;^j=nj=1 Parentyj = Eqx ^ Downjx = Eqdownyj ^Upyj = Equpx (13)De�nition of The Con
rete Solver. For ea
h problem ' we de�ne a sear
hstrategy spe
i�ed by the distribution rules of Figure 13. These rules 
orrespondpre
isely to (Distr.Child, Distr.NegDisj) of algorithm-D and are to be appliedin the same non-deterministi
 fashion. Posing  =  p [  d, we de�ne our
on
rete solver as the non-deterministi
 saturation ~ indu
ed by and write'1  ~ '2 to mean that '2 is in a  ~ saturation of '1. While the abstra
tsolver left this point open, in order to avoid unne
essary 
hoi
es, we furtherrequire that a  d step be taken only if no  p step is possible.12



Cxy 2 f=;C+g  d Cxiy 2 f=;C+g _ Cxiy 62 f=;C+g for x:f(x1; : : : ; xn) in 'Cxy 6=?  d Cxy 2 f=;C+g _ Cxy 62 f=;C+gFig. 13. Problem spe
i�
 distribution rules7 Proving Corre
tness of ImplementationWe now prove that [['℄℄ 
ombined with the sear
h strategy de�ned above yieldsa sound and 
omplete solver for '. Completeness is demonstrated by showingthat the 
on
rete solver obtained by [['℄℄ provides at least as mu
h propagationas spe
i�ed by the rules of algorithm D, i.e. whenever xRy is in a!~ saturationof ' then Cxy 2 R is in a  ~ saturation of [['℄℄.Theorem 2. [['℄℄ is satis�able i� ' is satis�able.This follows from Propositions 6 and 7 below.Proposition 6. if ' is satis�able then [['℄℄ is satis�able.We show how to 
onstru
t a model � of [['℄℄ from a model (M� ; �) of '. We de�nethe variable assignment � as follows: �(Upx) = f�y j �(y)C+�(x)g and similarlyfor Eqx;Downx;Sidex;Eqdownx;Equpx, �(Parentx) = f�y j 9k �(y)k = �(x)g,�(Downkx) = f�y j �(y) B� �(x)kg, �(Labelx) = �L� (�(x)) and �(Cxy) = R if�(x) R �(y) in M� . We have that if (M� ; �) j= ' then � j= [['℄℄.Proposition 7. if [['℄℄ is satis�able, then ' is satis�able.We prove this by reading a D-solved form o� a model � of [['℄℄.'0 � ' ^ x̂;y R̂0�Rx R0 y where R = �(Cxy)'0 is a D-solved form 
ontaining ': all relationships between variables are fullyresolved and all their generalizations have been added. The only possibility isthat D-rules might derive a 
ontradi
tion. However, if '0 !~p false then [['0℄℄ ~pfalse (Lemma 4) whi
h would 
ontradi
t the existen
e of a solution �. Therefore'0 is a O-solved form and ' is satis�able.We distinguish propagation and distribution rules; in algorithm D they arewritten !p and !d, and in our 
on
rete solver  p and  d. We write '00 4 '0for '00 is stronger than '0 and de�ne it as the smallest relation that holds ofatomi
 
onstraints and su
h that false 4 false and x R y 4 x R0 y i� R � R0.Proposition 8 (Stronger Propagation). For ea
h rule '!p '0 of algorithmD, there exists '00 4 '0 su
h that [['℄℄ ~p [['00℄℄.The proof te
hnique follows this pattern: ea
h '0 is of the form x R y and we
hoose '00 = xR0y whereR0 � R. Assume [['℄℄ as a premise. Show that [['℄℄^C  ~pfalse. Noti
e that a 
lause C or C0 is introdu
ed by [['℄℄ as required by (10). ThusC0 follows by (
ommit). Then show that [['℄℄ ^ C0  ~p [['00℄℄. For want of spa
e,we in
lude here only the proof for rule (NegDisj).13



Lemma 3. [[x C� y℄℄ ~p �y 2 Eqdownx (proof omitted)Proposition 9. [[xC� z ^ y C� z℄℄ ~p [[x :? y℄℄Proof. From the premises [[x C� z℄℄ and [[y C� z℄℄, i.e. Cxz 2 f=;C+g and Cyz 2f=;C+g, we must show [[x :? y℄℄ i.e. Cxy 6=?. By Lemma 3 we obtain �z 2Eqdownx and �z 2 Eqdowny. Sin
e I = Eqdowny ℄ Upy ℄ Sidey, we have �z 62Sidey. Now 
onsider the non-basi
 
onstraint Eqdownx � Sidey whi
h o

urs inD[[x ? y℄℄: from �z 2 Eqdownx it infers �z 2 Sidey whi
h 
ontradi
ts �z 62 Sidey.Therefore, the well-formedness 
lause D[[x?y℄℄^Cxy = ? or Cxy 6=?^D[[x:?y℄℄infers its right alternative by rule (
ommit). Hen
e Cxy 6=? utLemma 4. (1) if ' !~p '0, then there exists '00 4 '0 su
h that [['℄℄  ~p [['00℄℄.(2) if '!~p '1 and '1 !d '2, then there exists '01 4 '1 su
h that [['℄℄ ~p [['01℄℄and [['01℄℄ d [['2℄℄.(1) follows from Proposition 8, and (2) from (1) and the fa
t that the 
on
retedistribution rules pre
isely 
orrespond to those of algorithm D.Proposition 10 (Simulation). The 
on
rete solver simulates the abstra
t solver:if '!~ '0 then there exists '00 4 '0 su
h that [['℄℄ ~ [['00℄℄.Follows from Lemma 4.Theorem 3. (1) every  ~ saturation of [['℄℄ 
orresponds to a D-solved form of' and (2) for every D-solved form of ' there is a 
orresponding  ~ saturationof [['℄℄.(1) from Proposition 10. (2) Consider a  ~ saturation of [['℄℄. As in Propo-sition 7, we 
an 
onstru
t a D-solved form '0 of ' by reading o� the 
urrentdomains of the 
hoi
e variables Cxy. If '0 was not D-solved, then !~ 
ouldinfer a new fa
t, but then by Proposition 10 so 
ould  ~ and it would not be asaturation.8 Con
lusionIn this paper, we extended dominan
e 
onstraints by admitting set operators.Set operators introdu
e a 
ontrolled form of disjun
tion and negation that isless expressive than general Boolean 
onne
tives and remains espe
ially well-suited for 
onstraint propagation. On the basis of this extension we presentedtwo solvers: one abstra
t, one 
on
rete.The design of the abstra
t solver is 
arefully informed by the needs of pra
ti-
al appli
ations: it stipulates inferen
e rules required for eÆ
iently solving dom-inan
e 
onstraints o

urring in these appli
ations. The rules take full advantageof the extra expressivity a�orded by set operators. We proved the abstra
t solversound and 
omplete and that its distribution strategy improves over [2℄ and mayavoid an exponential number of 
hoi
e points. This improvement a

rues fromadmitting less expli
it solved forms while preserving soundness.14



Elaborating on the te
hnique �rst presented in [2℄, the 
on
rete solver real-izes the desired 
onstraint propagation by redu
tion to 
onstraint programmingusing set 
onstraints. We proved that the 
on
rete solver faithfully simulates theabstra
t one, and thereby shed new light on the sour
e of its observed pra
ti-
al e�e
tiveness. The 
on
rete solver has been implemented in the 
on
urrent
onstraint programming language Oz [10℄, performs eÆ
iently in pra
ti
al appli-
ations to semanti
 underspe
i�
ation, and produ
es smaller sear
h trees thanthe solver of [2℄.Referen
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A Corre
tness of ImplementationThe proof of 
orre
tness of implementation relies on showing that the 
on
retesolver simulates the abstra
t solver. Abstra
t rules are either of the form '!pfalse (Clash rule) or ' !p x R y (all other rules). In the �rst 
ase we showthat [['℄℄  � false and in the other 
ases that [['℄℄  � [[x R0 y℄℄ where R0 � R.In other words, we prove that the 
on
rete solver provides as mu
h or strongerpropagation than the abstra
t solver.For every rule ' !p x R y, it is the 
ase that x; y 2 Vars('). Therefore,posing: A(') = ^x2Vars(')A1(x) ^x;y2Vars(')A2(x; y)we have A(x R y) � A('). Thus, in order to show that [['℄℄  p [[x R0 y℄℄, whereR0 � R, we only need prove that [['℄℄ p B[[x R0 y℄℄.Our proofs are in natural dedu
tion style and presented in a tabular formatin 3 
olumns; left: the formula, 
enter: its justi�
ation, right: a line name. Aname of the form (j ` o) introdu
es the name (o) but also expli
itly re
ords thefa
t that it was derived from the non-dis
harged assumption (j).(Clash) x ; y ! falseCxy 2 ; Premise [[x ; y℄℄ (a)false (a) (fd.
lash) �(Dom.Re
) xC� x�x 2 Eqx (3) (a)Eqx k Eqx Assumption (b)false (a) (b) (b ` 
)D[[x := x℄℄ ~p false (
) (b ` d)D[[x= x℄℄ ^ Cxx = = or Cxx 6== ^D[[x := x℄℄ (10) (e)Cxx = = (d) (e) �(Dom.Trans) xC� y ^ y C� z ! xC� zCxy 2 f=;C+g Premise [[xC� y℄℄ (a)Cyz 2 f=;C+g Premise [[y C� z℄℄ (b)D[[y C+ x℄℄ ^ Cxy = B+ or Cxy 6=B+ ^D[[y :C+ x℄℄ (10) (
)D[[y :C+ x℄℄ i.e. Eqy k Upx ^ Downy k Eqx (a) (
) (
ommit) (d)D[[x? y℄℄ ^ Cxy = ? or Cxy 6=?^D[[x :? y℄℄ (10) (e)D[[x :? y℄℄ i.e. Eqx k Sidey ^ Sidex k Eqy (a) (e) (
ommit) (f)D[[z C+ y℄℄ ^ Cyz = B+ or Cyz 6=B+ ^D[[z :C+ y℄℄ (10) (g)D[[z :C+ y℄℄ i.e. Eqz k Upy ^ Downz k Eqy (b) (g) (
ommit) (h)D[[y ? z℄℄ ^ Cyz = ? or Cyz 6=?^D[[y :? z℄℄ (10) (i)D[[y :? z℄℄ i.e. Eqy k Sidez ^ Sidey k Eqz (b) (i) (
ommit) (j)
ontinued on next page16




ontinued from previous page�y 2 Eqy (3) (k)�y 62 Upx �y 62 Sidex �y 62 Downz �y 62 Sidez (d) (f) (g) (j) (k) (l)I = Eqdownx ℄ Upx ℄ Sidex (4) (m)�y 2 Eqdownx (l) (m) (n)D[[z C+ x℄℄ i.e. Eqdownx � Downz Assumption (o)false (o) (n) (l) (o ` p)D[[z C+ x℄℄ ~p false (p) (o ` q)D[[z C+ x℄℄ ^ Cxz = B+ or Cxz 6=B+ ^D[[z :C+ x℄℄ (10) (r)Cxz 6=B+ (r) (q) (
ommit) (s)D[[x :? z℄℄ i.e. Eqdownx � Sidez Assumption (t)false (t) (n) (l) (t ` u)D[[x :? z℄℄ ~p false (u) (t ` v)D[[x? z℄℄ ^ Cxz = ? or Cxz 6=?^D[[x :? z℄℄ (10) (w)Cxz 6=? (w) (v) (
ommit) (x)Cxz 2 f=;C+g (s) (x) �(Eq.De
om) x : f(x1; : : : ; xn) ^ y : f(y1; : : : ; yn) ^ x= y ! xi = yi[[x= y℄℄ i.e. Cxy = = Premise (a)[[x : f(x1; : : : ; xn)℄℄ i.e. Downix = Eqdownxi Premise (b)[[y : f(y1; : : : ; yn)℄℄ i.e. Downiy = Eqdownyi Premise (
)D[[x= y℄℄ ^ Cxy = = or Cxy 6== ^D[[x := y℄℄ (10) (d)D[[x= y℄℄ i.e. Downix = Downiy (d) (a) (
ommit)(e)Eqdownxi = Eqdownyi (e) (b) (
) (f)�xi 2 Eqxi (3) (g)�xi 2 Eqdownxi (g) (6) (h)�xi 2 Eqdownyi (h) (f) (i)�xi 2 Equpxi (g) (7) (j)I = Equpxi ℄ Downxi ℄ Sidexi (5) (k)�xi 62 Downxi (j) (k) (l)Eqdownyi � Downxi Assumption (m)�xi 2 Downxi (m) (i) (m ` n)false (l) (m) (m ` o)D[[xi C+ yi℄℄ ~p false (o) (m ` p)D[[xi C+ yi℄℄ ^ Cxiyi = C+ or Cxiyi 6=C+ ^D[[xi :C+ yi℄℄ (10) (q)D[[xi :C+ yi℄℄ i.e. Downxi k Eqyi (q) (p) (
ommit) (r)�yi 2 Eqyi (3) (s)�yi 2 Eqdownyi (s) (6) (t)�yi 2 Eqdownxi (t) (f) (u)�yi 62 Downxi (s) (r) (v)�yi 2 Eqxi (u) (v) (w)Eqxi k Eqyi Assumption (x)
ontinued on next page
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ontinued from previous pagefalse (s) (w) (x) (x ` y)D[[xi := yi℄℄ ~p false (y) (x ` z1)D[[xi = yi℄℄ ^ Cxiyi = = or Cxiyi 6== ^D[[xi := yi℄℄ (10) (z2)Cxiyi = = (z1) (z2) (
ommit) �(Lab.Ineq) x : f(: : :) ^ y : g(: : :) ! x := y if f 6=g[[x : f(: : :)℄℄ i.e. Labelx = �f Premise (a)[[y : g(: : :)℄℄ i.e. Labely = �g Premise (b)Labelx = Labely Assumption (
)false (
) f 6=g (
 ` d)D[[x= y℄℄ ~p false (d) (
 ` e)D[[x= y℄℄ ^ Cxy = = or Cxy 6== ^D[[x := y℄℄ (10) (f)Cxy 6== (e) (f) (
ommit) �(Lab.Disj) x : f(: : : xi : : : xj : : :) ! xi ? xj[[x : f(: : : xi : : : xj : : :)℄℄ i.e. Downix = Eqdownxi Premise (a)[[x : f(: : : xi : : : xj : : :)℄℄ i.e. Downjx = Eqdownxj Premise (b)[[x : f(: : : xi : : : xj : : :)℄℄ i.e. Upxj = Equpx Premise (
)�xi 2 Eqxi (3) (d)�xi 2 Eqdownxi (d) (6) (e)�xi 2 Downix (e) (a) (f)Downx = ℄kDownkx (8) (g)�xi 62 Downix (g) (f) (h)�xi 62 Eqdownxj (h) (b) (i)�xi 2 Downx (g) (f) (j)I = Equpx ℄ Downx ℄ Sidex (5) (k)�xi 62 Equpx (j) (k) (l)�xi 62 Upxj (l) (
) (m)I = Eqdownxj ℄ Upxj ℄ Sidexj (4) (n)�xi 2 Sidexj (n) (i) (m) (o)Eqxi k Sidexj Assumption (p)false (p) (d) (o) (p ` q)D[[xi :? xj ℄℄ ~p false (q) (p ` r)D[[xi ? xj ℄℄ ^ Cxixj = ? or Cxixj 6=?^D[[xi :? xj ℄℄ (10) (s)Cxixj = ? (s) (r) (
ommit) �(Lab.Dom) x : f(: : : yi : : :) ! xC+ yi[[x : f(: : : yi : : :)℄℄ i.e. Upyi = Equpx Premise (a)�x 2 Eqx (3) (b)�x 2 Equpx (b) (7) (
)�x 2 Upyi (
) (a) (d)Eqx k Upyi Assumption (e)
ontinued on next page18




ontinued from previous pagefalse (e) (b) (d) (e ` f)D[[x :C+ yi℄℄ ~p false (f) (e ` g)D[[xC+ yi℄℄ ^ D[[xyi℄℄ = C+ or Cxyi 6=C+ ^D[[x :C+ yi℄℄ (10) (h)Cxyi = C+ (h) (f) (
ommit) �(Inter) x R1 y ^ x R2 y ! x R y R � R1 \ R2[[x R1 y℄℄ i.e. Cxy 2 R1 Premise (a)[[x R2 y℄℄ i.e. Cxy 2 R2 Premise (b)Cxy 2 R1 \ R2 (a) (b) (fd.
onj) (
)Cxy 2 R (
) R � R1 \R2 �For rule (Inv) x R y ! y R�1 x, we need to show that [[x R y℄℄  ~p [[y R0 x℄℄,where R0 � R�1. We show this by proving that whenever r 62 R�1 we also haver 62 R0. We must 
onsider the following 4 
ases:(
ase = 62 R�1) [[x := y℄℄  ~p [[y := x℄℄ (i.e. = 62 R0)(
ase B+ 62 R�1) [[x :C+ y℄℄  ~p [[y :B+ x℄℄ (i.e. B+ 62 R0)(
ase C+ 62 R�1) [[x :B+ y℄℄  ~p [[y :C+ x℄℄ (i.e. C+ 62 R0)(
ase ? 62 R�1) [[x :? y℄℄  ~p [[y :? x℄℄ (i.e. ? 62 R0)(Inv 1) [[x := y℄℄  ~p [[y := x℄℄Cxy 6== Premise (a)D[[x= y℄℄ ^ Cxy = = or Cxy 6== ^D[[x := y℄℄ (10) (b)D[[x := y℄℄ i.e. Eqx k Eqy (b) (
ommit) (a ` 
)�x 2 Eqx (3) (d)�x 62 Eqy (
) (d) (e)Eqy = Eqy Assumption (f)false (d) (e) (f) (f ` g)D[[y = x℄℄ ^ Cyx = = or Cyx 6== ^D[[y := x℄℄ (10) (h)Cyx 6== (h) (g) (
ommit) �(Inv 2) x :C+ y  ~p y :B+ xCxy 6=C+ Premise (a)D[[xC+ y℄℄ ^ Cxy = C+ or Cxy 6=C+ ^D[[x :C+ y℄℄ (10) (b)D[[x :C+ y℄℄ i.e. Eqx k Upy (a) (b) (
ommit) (
)�x 2 Eqx (3) (d)�x 2 Equpx (d) (7) (e)�x 62 Upy (d) (
) (f)Equpx � Upy Assumption (g)�x 2 Upy (g) (e) (g ` h)false (h) (f) (g ` i)D[[xC+ y℄℄ ~p false (i) (g ` j)
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ontinued from previous pageD[[xC+ y℄℄ ^ Cyx = B+ or Cyx 6=B+ ^D[[x :C+ y℄℄ (10) (k)Cyx 6=B+ (k) (j) (
ommit) �(Inv 3) x :B+ y  ~p y :C+ xCxy 6=B+ Premise (a)D[[y C+ x℄℄ ^ Cxy = B+ or Cxy 6=B+ ^D[[y :C+ x℄℄ (10) (b)D[[y :C+ x℄℄ i.e. Eqy k Upx (a) (b) (
ommit) (
)�y 2 Eqy (3) (d)�yEqupy (d) (7) (e)�y 62 Upx (d) (
) (f)Equpy � Upx Assumption (g)�y 2 Upx (g) (e) (g ` h)false (h) (f) (g ` i)D[[y C+ x℄℄ ~p false (i) (g ` j)D[[y C+ x℄℄ ^ Cyx = C+ or Cyx 6=C+ ^D[[y :C+ x℄℄ (10) (k)Cyx 6=C+ (k) (j) (
ommit) �(Inv 4) x :? y  ~p y :? xCxy 6=? Premise (a)D[[x? y℄℄ ^ Cxy = ? or Cxy 6=?^D[[x :? y℄℄ (10) (b)D[[x :? y℄℄ i.e. Eqx k Sidey (a) (b) (
ommit) (
)�x 2 Eqx (3) (d)�x 62 Sidey (d) (
) (e)�x 2 Eqdownx (d) (6) (f)Eqdownx � Sidey Assumption (g)�x 2 Sidey (g) (f) (f ` h)false (h) (e) (f ` i)D[[y ? x℄℄ ~p false (i) (f ` j)D[[y ? x℄℄ ^ Cyx = ? or Cyx 6=?^D[[y :? x℄℄ (10) (k)Cyx 6=? (k) (j) (
ommit) �(Disj) x? y ^ y C� z ! x? z[[x? y℄℄ i.e. Cxy = ? Premise (a)[[y C� z℄℄ i.e. Cyz 2 f=;C+g Premise (b)D[[z C+ y℄℄ ^ Cyz = B+ or Cyz 6=B+ ^D[[z :C+ y℄℄ (10) (
)D[[z :C+ y℄℄ i.e. Eqz k Upy (b) (
) (
ommit) (d)D[[y ? z℄℄ ^ Cyz = ? or Cyz 6=?^D[[y :? z℄℄ (10) (e)D[[y :? z℄℄ i.e. Eqz k Sidey (e) (b) (
ommit) (f)�z 2 Eqz (3) (g)�z 62 Upy (g) (d) (h)�z 62 Sidey (g) (f) (i)I = Eqdowny ℄Upy ℄ Sidey (4) (j)
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ontinued from previous page�z 2 Eqdowny (j) (h) (i) (k)D[[x? y℄℄ ^ Cxy = ? or Cxy 6=?^D[[x :? y℄℄ (10) (l)D[[x? y℄℄ i.e. Eqdowny � Sidex (l) (a) (
ommit) (m)�z 2 Sidex (k) (m) (n)Sidex k Eqz Assumption (o)false (o) (n) (g) (o ` p)D[[x :? z℄℄ ~p false (p) (o ` q)D[[x? z℄℄ ^ Cxz = ? or Cxz 6=?^D[[x :? z℄℄ (10) (r)Cxz = ? (r) (q) (
ommit) �Lemma 5. [[x C� y℄℄ ~p �y 2 Eqdownx(Lemma 5) [[xC� y℄℄ ~p y 2 Eqdownx[[xC� y℄℄ i.e. Cxy 2 f=;C+g Premise (a)D[[y C+ x℄℄ ^ Cxy = B+ or Cxy 6=B+ ^D[[y :C+ x℄℄ (10) (b)D[[y :C+ x℄℄ i.e. Eqy k Upx (a) (b) (
ommit) (
)D[[x? y℄℄ ^ Cxy = ? or Cxy 6=?^D[[x :? y℄℄ (10) (d)D[[x :? y℄℄ i.e. Eqy k Sidex (a) (d) (
ommit) (e)�y 2 Eqy (3) (f)�y 62 Upx (f) (
) (g)�y 62 Sidex (f) (e) (h)I = Eqdownx ℄ Upx ℄ Sidex (4) (i)�y 2 Eqdownx (i) (g) (h) �(NegDisj) xC� z ^ y C� z ! x :? yCxz 2 f=;C+g Premise (a)Cyz 2 f=;C+g Premise (b)�z 2 Eqdownx (a) (Lemma 5) (
)�z 2 Eqdowny (b) (Lemma 5) (d)I = Eqdowny ℄Upy ℄ Sidey (4) (e)�z 62 Sidey (d) (e) (f)Eqdownx � Sidey Assumption (g)�z 2 Sidey (
) (g) (g ` i)false (f) (i) (g ` j)D[[x? y℄℄ ~p false (j) (g ` k)D[[x? y℄℄ ^ Cxy = ? or Cxy 6=?^D[[x :? y℄℄ (10) (l)Cxy 6=? (l) (k) (
ommit) �Lemma 6. [[x :C� y℄℄ ~p �y 62 Eqdownx(Lemma 6) [[x :C� y℄℄ ~p �y 62 Eqdownx[[x :C� y℄℄ i.e. Cxy 2 fB+;?g Premise (a)D[[x= y℄℄ ^ Cxy = = or Cxy 6== ^D[[x := y℄℄ (10) (b)
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ontinued from previous pageD[[x := y℄℄ i.e. Eqx k Eqy (a) (b) (
ommit) (
)D[[xC+ y℄℄ ^ Cxy = C+ or Cxy 6=C+ ^D[[x :C+ y℄℄ (10) (d)D[[x :C+ y℄℄ i.e. Downx k Eqy (a) (d) (
ommit) (e)�y 2 Eqy (3) (f)�y 62 Eqx (f) (
) (g)�y 62 Downx (e) (
) (h)�y 62 Eqdownx (g) (h) (6) �(Child.up) xC� y ^ x : f(x1; : : : ; xn) ^Vni=1 xi :C� y ! x = yCxy 2 f=;C+g Premise (a)[[x : f(x1; : : : ; xn)℄℄ i.e.Downix = Eqdownxi 1 � i � nDownix = ; i > n Premise (b)Cxiy 2 fB+;?g Premise (
)�y 62 Eqdownxi (
) (Lemma 6) (d)�y 62 Downix (d) (b) (e)Downx = ℄iDownix (8) (f)�y 62 Downx (e) (f) (g)�y 2 Eqdownx (a) (Lemma 5) (h)�y 2 Eqx (g) (h) (6) (i)�y 2 Eqy (3) (j)Eqx k Eqy Assumption (k)false (i) (j) (k) (k ` l)D[[x := y℄℄ ~p false (l) (k ` m)D[[x= y℄℄ ^ Cxy = = or Cxy 6== ^D[[x := y℄℄ (10) (n)Cxy = = (n) (m) (
ommit) �Lemma 7. �x 2 Eqdownx(Lemma 7) �x 2 Eqdownx�x 2 Eqx (3) (a)Eqdownx = Eqx ℄ Downx (6) (b)�x 2 Eqdownx (a) (b) �Lemma 8. [[x C+ y℄℄  ~p �y 2 Downx(Lemma 8) [[xC+ y℄℄  ~p �y 2 DownxCxy = C+ Premise (a)Cxy 6=C+ Assumption (b)false (a) (b) (b ` 
)D[[xC+ y℄℄ ^ Cxy = C+ or Cxy 6=C+ ^D[[x :C+ y℄℄ (10) (d)D[[xC+ y℄℄ i.e. Eqdowny � Downx (
) (d) (
ommit) (e)�y 2 Eqdowny (Lemma 7) (f)
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ontinued from previous page�y 2 Downx (e) (f) �Lemma 9. �x 62 Sidex(Lemma 9) �x 62 Sidex�x 2 Eqx (3) (a)Eqdownx = Eqx ℄ Downx (6) (b)�x 2 Eqdownx (a) (b) (
)I = Eqdownx ℄ Upx ℄ Sidex (4) (d)�x 62 Sidex (
) (d) �Lemma 10. �x 62 Downx(Lemma 10) �x 62 Downx�x 2 Eqx (3) (a)Eqdownx = Eqx ℄ Downx (6) (b)�x 62 Downx (a) (b) �Lemma 11. �y 2 Eqdownx  ~p Cxy 2 f=;C+g(Lemma 11) �y 2 Eqdownx  ~p Cxy 2 f=;C+g�y 2 Eqdownx Premise (a)�y 62 Sidey (Lemma 9) (b)Eqdownx � Sidey Assumption (
)�y 2 Sidey (a) (
) (
 ` d)false (d) (
 ` e)D[[x? y℄℄ ~p false (e) (
 ` f)D[[x? y℄℄ ^ Cxy = ? or Cxy 6=?^D[[x :? y℄℄ (10) (g)Cxy 6=? (f) (g) (h)�y 62 Downy (Lemma 10) (i)Eqdownx � Downy Assumption (j)�y 2 Downy (a) (j) (j ` k)false (i) (k) (j ` l)D[[y C+ x℄℄ ~p false (l) (j ` m)D[[y C+ x℄℄ ^ Cyx = C+ or Cyx 6=C+ ^D[[y :C+ x℄℄ (10) (n)Cyx 6=C+ (m) (n) (
ommit) (o)Cxy :=B+ (o) (Inv) (p)Cxy 2 f=;C+g (h) (p) �(Child.down) xC+ y ^ x:f(x1; : : : ; xn) ^ ^ni=1;i6=jxi :C� y ! xj C� y[[xC+ y℄℄ Premise (a)[[x : f(x1; : : : ; xn)℄℄ i.e.Downix = Eqdownxi 1 � i � nDownix = ; i > n Premise (13) (b)
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ontinued from previous page[[xi :C� y℄℄ 1 � i6=j � n Premise (
)�y 2 Downx (a) (Lemma 8) (d)�y 62 Downix i > n (b) (e)�y 62 Eqdownxi 1 � i6=j � n (
) (Lemma 6) (f)�y 62 Downix 1 � i6=j � n (f) (b) (g)Downx = ℄fDownix j 1 � i � maxg (8) (h)�y 2 Downjx (h) (d) (e) (g) (i)�y 2 Eqdownxj (i) (b) (j)Cxjy 2 f=;C+g (j) (Lemma 11) �Lemma 12. [[x :? y℄℄  ~p �y 62 Sidex(Lemma 12) [[x :? y℄℄  ~p �y 62 Sidex[[x :? y℄℄ i.e. Cxy 6=? Premise (a)D[[x? y℄℄ ^ Cxy = ? or Cxy 6=?^D[[x :? y℄℄ (10) (b)Cxy = ? Assumption (
)false (a) (
) (
 ` d)D[[x :? y℄℄ i.e. Eqy k Sidex (d) (
ommit) (e)�y 2 Eqy (3) (f)�y 62 Sidex (f) (e) �A really important lemma that I should have proven mu
h earlierLemma 13. [[xry℄℄  ~p D[[xry℄℄(Lemma 13) [[xry℄℄  ~p D[[xry℄℄[[xry℄℄ i.e. Cxy = r Premise (a)Cxy 6=r Assumption (b)false (a) (b) (b ` 
)D[[xry℄℄ ^ Cxy = r or Cxy 6=r ^ D[[x:ry℄℄ (10) (d)D[[xry℄℄ (
) (d) (
ommit) �(NegDom) x? y ^ y :? z ! x :C� z[[x? y℄℄ Premise (a)[[y :? z℄℄ Premise (b)�z 62 Sidey (b) (Lemma 12) (
)Eqx = Eqz Assumption (d)�z 2 Eqz (3) (e)�z 2 Eqx (d) (e) (d ` f)Eqdownx = Eqx ℄ Downx (6) (g)�z 2 Eqdownx (f) (g) (d ` h)D[[x? y℄℄ i.e. Eqdownx � Sidey (a) (Lemma 13) (i)�z 2 Sidey (h) (i) (d ` j)
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ontinued from previous pagefalse (
) (j) (d ` k)D[[x= z℄℄ ~p false (k) (d ` l)D[[x= z℄℄ ^ Cxz = = or Cxz 6== ^D[[x := z℄℄ (10) (m)Cxz 6== (l) (m) (
ommit) (n)Eqdownz � Downx Assumption (o)�z 2 Eqdownz (Lemma 7) (p)�z 2 Downx (o) (p) (o ` q)Eqdownx = Eqx ℄ Eqdownx (6) (r)�z 2 Eqdownx (q) (r) (o ` s)D[[x? y℄℄ i.e. Eqdownx � Sidey (a) (Lemma 13) (t)�z 2 Sidey (s) (t) (o ` u)false (
) (u) (o ` v)D[[xC+ z℄℄ ~p false (v) (o ` w)D[[xC+ z℄℄ ^ Cxz = C+ or Cxz 6=C+ ^D[[x :C+ z℄℄ (10) (x)Cxz 6=C+ (w) (x) (
ommit) (y)Cxz 62 f=;C+g (n) (y) �Lemma 14. �y 62 Eqx  ~p Cxy 6==(Lemma 14) �y 62 Eqx  ~p Cxy 6==�y 62 Eqx Premise (a)�y 2 Eqy (3) (b)Eqx = Eqy Assumption (
)�y 2 Eqx (b) (
) (
 ` d)false (a) (d) (
 ` e)D[[x= y℄℄ ~p false (e) (
 ` f)D[[x= y℄℄ ^ Cxy = = or Cxy 6== ^D[[x := y℄℄ (10) (g)Cxy 6== (f) (g) (
ommit) �(Dom.Ineq) xC� y1 ^ y1 C+ y2 ^ y2 C� z ! x := z[[xC� y1℄℄ Premise (a)[[y1 C+ y2℄℄ Premise (b)[[y2 C� z℄℄ Premise (
)�z 2 Eqdowny2 (
) (Lemma 5) (d)D[[y1 C+ y2℄℄ i.e. Eqdowny2 � Downy1 (b) (Lemma 13) (e)�z 2 Downy1 (d) (e) (f)Cxy1 2 f=;C+g i.e. Cxy1 6=B+ (a) (g)Cxy1 = B+ Assumption (h)false (g) (h) (h ` i)D[[xB+ y1℄℄ ^ Cxy1 = B+ or Cxy1 6=B+ ^D[[x :B+ y1℄℄ (10) (j)D[[x :B+ y1℄℄ i.e. Downy1 k Eqx (i) (j) (
ommit) (k)�z 62 Eqx (f) (k) (l)
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ontinued from previous pageCxz 6== (l) (Lemma 14) �(Child.Ineq) x := y ^ x:f(: : : x0 : : :) ^ y:g(: : : y0 : : :) ! x0 := y0[[x := y℄℄ Premise (a)D[[x := y℄℄ i.e. Eqx k Eqy (a) (Lemma 13) (b)�x 2 Eqx (3) (
)�x 62 Eqy (b) (
) (d)[[x:f(: : : x0 : : :)℄℄ i.e. Eqx = Parentx0 Premise (e)�x 2 Parentx0 (e) (d) (f)[[y:g(: : : y0 : : :)℄℄ i.e. Eqy = Parenty0 Premise (g)�x 62 Parenty0 (d) (g) (h)Parentx0 = Parenty0 Assumption (i)false (f) (h) (i ` j)D[[x0 = y0℄℄ ~p false (j) (i ` k)D[[x0 = y0℄℄ ^ Cx0y0 = = or Cx0y0 6== ^D[[x0 := y0℄℄ (10) (l)Cx0y0 6== (k) (l) (
ommit) �Lemma 15. �x 62 Upx(Lemma 15) �x 62 Upx�x 2 Eqx (3) (a)Equpx = Eqx ℄ Upx (7) (b)�x 62 Upx (a) (b) �Lemma 16. �y 2 Equpx  ~p Cxy 2 f=;B+g(Lemma 16) �y 2 Equpx  ~p Cxy 2 f=;B+g�y 2 Equpx Premise (a)Equpx � Upy Assumption (b)�y 2 Upy (a) (b) (b ` 
)�y 62 Upy (Lemma 15) (d)false (
) (d) (b ` e)D[[xC+ y℄℄ ~p false (e) (b ` f)D[[xC+ y℄℄ ^ Cxy = C+ or Cxy 6=C+ ^D[[x :C+ y℄℄ (10) (g)Cxy 6=C+ (f) (g) (
ommit) (h)Eqdowny � Sidex Assumption (i)�y 2 Eqdowny (Lemma 7) (j)�y 2 Sidex (i) (j) (i ` k)I = Equpx ℄ Downx ℄ Sidex (5) (l)�y 6 Sidex (a) (l) (m)false (k) (m) (i ` n)D[[x? y℄℄ ~p false (n) (i ` o)
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ontinued from previous pageD[[x? y℄℄ ^ Cxy = ? or Cxy 6=?^D[[x :? y℄℄ (10) (p)Cxy 6=? (o) (p) (
ommit) (q)Cxy 2 f=;B+g (h) (q) �
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