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Abstract. Computing the similarity between two protein structurea irucial
task in molecular biology, and has been extensively ingattd. Many protein
structure comparison methods can be modeled as maximuoegbigpblems in
specifick-partite graphs, referred here as alignment graphs. Inpdger, we
propose a new protein structure comparison method baseatemal distances
(DAST), which main characteristic is that it generatesratignts having RMSD
smaller than any previously given threshold. DAST is posea maximum clique
problem in an alignment graph, and in order to compute DA&tlignments,
we also design an algorithm (ACF) for solving such maximuigug problems.
We compare ACF with one of the fastest clique finder, recettiyceived by
Ostergird. On a popular benchmark (the Skolnick set) we obsernteABE is
about 20 times faster in average than the Ostetg algorithm. We then suc-
cessfully use DAST's alignments to obtain automatic cfasgtion in very good
agreement with SCOP.

Key words: protein structure comparison, maximum clique problkspartite graphs,
combinatorial optimization, branch and bound.

1 Introduction

A fruitful assumption in molecular biology is that proteiofssimilar three-dimensional
(3D) structures are likely to share a common function and @steases derive from a
same ancestor. Understanding and computing the proteictstes similarities is one
of the keys for developing protein based medical treatmemig thus it has been ex-
tensively investigated [1, 2]. Evaluating the similaritfitavo protein structures can be
done by finding an optimal (according to some criterionskeoqateserving matching
(also called alignment) between their components. In tafsep, we propose a new pro-
tein structure comparison method based on internal dis&a(i2AST). Its main char-
acteristic is to generate alignments having RMSD smallan thny previously given
threshold. We show that finding such alignments is equitatersolving maximum
cligue problems in specifik-partite graphs referred here as alignment graphs. These
graphs could be very large (more than 25000 vertices anti® edges) when compar-
ing real proteins. Even very recent general clique finderd][a@re oriented to notably
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smaller instances and are not able to solve problems of szelitee available code of
[4] is limited to graphs with up to 1000 vertices).

For solving the maximum clique problem in this context weaawe an algorithm,
denoted byACF (for Alignment Clique Finder), which profits from the paxlar struc-
ture of the alignment graphs. We furthermore compare ACFnteféicient general
clique solver [5] and the obtained results clearly demastthe usefulness of our
dedicated algorithm. In addition, we show that the scoreainbd by DAST allow to
obtain an automatic classification in agreement with SCQPT}&e main focus here is
on designing an algorithm able to generate alignments witiranteed small RMSD.
Evaluating the quality of these alignments and its comparigith other structure align-
ment methods is beyond the scope of this paper and is a solbj@aet coming research.

Strickland et al. [7] also exploit the properties of the nmaxim cliques in protein-
based alignment graphs. However, their approach consilyediffers from ours: the
alignment graphs are defined in a different manner (seeosettB) and the authors
in [7] concentrate on specialized preprocessing techsiguerder to accelerate the
solution of another optimization problem—Contact Map Qa@Maximization. The
maximum cliques instances that are solved in [7] are muchlentaan ours.

1.1 The maximum clique problem

We usually denote an undirected graph®y: (V,E), whereV is the set of vertices and

E is the set of edges. Two verticeand j are said to be adjacent if they are connected
by an edge oE. A clique of a graph is a subset of its vertex set, such thattany
vertices in it are adjacent.

Definition 1. Themaximum clique problem (also called maximum cardinality clique
problem) is to find a largest, in terms of vertices, cliqueméabitrary undirected graph
G, which will be denoted by MQG).

The maximum clique problem is one of the first problem showlnetdP-complete [8]

and it has been studied extensively in literature. Integestaders can refer to [9] for a
detailed state of the art about the maximum clique problenan be easily proven that
solving this problem in the context &fpartite graphs does not reduce its complexity.

1.2 Alignment graphs
In this paper, we focus on grid alike graphs, which we defin@kmns.

Definition 2. A mx n alignment graph G = (V,E) is a graph in which the vertex set
V is depicted by a (m-rows) (n-columns) array T, where each celli[k] contains at
most one vertexk from V (note that for both arrays and vertices, the first id&ands
for the row number, and the second for the column number). vievtices ik and |l
can be connected by an edge, j.I) € E only if i < j and k< I. An example of such
alignment graph is given in Fig 2a.

It is easily seen that thie rows form am-partition of the alignment grap8, and that
then columns also form a-partition. In the rest of this paper we will use the follogin



notations. A successor of a vertek € V is an element of the sét(i.k) = {j.| eV
s.t.(ikj.l) €E,i < jandk <I}. Vikis the subset o¥ restricted to vertices in rows
j,i<j<m andin columng, k <| < n. Note thatr *(i.k) c VTl G s the
subgraph of5 induced by the vertices M. The cardinality of a vertex sét is |U]|.

1.3 Relations with protein structure similarity

In graph-theoretic language, two protefsandP, can be represented by two undi-
rected graph$s; = (Vi,E1) and G, = (Vo,E2) where the sets of verticdg andV,
stand for residues/SSE, while edges depict contactitmesdtips between them. The
similarity betweenP; and P, can be estimated by finding the longest alignment be-
tween the elements afy andV-. In our approach, this is modeled by an alignment
graphG = (V,E) of size|V4| x |V2|, where each row corresponds to an element;of
and each column corresponds to an elementofA vertexi.k is inV (i.e. matching

i — kis possible), only if elemenisc V; andk € V, are compatible. An edgg.k, j.1)
isinEifand onlyif: (i) i < j andk < I, for order preserving, and (ii) matching- k

is compatible with matching < |. A feasible alignment oP; andP; is then a clique

in G, and the longest alignment corresponds to a maximum clige i

At least two protein structure similarity related problefrn the literature can be
converted into clique problems in alignment graphs : thesdary structure alignment
in VAST[10], and the Contact Map Overlap Maximization pretl (CMO)[11].

VAST, or Vector Alignment Search Tool, is a software for alignprgtein 3D struc-
tures largely used in the National Center for Biotechnollsggrmation®. In VAST, V;
andV, contain 3D vectors representing the secondary structeraezits (SSE) of;
andP,. Matchingi < k is possible if vectorsandk have similar norms and correspond
either both tax-helices or both t@-strands. Finally, matchinig— k is compatible with
matchingj < | only if the couple of vector§, j) from P; can be well superimposed in
3D-space with the couple of vectdiis ) from P..

CMO is one of the most reliable and robust measures of protaintsire similarity.
Comparisons are done by aligning the residues (aminoJaaid&o proteins in a way
that maximizes the number of common contacts (when twouesithat are close in 3D
space are matched with two residues that are also close ip&2} We have already
dealt with CMO, but not using cliques [12]. The above defamtof the alignment graph
is inspired by the one we used and proved to be very succasdfud case of CMO.
There is a multitude of other alignment methods and theydifiainly by the nature
of the elements of4, andV,, and by the compatibility definitions between elements
and between pairs of matched elements. One essentiakdiffebetween our approach
and the one used in [7] resides in the definition itself of thgnanent graph. Every
vertex in the so-called specially defined graph from [7] esponds to an overlap of an
edge/contact fronf; with an edge/contact frof, and hence the graph size|&;| x
|E2|, versugVy| x |Vo| in our definition.

5 http://www.ncbi.nlm.nih.gov/Structure/VAST/vast.stit



1.4 DAST: an improvement of CMO based on internal distances

The objective in CMO is to maximize the number of common cotstalt has been
shown that this objective finds a good global similarity cahich can be success-
fully used for classification of structures [13, 12]. Howgwvaich a strategy also intro-
duces some “errors” in the structure based alignment-lik@iag two residues that
are close in 3D space with two residues that are remote,ustrdted in Fig 1. These
errors could potentially yield alignments with big root mesjuare deviations (RMSD)
which is not desirable for structures comparison. To avaithgproblems we propose
DAST (Distance-based Alignment Search Tool)—an alignmeegthod based on inter-
nal distances which is modeled in an alignment graph. In DA®® proteinsP; and
P, are represented by their ordered sets of residlaemndV,. Two residues € V;
andk € \, are compatible if they come from the same kind of secondangttre ele-
ments (i.ei andk both come frono-helices, or fronf3-strands) or if both come from
loops. Let us denote bgij (resp.dx) the euclidean distance between tin@€arbons
of residued andj (resp.k andl). Matchingi < k is compatible with matching « |
only if |djj —du| < T, wheret is a distance threshold. The longest alignment in terms
of residues, in which each couple of residues frBmis matched with a couple of
residues fronmP, having similar distance relations, corresponds to a mawirolique in
the alignment grapt®. For example the cliqué.1),(3.2),(4.3) in Fig 2a is generated
by aligning residues,3, 4 from Py (rows) with residues 2,3 from P, (columns).

Fig. 1. An optimal CMO matching.

e
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Two proteins (P, andP,) are represented by their contact map graphs where theegidorre-
sponds to the residues and where edges connect residuestactso(i.e. close). The matching
“1l 1,2« 3,4 47 represented by the arrows, yields two common contactghvis the
maximum for the considered case. However, it also matctsdues 1 and 4 fror®; which are
in contacts with residues and 4 in P> which are remote.

Given a set of deviationsS= {s1,S,...,5}, its Root Mean Square Deviation
. 1 n . . .
(RMSD is : RMSOS) = a X Z§ For assessing the quality of an alignment, the
i=

biologists use two differerlRMSDmeasures which differ on the deviations they take
into account. The first one is tHRMSDof superimposed coordinateRNISD}). After
superimposing the two protein structures, the measurettitavs are the euclidean
distances between the matched amino-dgidor all matching pair$ — k. The second
one is theRMSDof internal distancesRMSLy). The measured deviations adg — dy|,



for all couples of matching pairs & k, j < |”. Let us denote by the later set and by

. L 1
Nm its cardinality. We therefore have thaRMSDQy = \/— X % (dij —dw[?) and
(ij.]

m

since|d;j —d| < T holds for all matching pairs“- K, j < 1", the alignments generated
by DAST are characterized by the desired propBMSQy < t.

2 Branch and Bound approach

We have been inspired by [5] to propose our own algorithm tiscmore suitable
for solving the maximum clique problem in the previously defim x n alignment
graphG = (V,E). Let Bestbe the biggest clique found so far (first it is set®¢ and
[MCC(G)| be an over-estimation ¢FMCC(G)|. By definition,Vi+1k+1 c yiktl ik
and similarlyVi+1k+1 - vi+lk - ik >From these inclusions and from definition2, it
is easily seen that for ar@', MCC(G'¥) is the biggest clique amorlgCC(G+1),
MCC(G'**1) andMCC(G"+1&+1) | {i.k}, but for the latter only if vertekk is adjacent
to all vertices iNMCC(G'*1%*1). LetC be a(m+ 1) x (n+ 1) array whereC[i][k] =
[MCC(G'¥)| (values in rowm+1 or columm-+ 1 are equal to 0). For reasoning purpose,
let assume that the upper-bound€iare exact. If a vertekk is adjacent to all vertices
in MCC(G"1k+1) 'thenCli][K] = 1+C[i + 1] [k+ 1], elseC[i][K] = max(C[i][k+ 1], C[i +
1][K]). We can deduce that a vertek cannot be in a clique i5"* which is bigger than
Bestif C[i 4+ 1][k+ 1] < |Best, and this reasoning still holds if values @are upper
estimations. Another important inclusioris (i.k) ¢ VT, Even ifC[i 4- 1] [k+1] >
|Best, if [MCC(I'*(i.k))| < |Best theni.k cannot be in a clique iG'* bigger tharBest

Fig. 2. A 4 x 4 alignment graph and the visiting order of its arfiay

Rows Rows

| AN
: |ONIRG ;\I\g\

Columns Columns

A) An exemple of 4x4 alignment graph. B) Visiting order or array T.

Our main clique cardinality estimator is constructed anelduaccording to these
properties. A function, Find_cliqué&), will visit the cells of T according to north-
west to south-est diagonals, from diagonal-k = m+ n” to diagonal i+ k = 2”



as illustrated in Fig 2b. For each cdlli][k] containing a vertexk € V, it may call
Extend_clique{i.k}, It (i.k)), a function which tries to extend the cligyek} with
vertices in*(i.k) in order to obtain a clique bigger th&est(which cannot be bigger
than |Best| +1). If such a clique is fouri8kstis updated. However, Find_clique() will
call Extend_clique() only if two conditions are satisfied) q]i + 1][k+ 1] = |Best and
(ii) IMCC(r *(i.k))| > |Best. After the call to Extend_clique(%[i][K] is set to|Best.
For all other cellsT [i][k], Cli][K] is set to mafC][i][k+ 1], C[i + 1][k]) if i.k ¢ V, or
to 14+ C[i + 1)[k+ 1]) if i.k € V. Note that the order used for visiting the cellsTin
guaranties that when computing the valu€gfk], the values o€[i + 1][K], C[i][k+ 1]
andC[i + 1][k+ 1] are already computed.

Array C can also be used in function Extend_clique() to fasten thdmmam clique
search. This function is a branch a bound (B&B) search usiegfdllowing branch-
ing rules. Each node of the B&B tree is characterized by a leo(@i, Cand) where
Cli is the cligue under construction a@hnd is the set of candidate vertices to be
added tcCli. Each call to Extend_cliquéick}, ' (i.k)) create a new B&B tree which
root node is {i.k}, I (i.k)). The successors of a B&B nod€li,Cand) are the nodes
(CliU{i" K'}, CandNI (i’ K)), for all verticesi’.k" € Cand Branching follows lexi-
cographic increasing order (row first). According to thertwlzing rules, for any given
B&B node Cli, Cand) the following cutting rules holds : (i) ifCli| + |Cand < |Best
then the current branch cannot lead to a clique bigger Bast and can be fathomed,
(i) if IMCC(Cand)| < |Best — [Cli|, then the current branch cannot lead to a clique big-
ger thanBest, and (iii) if MCC(CandNT*(i.k))| < |Best —|Cli| — 1, then branching
oni.k cannot lead to a clique bigger thgest. For any seCandand any vertex.k,
CandNI*(i.k) c r*(i.k) , andr*(i.k) c G+ From these inclusions we can de-
duce two way of over-estimatifty) CC(Cand\ I * (i.k))|. First, by usindC[i + 1] [k+ 1]
which over-estimattMCC(G+1k1)| and second, by over-estimatifdCC(I" * (i.k))|.

All values |MCC(I *(i.k))| are computed once for all in Find_clique() and thus, only
IMCC(Cand)| needs to be computed in each B&B node.

3 Maximum clique cardinality estimators

Even if the described functions depend on aathey also use another upper-estimator
of the cardinality of a maximum clique in an alignment graBh.using the properties
of alignment graphs, we developed the following estimators

3.1 Minimum number of rows and columns

Definition 2 implies that there is no edge between verticemfthe same row or the
same column. This means that imex n alignment graphyMCC(G)| < min(m,n). If
the numbers of rows and columns are not computed at the @neatithe alignment
graph, they can be computed@t|V|).



3.2 Longestincreasing subset of vertices

Definition 3. Anincreasing subset of verticesin an alignment graph G= {V,E} is an
ordered subsetiz.ky, i2.kz, ..., it.k }of V, such that/j € [1,t — 1], ij <ijy1, kj <Kjy1.
LIS(G) is the longest, in terms of vertices, increasing subset ices of G.

Since any two vertices in a clique are adjacent, definitiom@lies that a clique in
G is an increasing subset of vertices. However, an increagibget of vertices is not
necessarily a clique (since vertices are not necessajaygeaut), and thuMCC(G)| <
[LIS(G)|. Inamx nalignment grapl = (V,E), LIS(G) can be computed i®(n x m)
times by dynamic programming. However, it is possible bygshe longest increasing
subsequence to soléS(G) in O(|V| x In(|V])) times which is more suited in the case
of sparse graph like in our protein structure comparisoregrents.

Definition 4. Thelongest increasing subsequence of an arbitrary finite sequence of
integers S="“ij,i2,...,in" is the longest subsequenceS“i |, i, ...,i{" of S respecting
the original order of S, and such that for allg [1,t],i] < i/j+l' By example, the longest
increasing subsequence of “1,5,2,3"is “1,2,3".

For any given alignment grapB = {V,E}, we can easily reorder the vertex set
V, first by increasing order of columns, and second by deargasider of rows. Let’s
denote by’ this reordered vertex set. Then we can create an integeeseeg cor-
responding to the row indices of vertices\i. For example, by using the alignment
graph presented in Fig2a, the reordered vertex/sét {4.1, 21, 11, 32,43, 33,
2.3, 13, 44, 34, 14}, and the corresponding sequence of row indBes‘4, 2, 1,
3, 4, 3, 2,1, 4, 3, 1". Anincreasing subsequenc8wfll pick at most one number
from a column, and thus an increasing subsequence is lotfigast only if it covers
a maximal number of increasing rows. This proves that sgltire longest increasing
subsequence i8is equivalent to solving the longest increasing subset dfoes inG.
Note that the longest increasing subsequence problemvaldgelin timeO(l x In(l))
[14], wherel denotes the length of the input sequence. In our case, thsspmnds to
O(IV| x In([V])).

3.3 Longestincreasing path

Definition 5. Anincreasing path in an alignment G= {V, E} is an increasing subset of
vertex {i..ky, i2.ko, ..., ir.k } such thatvj e [1,t — 1], (i;.kj,ij+1.Kj+1) € E. The longest
increasing path in G is denoted by L(B)

As the increasing path take into account edges betweenaataevertices|LIP(G)|,
should better estimatdCC(G)|. |LIP(G)| can be computed i@(|V|?) by the following
recurrence. LeDP[i][k] be the length of the longest increasing patlGitf containing
vertexi.k. DPJi][K] = 14+ maX: wcr+i«(DP[i’][K]). The sum over all *(i.k)) is done in
O(|E|) time complexity, and finding the maximum over BIPJi][K] is done inO(|V|).
This results in @(|V| + |E|) time complexity for computingIP(G)]|.

Any of the previously defined estimators can be used as boendrgtor in our
B&B, and without them our algorithm is about 2.21 times slotn the Ostergrd’s



one. Experimentally, the longest increasing subset ofcesri(solved using the longest
increasing subsequence) exhibits the best performantmsirey our algorithm to be
about 20 times faster than the Ostamjs one, and is the bound generator that we used
for obtaining the optimal alignments presented in the nestisn.

4 Results

All results presented in this section come from real proggincture comparison in-
stances. Our algorithm, denoted AZF (for Alignment Clique Finder), has been im-
plemented in C and was tested in the context of DASJIF will be compared to the fast
clique finder (denoted by hef@stergarg which has been proposed in [5] and which
code is publicly available.

4.1 Residues alignment

In this section we compar&CF to Ostergardin the context of residue alignments in
DAST. Computations were done on a PC with an Intel Core2 msmreat 3Ghz, and for
both algorithms the computation time was bounded to 5 hoarrinstance. Secondary
structures assignments were done by KAKSI [15], and thesttolel distance was set
to 3A. The protein structures come from the well known Skakrsiet, described in [16].
It contains 40 protein chains having from 90 to 256 residetssified in SCOP[6]
(v1.73) into five families. Amongst the 780 correspondinigrahent instances, 164
align protein chains from the same family and will be callsailar”. The 616 other
instances align protein chains from different families émas will be called “dissim-
ilar”. Characteristics of the corresponding alignmentpiysare presented table 1.

Table 1. DAST alignment graphs characteristics

array sizeg |V| |E| density | IMCC]|
similar min | 97x97 | 4018 | 106373 | 8.32% | 45
instances| max | 256x 255 | 25706| 31726150 15.44%| 233
dissimilar| min | 97x104 | 1581 | 77164 | 5.76% | 12
instances| max| 256x191 | 21244| 16839653 14.13%| 48

All alignment graphs from DAST have small edge density (tess 16%). Similar instances are
characterized by bigger maximum cliques than the dissiririktances.

Table 2compares the number of instances solved by each algoritt8kalnick set.
Note that when an instance is solved, the B&B algorithm fingh the optimal score
(maximum clique cardinality), as well as the correspondiegjdues alignmenACF
solved 155 from 164 similar instances, whidstergardsolved 128 instanceCF was
able to solve all 616 dissimilar instances, whistergardsolved 545 instances only.
Thus, on this popular benchmark sAGF clearly outperform®stergardin terms of
number of solved instances.



Table 2. Number of solved instances comparison

Oster@ard ACH
Similar instances (164) 128 155
Dissimilar instances (616) 545 616
Total (780)| 673 771

On the Skolnick seACF solves 21% more similar instances and 13% more dissimitdamntes
thanOstergardwhen the running time was upper-bounded by 5 hours per iostan

Figure 3 compares the running time &{CF to the one ofOstergardon the set of
673 instances solved by both algorithms (all instancesesboby Ostergardwere also
solved byACF). For all but one instanceACF is significantly faster tha®stergard
More preciselyACF needed 12 hs. 29 min. 56 sec. to solve all these 673 instances,
while Ostergardneeded 260 hs. 10 min. 10 sec. Thus, on the SkolnickA¢eF, is
about 20 times faster in average thastergard (up to 4029 times for some instances).

Fig. 3. Running time comparison on Skolnick set
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ACF versusOstergardrunning time comparison on the set of the 673 Skolnick irsarsolved
by both algorithms. Th&ACF time is presented on the x-axis, while the onelsttergardis on
the y-axis. For all instances except oA&F is faster tharOstergard

4.2 Comparison between DAST’s and CMQ'’s alignments

In order to compare the alignments of DAST to the ones of CM])[lve extracted
from the Skolnick set 10 instances that are optimally solwedhoth methods (see ta-
ble 3). The five “similar’ instances compare protein stroesucoming from the same



SCOP family, while the five “dissimilar” instances comparetpin structures coming
from different SCOP families. The distance threshold of DA&as set to 3 A(which
corresponds to the desir&MSDy of alignments), while the contact threshold of CMO
was set to 7.5 A(optimal value according to [13]).

Table 3 compares the obtained alignments, both in terms of lengticémtage of
aligned amino-acids) and in termsRMSDy. The alignments of CMO for similar pro-
teins are very good : they are both long and possess W80y values. However,
for dissimilar proteins, the alignments of CMO possess baggRMSD) values, which
means that they do not correspond to common substructurethedother hand, for
both similar and dissimilar proteins, the alignments of DA&lways possess small
RMSLy values (smaller than the perviously fixed threshold). DAS3lignments are
shorter than the ones of CMO, but their lengths better retthecsimilarity between two
proteins, since the alignments between similar proteiasabways much longer than
the alignments between dissimilar proteins. Note that phigoerty does not hold for
CMO’s alignments.

Table 3.CMO vs DAST alignments

Length (AA %) | RMSDy (A)

Instance CMO | DAST | CMO |DAST
lamkA-law2A| 97.4 % | 78.9 % 1.39 | 0.68
similar lamkA-1htiA | 99.0 % | 81.8 % 1.24 | 0.74
instances| 1gqmpA-1gmpB| 99.2 % | 90.8 % 0.22 | 0.22
1lninA-1plaA | 96.0%|57.4 % 1.42 | 0.96
1tmhA-1treA | 99.8 % | 91.6 % 0.90 | 0.44
lamkA-1b00A| 63.5% | 21.7 % 5.62 | 1.23
dissimilar| lamkA-1dpsA| 78.0 % | 15.3 % 13.01| 1.06
instances| 1b9bA-1dbwA|68.3% | 24.4 % 6.02 | 1.11
1gmpA—2pltA | 83.3%| 15.0 % 7.36 | 1.18
1rn1A-1b71A | 70.5% | 17.6 % 11.22| 0.82
Similar instances compare proteins coming from the sameFs@@ily, while dissimilar in-
stances compare proteins coming from different SCOP familihe distance threshold of DAST
was set to 3 A, while the contact threshold of CMO was set toA7.8olumns 3 and 4 com-
pare the length of the alignments (in percentage of alignéid@acids), while columns 5 and 6
compare th&M Sy of the alignments. DAST's alignments always possess gandl(sRMSDy
values, but are shorter than CMO’s ones.

4.3 Automatic classification

In this section, we test the possibility to obtain good awtioclassifications based on
DAST’s alignments. For this purpose we used the followingtgecol : on the Skolnick
set, the runs of DAST were limited to 5 hours per instance.siimdarity score between

two proteinsP; andP, (having respectivelV; | and|V,| amino-acids) was defined as

2x N . . . . . .
SIM(PL, P,) = |V1|XT\n;2| whereNp, is the number of aligned amino-acids (i.e. the size



of the biggest clique found by DAST). These scores were gieeGHAVL [17], an
unsupervised ascendant classification tool based onHd@di maximization, and the
obtained classification was compared to SCOP classificg§prwhich is a curated
classification of the protein structures.

Table 4 presents the obtained classification. It is verylaimid the one of SCOP,
except that the protein chain “1ntrA’ is not classified witte tother members of its
SCOP family. We detected that this error was provoked by Kagscondary structure
assignment of 1ntrA, which is not in agreement with the oreslis SCOP.

Table 4. DAST classification of the Skolnick set

DAST class SCOP Family Proteins
1 CheY-related 1b00A, 1dbwA, 1natA, 3chyA
1gmp(A,B,C,D), 4tmy(A,B)
2 CheY-related IntrA
3 Plastocyanin 1bawA, 1byo(A,B), 1kdiA, 1ninA
lazurin-like 1plaA, 2b3iA, 2pcyA, 2pltA

4 Triosephosphate lamkA, law2A, 1b9bA, 1btmA, 1htiA

isomerase (TIM) | 1tmhA, 1treA, 1triA, 1ydvA, 3ypiA, 8timA
5 Ferritin 1b71A, 1bcfA, 1dpsA, 1fhaA, lierA, 1rcdA
6 Fungal ribonucleasgslrn1(A,B,C)

The classification returned by CHAVL based on similarityreciound by DAST, is very similar
to the SCOP classification, except for the protein chainAlttass 2) which is not recognized
as a CheY-related protein.

5 Conclusion and future work

In this paper we introduce a novel protein structure congparapproach DAST, for
Distance-based Alignment Search Tool. For any fixed thildshdt finds the longest
alignment in which each couple of pairs of matched residbases the same distance
relation (+/-1), and thus the RMSD of the alignmentdst. This property is not guar-
anteed by the CMO approach, which inspired initially DASfof computation stand-
point, DAST requires solving the maximum clique problem 8pacifick-partite graph.
By exploiting the peculiar structure of this graph, we dasignew maximum clique
solver which significantly outperforms one of the best gaheraximum clique solver.
Our solver was successfully integrated into DAST and wilfrieely available soon. We
are currently studying the quality of DAST alignments fronagtical viewpoint and
compare the obtained results with other structure comparizethods.
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