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Complexity of Subtype Satisfiability over Posets
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L INRIA Futurs, Lille, France
2 Programming Systems Lab, Saarland University, Séiaiem, Germany
Department of Computer Science, University of California, Davis, G81% USA

Abstract. Subtype satisfiability is an important problem for designing advanced
subtype systems and subtype-based program analysis algorithmprdiiiem

is well understood if the atomic types form a lattice. However, little is known
about subtype satisfiability over posets. In this paper, we investigatdthfger

for and the complexity of subtype satisfiability over general posets. @&ept a
uniform treatment of different flavors of subtyping: simple versusirsive types
and structural versus non-structural subtype orders. Our reseltsstablished
through a new connection of subtype constraints and modal logic. Aease€o
quence, we settle a problem left open by Tiuryn and Wand in 1993.

1 Introduction

Many programming languages have some form of subtyping.riibgt common use
is in the sub-classing mechanisms in object-oriented laggs. Also common is the
notion of “coercion” [17], for example automatic conversifsom integers to floating
point numbers.

Type checking and type inference for subtyping systems bega extensively stud-
ied since the original results of Mitchell [18]. The main fwations for investigating
these systems today are more advanced designs for typadigesjand program anal-
ysis algorithms based on subtyping.

Subtyping systems invariably invohsbtype constraintsnequalities of the form
t; < to, to capture that the typg is a subtypeof t5. For example, the constraint
int < real means that at any place a floating point number is expecténteger can be
used instead. Besides of type constants, subtype coristragty contain type variables
and type constructors, such as the constraintx x < x x real that is equivalent to
int < x < real.

Type variables are typically interpreted as trees builtfitype constants and type
constructors. The trees can be infinite if recursive typesafiowed. There are two
choices for the subtype relation. In a system veittuctural subtypingnly types with
the same shape are related. In a system moit-structural subtypinghere is a “least”
type L and a “largest” typ€l” that can be related to types of arbitrary shape.

Three logical problems for subtype constraints are ingastd in the literature:
satisfiability [1, 5, 9, 13, 14, 18, 23, 26, 32, 33], entailmnph 11, 12, 19, 20, 24, 25, 28,
34], and first-order validity [16, 31]. In this paper, we @ws number of problems on
satisfiability.

If the type constants form a lattice then subtype satisftgbit well under-
stood [14, 18, 23]. For general partially-ordered sets€fm)showever, there exist only



\ \ structural \ non-structural |
PSPACHFrey, 1997 [8])

PSPACEhard (Tiuryn, 1992 [32])
DEXPTIME(Tiuryn and Wand, 199333

‘recurswe types DEXPTIMEhard ()

‘ finite types PSPACEcomplete £)

bEXPTIMEcompIete €)

Table 1. Summary of complexity results on subtype satisfiability over posets.

partial answers. Tiuryn and Wand show that recursive siratsatisfiability is iIrDEX-
PTIME [33]. Tiuryn shows that finite structural satisfiability®SPACEhard [32], and
subsequently Frey shows that it iSRSPACEand thusPSPACEcomplete [8]. Decid-
ability and complexity of non-structural subtype satisfigbare open, for both finite
and recursive types.

We summarize here the main contributions of this paper. \&gecthe open ques-
tions on subtype satisfiability over posets. We considezatibinations of finite versus
recursive types, and structural versus non-structuradrsrd

We base our results on a new approach, connecting subtygé&aiots and modal
logic. We introduceuniform subtype constraintand show that their satisfiability
problem is polynomial time equivalent to that of a dialectpobpositional dynamic
logic [2, 4, 6], which is subsumed by the monadic second-ordecI8giS of the com-
plete infinite n-ary tree [27]. With this connection, we cdatply characterize the exact
complexity of subtype satisfiability over posets in all case

Table 1 summarizes complexity results regarding subtypsfisdility over posets.
New results of this paper are marked witk'"In particular, we show in this paper,
that recursive structural satisfiability BEXPTIMEhard, finite non-structural satisfia-
bility is PSPACEcomplete, and recursive non-structural satisfiabilitpEXPTIME
complete. This settles a longstanding problem left open hyym and Wand in
1993 [33].

Due to space limitations, we omit some of the proofs. Inteckseaders can refer
to the full paper [21] for more details.

2 Subtyping

In this section, we formally define satisfiability problenfsabtype constraints.

2.1 Types as Trees

Types can be viewed as trees over some ranked alphjlige signatureof the given
type language. A signature consists of a finite set of functigmbols (a.k.atype con-
structors and constants Each function symbof has an associated-ity(f) > 0,
indicating the number of arguments thaexpects. Symbols with arity zero atgpe
constants The signature fixes for all type constructgfsand all positionsl < ¢ <
arity(f) apolarity pol(f,i) € {1,—1}. We call a position of symbol f covariantif
pol(f,i) = 1 andcontravariantotherwise.

We identify nodesr of trees with relative addresses from the root of the tree,
with words in(N — {0})*. A word 7¢ addresses theth child of noder, and=r’ the
7' descendant of. The root is represented by the empty werdVe define dree r



over X as a partial functiont : (N — {0})* — X. Tree domainsiom(7) are prefixed
closed, non-empty, and arity consistarg,: Vr € dom(7)Vi € N : wi € dom(r) <
1 <i < arity(7(m)). A treer isfinite if dom(7) is a finite set, anéhfinite otherwise.
We write tree s> for the set of possibly infinite trees over.

Given a function symbolf with n = arity(f) and treesr,..., 7, € trees
we define f(ry,...,7,) as the unique tree- with f(ry,...,7,)(e) = f and
f(r, ..., m)(im) = 7 (7). We define theolaritiesof nodes in trees as follows:

pOlT(E) =df 1

pOZf(Tl,...,'rn)(iﬂ-) =df pOl(f? 7’) * pOlTl (7T)

For partial orders<, let <! denote the ordex itself and<~! the reversed relatiork.
Subtype orders< are partial orders on trees over some signafirdwo subtype
orders arise naturallgtructural subtypingndnon-structuralsubtyping.

2.2 Structural Subtyping

We investigate structural subtyping with signatufégshat provide the standard type
constructors< and— and a posetB, <) of type constants, i.e), = B U {x, —}.
The product type constructor is a binary function symbol that is covariant in both
positions pol(x,1) = pol(x,2) = 1), while the function type constructor is
contravariant in its first and covariant in its second argotrigol(—,1) = —1 and
pol(—,2) = 1).

Structural subtype orders are partial orders on trees over structural signatiites
They are obtained by lifting the ordering on constafis <g) in X' to trees. More
formally, < is the smallest binary relatiof on ¢ree s, such that for alb, ¥’ € B and
typesr, 12, 71, T4 N tree:

-b<Viff b<p¥;
-7 X1 <7 xT75iff ; <7 andry < 75;
-7 — 1 <71 —7iff 7{ <7 andr < 7.

Notice thatx is monotonic in both of its arguments while is anti-monotonic in
its first argument and monotonic in its second. For more ggisggnatures, monotonic
arguments are specified by covariant positions of functyontmls, and anti-monotonic
arguments by contravariant positions.

For structural subtyping, two types are related only if thaye exactly the same
shapej.e. tree domain. Notice that structural subtype orders areddgartial orders.
We do not restrict ourselves to lattice8, <p) in contrast to most previous work.

2.3 Non-Structural Subtyping

In thenon-structural subtype ordetwo distinguished constants are added to structural
type languages, smallest typel and alargest typeT. The ordering is parametrized
by a pose{ B, <g) and has the signaturé&Z = B U {x,—} U {.L, T}. For the non-
structural subtype order, besides the three structuras rérlier, there is an additional
requirement: L <7 < T foranyr € trees.



2.4 Uniform Subtyping

We introduceuniform subtypings an intermediate ordering for two reasons: (i) to cap-
ture both structural and non-structural subtyping effaais (ii) to bridge from uniform
subtype constraints to modal logic.

We call a signature” uniform if all symbols in X’ have the same non-zero arity
and the same polarities. All trees ovBrare complete infinite n-ary trees, wheras
the arity common to all function symbols ii. Hence, all trees have the same shape.
Furthermore, the polarities of nodesc {1,...,n}* in treesr over uniform signatures
do not depend on. We therefore writeol(7) instead ofpol ().

The signatureq x} and {—}, for instance, are both uniform, whilex, —} or
{1, T, x} are not. The idea to model the non-structural signafurer, x } uniformly
is to raise the arities of andT to2 and to orderthem by <y x <y T.

A uniform subtype ordeK is defined over a partially-ordered uniform signature
(X, <yx). It satisfies for all trees;, 75 € treey:

n<n it Vre{l,...,n}": nn) < n(m)

wheren is the arity of the function symbols i&'. For simplicity, we will often write
<7 instead of<??'™),

2.5 Subtype Constraints and Satisfiability

In a subtype systentype variablesare used to denote unknown types. We assume that
there are a denumerable set of type variableg, » € V. We assume w.l.o.g. that
subtype constraints affat, and subtype constrainisover a signature’’ satisfy:

p u=a=f(z1,...,zn) |2y | @A

wheren is the arity off € X'. We call atomic constraints=f (1, . . ., ) andz<y the
literals. The type variables in a constraiptare called théree variablesof ¢, denoted
by V().

We always consider two possible interpretations of subtgrestraints, over possi-
bly infinite tree overy, and over finite trees over respectively. A variable assignment
« is a function mapping type variables Into trees ovep.. A constrainty is satisfiable
over Y if there is a variable assignmentsuch thatx(p) holds inX.

We distinguish three subtype satisfiability problems, ezckhich has two variants
depending on interpretation over finite or possibly infinrtes.

Structural subtype satisfiability is the problem to decide whether a structural subtype
constraint is satisfiable. The arguments of this problenagreset{ B, <) and a
constrainty over the signatur® U {x, —}.

Non-structural subtype satisfiability is the problem to decide whether a non-
structural subtype constraint is satisfiable. The argusharg a posetB, <p) and
a constraintp over signatureé3 U {x, —} U {L, T}.

Uniform subtype satisfiability is the problem to decide whether a uniform subtype
constraint is satisfiable. The arguments are a partiatigm@d uniform signature
(X, <x) and a subtype constraiptover this signature.



R:=i| RUR | RR'| R* wherel<i<n
Au=p| -A| ANA" | [RIA

Fig. 1. Syntax ofPDL,,.

3 Propositional Dynamic Logic over Trees

Propositional dynamic logidRDL) is a modal logic that extends Boolean logic to di-
rected graphs of possible worlds. The same proposition rolyih some node of the
graph and be wrong in others. Nodes are connected by labadrs gthat can be talked
about modal operators.

In this paper, we consider the modal lo§bL,,, thePDL language for the complete
infinite n-ary treePDL,, is naturally subsumed by the monadic second-order logic SnS
of the complete n-ary tree [27].

3.1 Other PDL Dialects

Propositional dynamic logidDL) over directed edge-labeled graphs goes back to Fis-
cher and Ladner [6], who restricted Pratt’s dynamic logithtpropositional fragment.

It is well known thatPDL has thetree property every satisfiabléDL formula can be
satisfied in a rooted edge-labeled tree. Determinigit. [2, 10, 35] restricts the model
class to graphs whose edge labels are functional in thatieymine successor nodes.
DeterministicPDL with edge labelq1,...,n} is the closest relative to our language
PDL,,, due to the tree property.

Besides oPDL,,, a large variety of PDL dialects with tree models were pregpdsa
the literature. These differ in the classes of tree mode¢spermitted modal operators,
and the logical connectives. Three different dialects oE BRer finite, binary, or n-ary
trees were proposed in [4, 15, 22], see [3] for a comparisbih. &ver finite unranked
ordered trees were proposed for computational linguistpgdications [4] and found
recent interest for querying XML documents.

3.2 PDL, and its Fragments
For everyn > 1 we define a logi®®DL,, as the PDL logic, for describing the complete
infinite n-ary tree.

The syntax ofPDL,, expressiorfs A is given in Figure 1. Starting from some in-
finite setP of propositional variablep € P, it extends the Boolean logic over these
variables by universal modalitié®] A, whereR is a regular expression over the alpha-

bet{1,...,n}.
We frequently use the modalify] as an abbreviation df 1,...,n}*], and some-
times[+] as a shorthand fol{1,...,n}*]. We freely use definable logical connec-

tive for implication—, equivalence—, disjunctionv, exclusive disjunctiorv, and the
Boolean constantsrue and false. Furthermore, we can define existential modalities
(R)A by —[R]-A.

We interpret formulas oPDL,, over the complete infinite-ary trees. Tree nodes
are labeled by the set of propositions that are valid thesemglly, a model)M of a

4 We could allow for tes? A in regular expressions, which frequently occur in PDL dialects but
we will not need them.



Makp i M(pm)=1
M,ﬂ-}:Al/\AQ ifM,7r|:A1andM,7r):A2
M,mE-A ifnot M, 7 = A

M,m = [R]A ifforall 7’ € L(R): M7’ = A

Table 2. Semantics oPDL,,.

Bu=piAp2 | —p | [i]p wherel <:<n
Cu=p|[¥x](p= B)| Ci ANC>

Fig. 2. Syntax of flat cord°DL,, .

formula in PDL,, assigns Boolean valués1 to propositional variables in every node
in{1,...,n}* i.e, M : Px{1,...,n}* — {0,1}. Table 2 defines when a formula
holds in some node of some modelM/, in formulas:M, = = A. A formula[R]A is
valid for some noder of a treeM if A holds in allR descendants of in M, i.e, in all
nodesrn’ wheren’ belongs to the language( R) of R.

Let us recall some logical notations. A formulais valid in a model)M if it holds
intherootofAM: M |= Aiff M,e = A. AformulaA is satisfiablef it is valid in some
model; it isvalid it is valid in all models:= A iff VM. M = A. Two formulasA, A’
are equivalent ifd — A’ isvalid: A |5 A" iff = A « A’. Forinstance(i)A = [i]A
holds for all1 < i < n and all A, since all nodes of the-ary tree have uniqué
successors.

Note thatPDL,, respects the substitution property: whenevlr H A, then
A[A;/As] H A. To see this note that ifl; | A» then the equivalencd — A’
is valid not only at the root of all models but also at all othedes of all models. This
is because all subtrees of complete n-ary trees are agaiplem-ary trees.

Theorem 1. Satisfiability of PDL, formulas is in DEXPTIME.

A PDL,, formula is satisfiable iff it can be satisfied by a deterministoted graph
with edge labels i{1,...,n}. The theorem thus follows from tHREXPTIME upper
bound for deterministi®DL [2, 10], which follows from the analogous result f8eDL.

3.3 Flat CorePDL,,
We next investigate lower complexity bounds f@bL,,. It is known from Vardi and
Wolper [35] that satisfiability of deterministleDL is DEXPTIMEcomplete. This result
clearly carries over t€DL,,.
An analysis of Spaan’s proofs [30] reveals that ne$tedhodalities are not needed
for DEXPTIMEhardness. But we can even do betiter, restrict the language further.
We define the fragmeriiat core PDL, in Figure 2. A formula of flat cor®DL,, is
a conjunction of propositional variables and expressiditsoform[«] (p < B). Note
that [«] modalities cannot be nested. Furthermore, all Boolearf@uhulasB are flat
in that Boolean connectives only apply to variables.

Theorem 2. Satisfiability of flat core PD}. formulas is DEXPTIME-complete.

A proof is given in the full paper [21]. It is based on a new ideareduction to the
emptiness of intersections of tree automata. This problesishowrDEXPTIMEhard
by Seidl [29].



[[x:f(xlv R Z’n)]] =df Pz=f N /\gez‘ /\1§i§n [*} (p$i=§ = [i]_png)
[z<y] =ar [+] \/fgzg(pz:f A Py=g)
fer Al =ae [pr] Afl2]

Table 3. Expressing uniform covariant subtype constraints in invetedl,, .

3.4 Inversion
rQot

We now consider a variant &?DL,, with inverted modalitiegz]~, -
which address all nodesw reached by prefixing some € L(R) tothe  ~ -
actual noder. N\ Al_

M,nm = [R7]A ifforall 7’ € L(R): M,n'n = A usy

Inverted flat core PDJ, is defined in analogy to flat coRRDL,, except that all modali-
ties are inverted.

Bi=piAps | p| [i]p fori1<i<n
C:u=p|[x](peB) | C1ACy

We will freely omit inversion for]x] operators, as these are never nested below modali-
ties. We can translate flat corRDL,, formulasC into formulasC— of the inverted flat
core, and vice versa, by replacing the operadithrough[i]~. Models can be inverted
too: M~ (p,w) = M(p,7~') wherer~! is the inversion ofr.

Lemmal ME=Ciff M~ =C~.

4 Uniform Subtype Satisfiability

We next investigate the complexity of uniform subtype $iatslity. We first show how

to encode uniform subtype constraints into inverf&l_,,. We then give a translation
from inverted flat core PD], back to uniform subtype satisfiability. Both translations
are in polynomial time and preserve satisfiability (Proposs 2 and 3). The complex-
ity of PDL,, (Theorem 2) thus carries over to uniform subtype satisftgibil

Theorem 3. Uniform subtype satisfiability over possibly infinite tree OEXPTIME-
complete.

4.1 Uniform Subtype Constraints intoPDL,,

We encode uniform subtype constraints interpreted oveniiafr.-ary trees into in-
vertedPDL,,. The translation relies on ideas of Tiuryn and Wand [33],ibistsimpler
with modal logics as the target language. We first presentranslation for covariant
uniform signatures and then sketch the contravariant case.

Let X' be a uniform covariant signature and> 1 the arity of its function symbols.
We fix a finite set of type variable® and consider subtype constraigti®ver X' with
V(p) C V.Forallz € V andf € X we introduce propositional variables— ; that
are true at all nodes € {1,...,n}* where the label of: is f.



Thewell-formedness formulayff . states that all nodes of tree values ofaalt V/
carry a unique labef: wff v =ar A ey [ (erzpw:f) . A polynomial time encod-
ing of subtype constraints is presented in Table 3. Invemedalities[:]~ are needed
to translater=f(z1,...,z,) sincea = x=f(z1,...,x,) ifand only if a(x)(e) = f
anda(x) (i) = a(z;)(w) for all wordsir € {1,...,n}*.

Proposition 1. A uniform subtype constraint over a covariant signature. with
V(e) C V is satisfiable if and only ifuff » A [[¢] is satisfiable.

Proof. A solution of ¢ is a functiona: : V' — treex. Letn be the arity of function
symbols inX, so that all trees intrees; are complete n-ary trees with nodes labeled

in X, i.e, total functions of type{1,...,n}* — X. A variable assignment thus
defines aPDL,, model M, : P x {1,...,n}* — X that satisfies for alk € V and
me{l,...,n}*" My(ps=y,m) < a(z)(m) = f. We can now show by induction on

the structure ofp thata = ¢ iff My, e = wif v A [¢]-

Proposition 2. Uniform subtype satisfiability with covariant signaturegeo possibly
infinite trees is in DEXPTIME.

Proof. It remains to show that our reduction is in polynomial tim&isTmight seem
obvious, but it needs some care. Exclusive disjunctionb@farmp1\7 - \7pn as used
in the well-formedness formula can be encoded in quadratie through\/;", (p; A
/\19#9 -p,). Equivalence® « —p’ as used can be encoded in linear time(by\
)V (=pAP).

Contravariance.Our approach smoothly extends to uniform subtyping withticmri-
ant signatures. The key idea is that we can express potairitiavertedflat corePDL,,

by using a new propositional varialpe,;. For example, consider the uniform signature
¥ = {—}, where— is the usual function type constructor. The variahlg is true in
nodes with polarityl and false otherwise:

Ppot N [*] (Ppot < [1]7"=Ppot) A [*¥] (Ppot < [2] Ppot)-

Limitation due to Inversion.Inversion is crucial to our translation and has a number
of consequences. Most importantly, we cannot express theufa [«](p — [+]p’) in
invertedPDL,,, which states that whenevgrholds at some node thet holds in all
proper descendants.

As a consequence, we cannot directly translate subtypedraorts over standard
signatures int&DL,, (which we consider in Sections 5). The difficulty is to encteée
domains in the presence of leafs. Suppose we want to defihg Hwds for all nodes
outside the tree domain. We could do so by imposii@. — [+]p) for all constants
¢, but this is impossible in inverte@DL,, .

This is not a problem for uniform signatures where everyis@empletely n-ary, so
that we do not need to express tree domains, as long as weraideadng satisfiability.
Unfortunately, however, the same technique does not extematailment and other
fragments of first-order logic with negation.



) =ar x=c(zx,...,z) forsomec e X(n)
all-bool(z) =q4r 3Jy3z.all-0(z) A z<y<z Aall-1(z)
all-bool(z) =g FyIz. all-1(z) A 2<y<z A all-0(z)
) =ar Jz.x<zAy<z
) =ar Fz.z<z A 2<y
=T =q¢ all-bool(z) A all-bool(y) A upperz,y) A lower(z, y)

all(p1 Vp2 V-ps V-ps) =ar 3z \ <<, all-bool(X,,)

Alower(z, X,, ) A uppel(z, Xp,)

Alower(z, Xp,) A upperz, X,,)

all(p1 Vp2) =ar 3IXq. all(p1 Vp2 VgV —g) Aall-1(Xg)

Table 4.Boolean operations expressed by subtype constraints.

4.2 Back Translation

To prove DEXPTIMEhardness of uniform subtype satisfiability, we show howxeo e
press inverted flat coeDL,, by uniform subtype constraints, indeed only with covari-
ant signatures. Our encoding of Boolean logic is inspiredibyyn [32], while the idea
to lift this encoding tdPDL,, is new.

Let C be a formula of inverted flat cofeDL,,. We aim to find a subtype constraints
[C]~" which preserves satisfiability. The critical point is howiranslate®DL,’s nega-
tion since it is absent in our target language of uniform godonstraints. ~
We work around by constructing a uniform subtype constsaiith func- 1 0
tion symbols ordered in a crowii(n) = {0,0,1,1}. ><l
All function symbols have arity. and satisfyr <s,) yforallz € {0,1}, 0 1
y € {1,0}. The symbols 0 and 1 mod®DL,’s underlying boolean latticéool =
{0, 1}, the additional two symbols are introduced to define negdiioneqc) = ¢ for
¢ € bool.

Next, Table 4 shows how to defimegby a subtype constraint. For every proposi-
tional variablep we introduce a new type variablé§, in the subtype constraint we are
constructing to.

The subtype constraiatl-¢(x) holds for the unique trees that is completely labeled
by some: € ¥(n). The subtype constraiatl-bool(x) holds for trees that are labeled in
bool. The constraintower(x, y) andupperx, y) require the existence of lower and up-
per bounds respectively for treesandy. These bounds are used to define the diagonal
pairsy=x in the crown.

Lemma2. y=7 H Vr. (z(7) = 0Ay(r) =0)V (z(r) =1 Ay(r) = 1).

Proof. Sincez is a tree labeled itool, all nodesr satisfya(z)(m)=0 or a(z)(m)=1.
In the first case (the second is analogous) the constaairt(z, y) entailsa(y) (m)#1.
Sincey is abool tree,a(y)(m)=0.

Solutions of subtype constraints are variable assignment® — {1,...,n}* —
XY(n). For variable assignments into trees over Booleans, we define corresponding
PDL,-modelsM,, : P x {1,...,n}* — bool by M, (p,7) = a(X,) ().



[pl~' =ar 3z1...3zm. all-bool(X,) A Xp=1(21,...,Tm)
(¥ (0= [ @)]" =ar all-bool(X,) A all-bool(X,)
ATzr .. 3T (0(21y ooy T ) <X <U(T1y oy T ) A Xp=25)
[+ (p = - =ar all(pVq)Aal(-pV-g)
[ (p = (@1 Ag2))]™" =ar all(=pVagi)Aall(=pVg2) Aall(pV =g1 V =gs)
[CiAC] ™ =ar [ChI7MACR]

Table 5. Inverted core flaPDL,, in subtype constraints.

Lemma 3. Let A be the Boolean formula; V ps V —p3 V —p4. For all variable assign-
mentso to trees overX(n), o |= all(A4) if and only if M, is defined and\/,, = [+]A.

The lemma relies on a non-trivial property of the crown poseébr all
D1, D2, P3,Pa € bool:

D1 \/pQ \ —pP3 \ P4 ':| Jz € {Ov 17()7 I} |Owel’(z,p1) A Upper(z,p_g)/\
Iower(z7p_3) A upper(z,p4)

We illustrate the claim fops = ps = 1 where the left hand side is equivalent to
p1 V p2. The conjunction of the last two literals becomlewver(z, 1) A upper(z, 1)
which is equivalent ta € {1, 1}. The first two literals withp; = p» = 0 yield:

lower(z,0) = z#1 and upperz,0) =z #1

Thus, the complete conjunction is unsatisfiable with= p, = 0. Conversely, ifp; = 1
then we can choose = 1 sinceupper(1,ps) holds for allp, € bool. Similarly, if
p2 = 1 then we can choose= 1 sincelower(1, p,) for all p; € bool.

The back translatiofiC] " of inverted flat core®DL,, into subtype constraints is
shown in Table 5. All Boolean formulas used there can be aggitbyp; A pa A —ps A
—p4 Which we know how to encode.

Proposition 3. Let C' be a flat core inverted PDLformula. For all variable assign-
mentsa to trees overX(n), o = [C] " if and only if M., is defined and\Z,, = C.

For n = 0, subtype constraints become ordering constraints for atpesile
PDL, satisfiability becomes a Boolean satisfiability problent thavell-known to be
NP-complete. We thus obtain a new NP-completeness prodfrtering constraints
interpreted over posets [26].

5 Equivalence of Subtype Problems

We next show the equivalence of uniform subtype satisfighilith structural and non-
structural subtype satisfiabilities over possibly infiriiees. Subtype satisfiability over
finite trees will be treated in Section 6.

Theorem 4. Structural, non-structural, and uniform subtype satisfigbover possibly
infinite trees are equivalent and DEXPTIME-complete.



The proof relies on constraints for subtype orders with glsimonconstants type
constructor that we call 1-subtype orders.

1-subtype satisfiability is the satisfiability problem of subtype constraints over 1-
subtype orders. This problem is parametric in the aritigsnarities of the unique
type constructor, the partial order on constdiits<p), and whether or notL, T}
is included in the signature.

We present the proof in four steps. We first show how to redtroetsiral subtype
satisfiability to 1-subtype satisfiability (Section 5.1dahen do the same for the non-
structural case (Section 5.2). Next, we reduce 1-subtysfiadility to uniform subtype
satisfiability (Section 5.3). Finally, we translate unifosubtype satisfiability back to
both structural and non-structural subtype satisfiabigction 5.4).

5.1 Structural to 1-Subtype Satisfiability

In this part, we show how to reduce structural to 1-subtypisfsbility. We first use a
standard technique to characterize the shapes of solutamstructural subtype con-
straints. Given a constraigtover Y, we construct thehape constraindf ¢, sh(p), by
replacing each constantgnwith an arbitrary, fixed constarte X', and each inequality
with an equality:

sh(z=f(z1,22)) =ar 2=f (21, 22), sh(z<y) =at T=y,
sh(p1A\p2) =ar sh(p1)Ash(ps), sh(zx=c) =qt r=*

The constrainp is calledweakly unifiableff sh(y) is unifiable.

Next, we handle contravariance. Consider a signalire B U {x,—}. We con-
struct a signature(X) =q¢ B U {f,c}, wheref is function symbol of arity four and
c is a fresh constant. Our approach is to yse capture bothx and—, i.e, all the
non-constant function symbols . The first two arguments of are used to model
the two arguments of and the next two to model the two arguments-ef Thus, f is
co-variant in all arguments except the third one.

Given a constrainp over X, we construct(y) overs(X):

S(J):yXZ) =df x:f(yv Z,C, C)a 3(33:9 - Z) =df fo(c, cY, Z)7
s(p1Ap2) =ar s(p1)As(p2), s(z<y) =ar <y,
s(x=b) =4¢ x=b YbeB

Lemma 4. If ¢ is weakly unifiable, then is satisfiable ovel iff s(y) is satisfiable
overs(X).

The proof of the above lemma requires the following resudt & be a constraint
over a structural signatur®. We have the following result due to Frey [8] that relates
the shape of a solution o¢f to that of a solution okh ().

Lemmab5 (Frey [8]). If ¢ is satisfiable, let be a solution ofsh(y). Theny has
a solution 3 that is of the same shape as i.e, for all x € V(p) = V(sh(p)),
sh(a(xz) = B(z)) is unifiable.



5.2 Non-Structural to 1-Subtype Satisfiability

We handle non-structural signaturés = B U {1, T, x,—}, similarly. The new
signature is defined in exactly the same way as for the stalctase bys(Y) =

BU{L, T, f, c}. Constraints are also transformed in the same way, excejpiding
two extra rules forl. andT:

s(z=1) =qr z=1, s(x=T) =g 2=T

However, weak unifiability is not sufficient for the initissfiability check. To see
that, consider, for example<y x z A x<u — v, which is satisfiable, but not weakly
unifiable. To address this problem, we introduce a notioweék satisfiability It is
similar to weak unfiability, except subtype ordering is alstained.

Definition 1. Lety be a constraint ove’, andc be an arbitrary and fixed constant.
Define theweak satisfiability constraints(y) as:

ws(z=f(x1,22)) =ar v=f(x1,72), ws(x<y) =ar vy, ws(r=1)=gf v=1,
ws(p1A\p2) =ar ws(p1)A\ws(p2), ws(x=b) =qr x=c, ws(z=T) =gf z=T

The constrainty is calledweakly satisfiabléff ws(y) is satisfiable.

Lemma 6. If  is weakly satisfiable, thep is satisfiable ovel iff s(p) is satisfiable
overs(X).

The proof of this lemma requires the following result. kebe a constraint over a
non-structural signatur®’. If ws(yp) is satisfiable, thems(p) has a minimum shape
solutiona by a simple extension of a theorem of Palsberg, Wand and @keehon-
structural subtype satisfiability over lattices [23]. Waipl that if o is satisfiable, then
 also has a minimum shape solution that is of the same shape as

Lemma 7. If ¢ is satisfiable over”, let & be a minimum shape solution fars(yp),
and in addition,« is such a solution with the least number of leaves assignddhen
¢ has a solution3 that is of the same shape asi.e, forall z € V(p) = V(ws(p)),
sh(a(z) = B(x)) is unifiable. Furthermore? is a minimum shape solution ¢f

Lemma 5 and Lemma 7 together imply the following corollariiet is used next
in Section 6 to treat subtype satisfiability interpretedrdirgte trees.

Corollary 1. A subtype constrainp is satisfiable over finite trees if and onlyfis
satisfiable over finite trees of height boundedply This holds for both structural and
non-structural signatures.

5.3 1-Subtype to Uniform Satisfiability

In this part, we give a reduction from 1-subtype to uniforrbtype satisfiability. This
reduction is uniform for subtyping with and withoutand T.

Proposition 4. Over possibly infinite trees, 1-subtype satisfiability ielr time re-
ducible to uniform subtype satisfiability.



Proof. Let X' be a 1-subtype signature. We define a uniform signat(#¢) by ex-
tending the arities of all function symbols to the maximatyaof X' (i.e, the ar-
ity of the only non-trivial function symbol), such that: (%) =4 X; (2) VS €
s(X).arity s 5)(f) =ar max; and (3)<,(x=ar<x, wheremax is the maximal arity
of X.

We next translate a subtype constraintver X’ to a constraing () overs(X):

S($:f<$1 P xmax)) =df x:f(xl P xmax)y 5($:b) =df -Z':b(yl P ymax);
s(@1Ap2) =ar s(01)As(@2), s(1;<1p) =ar v1 <,
s(z=L) =qr x=L(us,. .., Umax); s(z=T) =ar 2=T (v1,- - -, Vmax)

where they;’s, u;’s, andv;’s are fresh variables, and the last two rules are additional
ones for a non-structural signature.

Lemma 8. A subtype constrainp over a standard signatur®’ is satisfiable if and only
if s(¢) is satisfiable over the uniform signatusey’).

5.4 Uniform to (Non-)Structural Satisfiability

In this part, we prove the last step of the equivalence (Téreo4), namely, how to
reduce uniform satisfiability to structural and non-stunat satisfiabilities.

Proposition 5. Uniform subtype satisfiability is linear time reducible tousstural and
non-structural subtype satisfiability over possibly irtirtrees.

To simplify its proof we assume a uniform subtype problem rghall function
symbols have arity three with their first two arguments beiogtravariant and the last
one covariant. This proof can be easily adapted to unifognatures with other arities
and polarities.

We construct a reverse translatioof s (defined in Section 5.3) in two steps. L8t
be a uniform signature with symbols of arity three. We firdirtea standard signature
5(X) by including symbols in™ as constants and addipg: (1) 5(X) =4 Y U{—};
(2Q)Vg € Y.arity; ) (9) =ar 0; (3) arityssy(—) =ar 2;and (4)<gx) =ar <sx.
We now translate a subtype constrainbver X’ to a constraing(y) overs(X):

s(x=g(x1,22,23)) =ar v=(23 — x2) — (¥1 — g)
5(r1 < o) =ar 1 < @9

3(p1 A p2) =ar 5(p1) A S(ip2)

where we use a non-flat constraint in the first line for a simgleesentation.
The arguments:y, zo are again contravariant anes is covariant in the constraint
5(x=g(x1, z2,23)). Thus,s preserves all polarities.

In our second step, we force every variable to be mapped t@d, fixfinite shape.
We extends(X) tos(X') with four new constants,, as, as, anday with the following
ordering:a; < c<as A az < c < ayg, for all constantg € 5(X). We defines(y) as
the conjunction of(X') and the following constraints:

Q) ur <z Aus <z Az <uzAzx < uy,foreachvariable: € V(5(X));
(@) Nizi234 wim=(ui = wi) — (u; — a;)



The constraints (1) and (2) iB(p) determine the shape of any variahle €
V(5(p)). We claim, in the following lemma, that any solution#6p) must be of a
particular shape and must also map variables V' (s()) to trees oveg(X).

Lemma 9. If 5(y) is interpreted over any (non-)structural signatwée’) or s(X) U
{L, T}, any variable assignment |= 3(y) satisfies for all pathg € (1(1U2) U 21)*:

a(z)(r') = — if 7’ is a prefix ofr

a; if v =u;
a(w)(r22) = {c €Y  otherwise.

Lemma 10. A subtype constraint over a uniform signaturé. is satisfiable if and only
if the constraints(y) overs(X) is satisfiable. This statement also holds if we replace
the structural signaturg(X’) by the non-structural signaturg( ) U {L, T}.

Proof. We define a transformation afap : trees — trees sy on trees for aly € X

map(g(T1,72,73)) =at (map(13) — map(ms))
— (map(r1) — g)

With that it can be easily verified that if there exists a soluty = ¢ over an uniform
signatureX’ thenmap(a) = 5(p) holds overs(X). For the other direction we assume
an assignment: |= 3(p). Then there also exists an assignmgnt map~!(«a) ac-
cording to the shape of any solution€fy) stated in Lemma 9. Again, it can be easily
verified thatg = X.

The proof also holds in the case where we adand T tos(X') since both symbols
cannot occur in any node of any solutionsg®) (again Lemma 9).

6 Finite Subtype Satisfiability over Posets

Finite structural subtype satisfiability was shoRB8PACEcomplete by Tiuryn [32] and
Frey [8]. Here, we establish the same complexity for the stonetural case.

Proposition 6. Non-structural subtype satisfiability over finite trees SFACE-hard.

The analogous result for the structural case was shown bym[32]). To lift this
result, we show how to reduce non-structural to structwiatype satisfiability.

Lemma 11. Structural subtype satisfiability is polynomial time reihle to non-
structural subtype satisfiability (both for finite and infitrees).

Proof. Let 3’ be a structural signature. We construct a non-structugthasire:
s(X) =ar Y U{L, T,a1,as,as,as} with thea;'s being four new constants. In addi-
tion, <,(x) =ar <x U{(a1,¢), (az,c), (c,a3), (c,as) | c € Xo}.

Let ¢ be a constraint oveE. We constructs(p) over s(X). Considery’s shape
constraintsh(y) (see Section 5.1). Bh(y) is not unifiable, we simply let(¢) =gt
T<. Otherwise, consider the most general unifier (m.gyw) sh(p). We letsh(p)’
be the same ash(p) except each occurrence #fis replaced with a fresh variable.
We make two copies ofh(yp)’, sh(p)) andsh(y)% (for left and right), where each



variablez is distinguished asg;, andxy respectively. For each variablee V (), if
~(z) is eitherx or belongs toV (), we sayz is atomic. For a variable, let force(z)
denote the constraint; <z A as <z A r<az A x<a4. Notice that Lemma 11 holds both
for finite and infinite trees.

We can now construet(y), which is the conjunction of the following components:
(1) ¢ itself; (2) sh(p)7; (3) sh(¢)R; (4) For each atomia € V (), force(zr) and
force(zr); (5) For each fresh variablein sh(y) andsh(y)’%, force(z); and (6) For
each variable: € V(p), z; <z<zg.One can show that is satisfiable ovek iff s(p)
is satisfiable oves(X).

By adapting the proof of Frey [8], we can show membership$PACE and thus
we have the following theorem. For an alternative proof afg&-normal modal logi¢
please refer to the full paper [21].

Theorem 5. Finite non-structural subtype satisfiability is PSPACHwete.

7 Conclusions

We have given a complete characterization of the complefigubtype satisfiability
over posets through a new connection of subtype satisfiahilih modal logics, which
have well understood satisfiability problems. Our techaigigelds a uniform and sys-
tematic treatment of different choices of subtype ordesifigite versus recursive types,
structural versus non-structural subtyping, and conaté®rs of symbols with co- and
contra-variant arguments.

Our technique, however, does not extend beyond satisfiabiliother first-order
fragments that require negations, such as subtype entdilmbose decidability is a
longstanding open problem over non-structural signatidegations can certainly be
modeled by our modal logic, but only over uniform signatutedact, there must not
exist reductions from standard signatures to uniform ohaspreserve subtype entail-
ment, for example. Otherwise, such a reduction would haysiéu that the first-order
theory of non-structural subtyping, which is undecidaBi&][ were a fragment of S2S,
which is decidable [27].
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