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N-ary Queries by Tree Automata

Joachim Niehren Laurent Planque Jean-Marc Talbot Sophie Tison

INRIA Futurs, LIFL, Lille, France
www.grappa.univ-lille3.fr/mostrare

We investigaten-ary node selection queries in trees by successful runs of tree au-
tomata. We show that run-basedn-ary queries capture MSO, contribute algorithms for
enumerating answers ofn-ary queries, and study the complexity of the problem. We
investigate the subclass of run-basedn-ary queries by unambiguous tree automata.
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1 Introduction

Node selectionis the most widespread database querying problem in the context of
XML. Beside other applications, node selection is basic to XML transformation lan-
guages (Query, XSLT, XDuce, CDuce, tree transducer, etc [13, 7, 15]) and of interest
for Web information extraction (Lixto, Squirrel, etc [1, 12, 5]).

Monadic node selection queriesin trees define sets of nodes, whilen-ary node
selection queriesdefine sets ofn-tuples of nodes. Binary queries, for instance, can be
used to select all pairs of products and prices in XML or HTML documents created
from the database of some company. Monadic queries have attracted most attention so
far, in particular those specified in the W3C standardXPaththat is used by XQuery and
XSLT, or similar path based query languages [17].Monadic Datalogyields attractive
alternatives for expressing monadic queries, in particular for visual Web information
extraction [11]. More generaln-ary queries have been promoted by XML programming
languages with pattern matching such as XDuce and CDuce [13,7]. Their patternsor
typeswith n capture variables specifyn-ary node selection queries in trees.

Monadic second-order logic (MSO)is the classical language for defining regular
node selection queries in trees [21]. Every formula of MSO with n free node variables
specifies ann-ary query. MSO is highly expressive, succinct, and robust under many
wishful operations. Its usage, however, remains limited due to its high combined com-
plexity in query answering.Tree automataprovide an equally expressive alternative,
according to Thatcher and Wright’s 1968 theorem [21]. They avoid the algorithmic
complexity of MSO at the cost of lower succinctness.N -ary queries are seen as lan-
guages of trees whose nodes are annotated by bit vectors of length n, which may be
recognizable by tree automata or not.

In this paper, we investigate the more recent approach of defining n-ary queries by
successful runs of tree automata[2, 13, 18, 10, 19]. Successful runs annotate all nodes
of a tree by states. Given aselection setof n-tuples of states, a successful run selects
all thosen-tuples of nodes that it annotates in the selection set. We study the two cases
of ranked and unranked trees. In the unranked case, essentially the same representation
formalism has been proposed previously by Berlea and Seidl [2], calledn-ary queries
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Fig. 1. Pattern as tree automata; matches correspond to successful runs.

by forest grammars. In the ranked case, run-basedn-ary queries have been proposed by
Hosoya and Pierce [13] in terms ofpattern automata.

N -ary queries by tree pattern are most closely related to run-based queries by tree
automata [13]. This is illustrated by the example in Fig. 1. The nodes of the tree pattern
on the left become states of the automaton on the right. The root node of the pattern
becomes the unique final state. The only selectingn-tuple of automaton states is the
n-tuple of capture variables of the pattern. The rules of the automaton express the se-
mantics of the pattern. They can be inferred compositionally. Matches of the pattern
correspond to successful runs of the automaton.

In this paper, we prove the folk theorem that run-basedn-ary queries capture MSO,
to our knowledge for the first time. We then present a deterministic algorithm that can
enumerate all answers of ann-ary query by an automatonA with selection setS ⊆
states(A)n in time O(|S| ∗ |A| ∗ |t|n). The combined complexity of run-basedn-ary
queries is thus in deterministic polynomial time for fixed tuple sizen. We also prove
that this is not the case if we do not bound the tuple sizen.

We then investigate the querying power ofunambiguous tree automata. Unambigu-
ity limits the amount of nondeterminism to at most one successful run per tree, which is
more permissive than imposing bottom-up or top-down determinism. Monadic queries
by unambiguous tree automata are of particular interest forquery induction [5]. They
are known to capture the class of monadic MSO-definable queries (since they are the
IBAGs of [18]) in contrast to deterministic tree automata.

For then-ary case, however, we prove that run-based queries by unambiguous au-
tomata are strictly less expressive than MSO. They capture only finite unions of Carte-
sian closed regular queries. This is the class ofn-ary queries that can be defined by
disjunctions of conjunctions of MSO formulas with one free variable each. We can
compute representions of all query answers in timeO(n ∗ |S| ∗ |A| ∗ |t|). Emptiness
is thereby decidable in polynomial time even for unbounded tuple sizen. Finally, we
show that it is decidable whether an MSO defined query belongsto that restricted class.
We reduce this problem to testing the boundedness of the degree of ambiguity of tree
automata [20].



2 MSO definable and regular queries

We develop our theory ofn-ary queries for binary treeswhich will be sufficient to
deal with unranked trees (see Section 6). This section starts with Thatcher and Wright’s
theorem [21], slightly reformulated in terms of querying rather than recognition.

Let Σ be a finite signature of binary function symbolsf and constantsa. A binary
treet ∈ TΣ is a ground term overΣ. A nodeπ of a treet is a word in{1, 2}∗ that is the
relative address of some subtree starting from the root. We write nodes(t) for the set of
nodes oft. The empty wordε is the root oft. We writeπ · π′ for the concatenation of
the wordsπ andπ′. The nodeπ · 1 of a treet is thefirst child of the nodeπ in t, while
π · 2 is itssecond child. A node is aleaf if it has no child, otherwise it is aninner node.
We will freely identify treest overΣ with labeling functionsof typet : nodes(t) → Σ,
such that for alla, f ∈ Σ, t1, t2 ∈ TΣ , andi · π ∈ {1, 2}∗ (wherei is the word 1 or 2) :

a(ε) = a, f(t1, t2)(ε) = f, f(t1, t2)(i · π) = ti(π) if π ∈ nodes(ti)

Definition 1. Let n ∈ N. An n-ary query in binary trees overΣ is a functionq that
maps treest ∈ TΣ to sets ofn-tuples of nodes, such that∀t ∈ TΣ : q(t) ⊆ nodes(t)n.

Simple examples for monadic queries in binary trees overΣ are the functionsleaf and
root that map treest to the sets of their leaves resp. to the singleton{ε}. The binary
queryfirst child relates nodesπ to their first childπ · 1 if it exists, while the query
next sibl relates first childrenπ · 1 to their next sibling to the rightπ · 2. As another
example, we can query for all pairs(π, π′) in treest such that the subtrees oft on below
of π andπ′ are equal in structure. This last query can indeed be expressed by RAG’s
[18] but cannot be defined in MSO.

In MSO, binary treest ∈ TΣ are seen aslogical structures, whose domain is the set
nodes(t). Its signature consists of the binary relation symbolsfirst child andnext sibl

and the monadic relation symbolslabelc for all c ∈ Σ. These symbols are interpreted
by the corresponding node relations oft.

first childt = {(π, π · 1) | π · 1 ∈ nodes(t)} labeltc = {π | t(π) = c}
next siblt = {(π · 1, π · 2) | π · 1 ∈ nodes(t)}

Let x, y, z range over an infinite set of first-order variables andp over an infinite set
of monadic second-order variables. Formulasφ of MSO have the following abstract
syntax, wherec ∈ Σ:

φ ::= p(x) | first child(x, y) | next sibl(x, y) | labelc(x) | ¬φ | φ1 ∧ φ2 | ∀x.φ | ∀p.φ

A variable assignmentα into a treet maps first-order variables to nodes oft and second-
order variables to sets of nodes oft. We define the validity of formulasφ in treest

under variable assignmentsα in the usual Tarskian manner, and writet, α |= φ in this
case. Formulasφ with n free first-order variablesx1, ..., xn definen-ary queries, which
satisfy for allt ∈ TΣ :

qφ(x1,...,xn)(t) = {(α(x1), ..., α(xn)) | t, α |= φ}



Definition 2. Ann-ary query isMSO definableif it is equal to someqφ(x1,...,xn).

An equivalent way of definingn-ary queries in MSO is by formulasφ with n free
second-order variablesp1, ..., pn. For all t ∈ TΣ let:

qφ(p1,...,pn)(t) =
⋃

t,α|=φ

α(p1) × . . . × α(pn)

Lemma 1. Ann-ary query is MSO definable iff it is equal to someqφ(p1,...,pn).

A tree automatonA for binary trees [9] over signatureΣ consists of two finite
setsfinal(A) ⊆ states(A) and a setrules(A) with elements of the forma → p or
f(p1, p2) → p wheref ∈ Σ is a binary function symbol,a ∈ Σ a constant, and
p, p1, p2 ∈ states(A).

A run r of a tree automatonA on a treet is a mappingr : nodes(t) → states(A)
that associates states to nodes oft according to the rules ofA. Equivalently, we can see
runs as trees labeled instates(A) such thatnodes(r) = nodes(t). A run issuccessfulif
it labels the root of the tree by a final state,i.e. if r(ε) ∈ final(A). We writerunsA(t)
for the set of all runs ofA on t andsucc runsA(t) for the subset of successful runs. A
treet is acceptedby a tree automatonA if it permits a successful run byA. The tree
languageL(A) recognized by an automatonA is the set of treest accepted byA. A
tree language isregular if it is recognized by some tree automaton.

Queries can be viewed as tree languages. This perspective is close to that of Thatcher
and Wright, who view modelst, α of MSO formulas as treest annotated by bit vectors
encodingα. Sets of models become languages of annotated trees.

Let B = {0, 1} be the set of Booleans. A Boolean treeβ is a binary tree whose
nodes are labeled by Booleans (here, Booleans serve both as binary function symbols
and as constants). As an auxilary notion for formalising compositions of trees with their
annotations, we define products of functions with the same domain. The product ofm
functionsgi : C → Di is the functiong1 ∗ . . . ∗ gm : C → D1 × . . . × Dm such that

(g1 ∗ . . . ∗ gm)(c) = (g1(c), . . . , gm(c)) for all c ∈ C

Considering trees as functions, the productt1 ∗ . . . ∗ tm of m trees with the same
domain (but possibly different signatures) is the tree whose labeling function is the
product of labeling functions oft1, . . ., tn. A languageL of annotated trees overΣ×B

n

corresponds to the followingn-ary query:

qL(t) = {(π1, . . . , πn) | ∃β1, . . . , βn, t∗β1∗. . .∗βn ∈ L, β1(π1) = . . . = βn(πn) = 1}

Such languages identify queries uniquely, but conversely,the same query may be rep-
resented by many different languages.

Definition 3. Ann-ary query in trees overΣ is regulariff it is equal toqL(A) for some
tree automatonA overΣ × B

n.

Theorem 1. ([21]). An n-ary query in trees is MSO definable iff it is regular.



MSO formulasφ(p1, . . . , pn) define languages of trees overΣ × B
n representing

the queryqφ(p1,...,pn). Different formulas may define different languages for the same
query. Which formula or language to choose to definen-ary queries will turn out to be
crucial for what follows.

Given setsS′ ⊆ S, we define a characteristic functioncS′ : S → B so thatcS′(s) ↔
s ∈ S′ for all s ∈ S. Every subsetP ⊆ nodes(t) defines a characteristic functioncP

that we identified with the Boolean trees whose labeling function is cP . This tree has
the same nodes ast. Formulasφ(p1, . . . , pn) define a language of annotated trees over
the signatureΣ ×B

n: Lφ(p1,...,pn) = {t ∗ cα(p1) ∗ . . . ∗ cα(pn) | t, α |= φ(p1, . . . , pn)}.

Lemma 2. An MSO-formula and the language of annotated trees encodingits models
define the same query:qφ(p1,...,pn) = qLφ(p1,...,pn)

.

Similarly, we can defineLφ(x1,...,xn) by considering all first-order variablesxi as sin-
gleton valued second-order variables. We call treest ∗ β1 ∗ . . . ∗ βn ∈ Lφ(x1,...,xn)

canonical, since each of them identifies precisely one tuple ofqφ(x1,...,xn)(t), i.e., all
setsβ−1

i (1) are singletons for1 ≤ i ≤ n.

3 Run-based queries

Boolean annotations of trees are not necessary to define queries by trees automata. Al-
ternatively, one can use successful runs of tree automata toannotate trees by states, and
then select from these state annotations. The idea is that automata states are properties
of nodes, which can be verified for nodes by successful runs.

An existential run-basedn-ary queryq∃A,S in binary trees overΣ is given by a tree
automatonA overΣ and a setS ⊆ states(A)n of so calledselection tuples. It selects
all those tuples of nodes(π1, . . . , πn) in a treet that are assigned to a selection tuple by
some successful run ofA on t:

q∃A,S(t) = {(π1, . . . , πn) | ∃r ∈ succ runsA(t), (r(π1), . . . , r(πn)) ∈ S}

Existential run-basedn-ary queries were proposed by Neven and Van den Bussche [18]
in the framework of attribute grammars (these can be seen as tree automata whose
states are vectors of attribute values). Their BAG’s correspond to our monadic case,
while their RAG’s are more expressive than ourn-ary case. Existential run-basedn-ary
queries in binary trees (with a first match semantics) were proposed by Hosoya and
Pierce [13]1. Seidl and Berlea [2] define run-basedn-ary queries for unranked trees (by
forest grammars), and present an query answering algorithmfor the binary case.

It is known from [18] that monadic existential run-based queries capture the class of
monadic MSO definable queries. The analogous result forn-ary existential run-based
queries might be expected. It holds indeed as we will prove inTheorem 2.

An example is given in Fig. 2. We consider the binary query that selects pairs ofa-
leave and next-siblingb-leaves, over the signatureΣ = {f, a, b}. We define this query
by the automatonA2 with states(A2) = {1, 2, ∗, y} that will produce successful runs

1 They use successful runs implicitly when defining the semantics of their pattern automata.
Node selection is defined by pattern variables that are kept distinct from automata states
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Fig. 2. Selecting pairs ofa-leaves and next-siblingb-leaves:q∃
A2,{(a,b)}

of the form of Figure 2. The query is represented byq∃
A2,{(1,2)}. The automatonA2 will

assign state1 to selecteda-leaves and state2 to the corresponding next-siblingb-leaves.
The final statey will be assigned to all common ancestors of the selected pairof leaves:
final(A2) = {y}. State∗ can be assigned to all other nodes. Every successful run of
the automatonA2 will select a single pair of nodes. The following rules verify these
properties:

a→1 b→2 f(∗, ∗)→∗ f(1, 2)→y

a→∗ b→∗ f(y, ∗)→y f(∗, y)→y

This example illustrates the trick: different selected tuples are selected in different runs
so that their components cannot be mixed up.

Theorem 2. Existential run-basedn-ary queries capture precisely the class of MSO-
definablen-ary queries.

Sketch of proof.On the one hand, we can easily describe successful runs of tree au-
tomata in MSO. Existential run-based queries are thus definable in MSO. Let us prove
now that every regular query is equal to some existential run-based query. LetqL(A)

be a regularn-ary query for some tree automatonA over Σ × B
n. We compute an

automatonproj(A) over Σ by projecting Booleans from the labels into states. Let
states(proj(A)) = states(A)×B

n, final(proj(A)) = final(A)×B
n. The rules ofproj(A)

are generated by the following schema for alla, f ∈ Σ, p1, p2, p ∈ states(A) and
b, bi, b

1
i , b

2
i ∈ B where1 ≤ i ≤ n:

(a, b1, ..., bn)→p ∈ rules(A)
a→(p, b1, ..., bn) ∈ rules(proj(A))

(f, b1, ..., bn)(p1, p2)→q ∈ rules(A)
f((p1, b

1
1, ...b

n
1 ), (p2, b

1
2, ..., b

n
2 ))→(p, b1, ..., bn) ∈ rules(proj(A))

We define the selection setS ⊆ states(proj(A))n by S = Q1 × ... × Qn such that
for all 1 ≤ i ≤ n: Qi = {(q, b1, ..., bn) ∈ states(proj(A)) | bi = 1}. It remains to
prove thatqL(A) = q∃

proj(A),S . This follows from that for any termt ∗ β1 ∗ ... ∗ βn

overΣ × B
n: runsproj(A)(t) = {r ∗ β1 ∗ ... ∗ βn | r ∈ runsA(t ∗ β1 ∗ ... ∗ βn)} and

succ runsproj(A)(t) = {r ∗ β1 ∗ ... ∗ βn | r ∈ succ runsA(t ∗ β1 ∗ ... ∗ βn)}.

Universal run-basedn-ary queriesquantify universally rather than existentially
over successful runs. Universaln-ary queries were first introduced by Neven and Van
den Bussche [18] in the framework of attribute grammars (universal BAGs and RAGs).
In the monadic case, they are used by Frick, Grohe, and Koch [10].

q∀A,S(t) = {(π1, . . . , πn) | ∀r ∈ succ runsA(t), (r(π1), . . . , r(πn)) ∈ S}



Theorem 3. Existential and universal queries have the same expressiveness.

This theorem has been proved for the monadic case [18] on basis of the two phase
querying answering algorithm, which fails for then-ary case. As we show here, the
theorem generalizes to then-ary case nevertheless.

Proof. We define the complementqc of a queryq such that for all treest ∈ TΣ ,
qc(t) = nodes(t)n \ q(t). Existential queries are regular and thus MSO-definable, so
their complements are MSO-definable, thus regular, and thusdefinable by existential
run-based queries, too (Theorems 1 and 2). Furthermore, thedefinitions of existential
and universal queries are dual modulo complementation, i.e., for every tree automaton
A with selection tuplesS ⊆ states(A)n, q∀A,S = (q∃

A,states(A)n\S
)c.

As complements of existential queries are existential, it follows that universal queries
are existential too. Vice versa, letq be an existential query. Soqc is equal toq∃A,S for
someA,S. Hence,q = q∀

A,states(A)n\S
, i.e.,q can be represented by a universal query.

4 Query Answering

We consider the problems of enumerating all solutions or up to k solutions of run-based
queries in a given treet.

Proposition 1. We can compute an existential run-basedn-ary queryq∃A,S(t) in deter-
ministic timeO(|S| ∗ |A| ∗ |t|n) and hence in polynomial time for fixedn.

Proof. The naive algorithm were to guess ann-tuple of nodes and test it for membership
to q∃A,S(t). By a deterministic algorithm this requires timeO(|S| ∗ |A| ∗ |t|n+1), so
we need less naive algorithm. The idea of our algorithm is to guess a selection tuple
(p1, . . . , pn) ∈ S and a tuple(π1, . . . , πn−1) ∈ nodes(t)n−1 and to compute the last
remaining node by answering a monadic query depending on theprevious choices. Let
t
p1,...,pn−1
π1,...,πn−1 be the tree overΣ ∪ (Σ×states(A)) obtained fromt by annotating the node

labels ofπi by pi for all 1 ≤ i ≤ n − 1.
Let B(A) be the tree automaton with signatureΣ ∪ (Σ×states(A)) that operates

like A except that maps all annotated nodes to their annotation. Wedefinestates(B(A))
asstates(A), final(B(A)) asfinal(A) andrules(B(A)) by:

rules(B(A)) = rules(A) ∪ {(a, p)→p | a→p ∈ rules(A)}
∪ {(f, p)(p1, p2)→p | f(p1, p2)→p ∈ rules(A)}

We can now computeq∃A,S(t) on basis of the following representation:

q∃A,S(t) = {(π1, ..., πn−1, π) | (p1, . . . , pn) ∈ S, π ∈ q∃B(A),{pn}(t
p1,...,pn−1
π1,...,πn−1

)}

We have to answer|S| ∗ |t|n−1 monadic queries of the formq∃
B(A),{pn}(t

p1,...,pn−1
π1,...,πn−1)

each of which requires linear timeO(|B(A)| ∗ |t|). Note that the size of|B(A)| is 2|A|.
Thus, the overall deterministic time complexity isO(|S| ∗ |A| ∗ |t|n).



The duality of existential and universal queriesq∀A,S = (q∃
A,states(A)n\S

)c yields
an analogous polynomial time complexity bound for answering universaln-ary queries
q∀A,S(t) with fixed tuple sizen by O((|states(A)|n − |S|) ∗ |A| ∗ |t|n).

Proposition 2. The emptiness problem ofn-ary queriesq∃A,S(t) = ∅ is NP-complete
for unboundedn, i.e., ifn belongs to the input of the problem, as well as the automaton
A, the selection setS ⊆ states(A), and the treet.

Proof. The problem is clearly in NP: it suffices to guess a labeling oft by states ofA
and a selection tuples from S; one can then check inO(|A| ∗ |t|) whether this labeling
is a successful run and that each component ofs labels at least one node in this run.
Now, we give a polynomial reduction of CNF satisfiability into our problem. The idea
is to associate with a given CNF formulaφ a wordw (which can be viewed as a unary
tree) over the alphabet{x, a, n, p} of the formxl11l12...l1n...xlk1lk2...lkn, wheren is
the number of clauses ofφ andk the number of Boolean variables. A partxli1...lin
means that thei-th variable appears positively in thej-th clause iflij = p, negatively
if lij = n and does not appear iflij = a. Then, we give the following rules for an
automatonA with states{0, 1} ∪ {sb

i , u
b
i | b ∈ {0, 1}, 1 ≤ i ≤ n} :

x → 0 x → 1 x( ) → 0 x( ) → 1
a(b) → ub

1 a(sb
j) → ub

j+1 a(ub
j) → ub

j+1

n(0) → s0
1 n(s0

j ) → s0
j+1 n(u0

j ) → s0
j+1

n(1) → u1
1 n(s1

j ) → u1
j+1 n(u1

j ) → u1
j+1

p(0) → u0
1 p(s0

j ) → u0
j+1 p(u0

j ) → u0
j+1

p(1) → s1
1 p(s1

j ) → s1
j+1 p(u1

j ) → s1
j+1

where “ ” denotes any state,b ∈ {0, 1} and1 ≤ j ≤ n. We accept all runs. Then
the selection set is defined asS1×...×Sn, with Si = {sb

i | 0 ≤ b ≤ 1}. As the size
of the word is(n + 1) ∗ k and the size of the automaton is inO(n), the reduction is
polynomial. There is a correspondence between runs of the automaton onw and truth
assignments, and a run will be selecting iff the corresponding assignment satisfies all
the clauses. The idea is to assign true (1) or false (0) value to a variable (represented
by thex symbol) and to select all following clauses satisfied by the assignment. For
example, if we considerψ = (x1 ∨¬x2)∧ (x1 ∨ x3)∧ x2, thenx p p a x n a p x a p a

is its encoding, and1 s1
1 s1

2 u1
3 1 u1

1 u1
2 s1

3 1 u1
1 s1

2 u1
3 is a run selecting somen-tuples.

So,ψ is satisfiable if and only ifq∃A,S(w) 6= ∅.

5 Queries by unambiguous tree automata

We next study run-basedn-ary queries by unambiguous tree automata. This is a sub-
class of tree automata with a restricted amount of nondeterminism.

A tree automatonA is (bottom-up) deterministicif no two of its rules have the same
left hand sides. It isunambiguousif no tree permits more than one successful run by the
automaton. Deterministic tree automata are clearly unambiguous, while unambiguous
automata may be nondeterministic; they have multiple runs on the same tree of which
at most one is successful.
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Fig. 3. Selecting left most leaves:q∃
A3,{1}. Only the left run ofA3 is successful.

Definition 4. We call ann-ary queryunambiguous(resp. deterministic) if it has the
formq∃A,S for some unambiguous (resp. deterministic) tree automatonA.

Nondeterministic tree automata can recognize all regular language, but they an not
define all MSO-definable queries in run-based fashion. A simple counter example is the
monadic query that selects the left-most leaf in binary trees overΣ = {f, a}. It can
be defined in run-based fashion asq∃

A3,{1} by automatonA3 which licences the runs in
Fig. 3. Successful runs ofA3 label left most leaves by1 and all others by∗. They map
ancestors of left most leaves toy and all other inner nodes to∗. The final states arey
and1. This is done by the following states and rules:

states(A3) = {1, ∗, y}
final(A3) = {1, y}

a → 1 f(1, ∗) → y f(y, ∗) → y

a → ∗ f(∗, ∗) → ∗

AutomatonA3 is not bottom-up deterministic, but unambiguous. Nondeterminism is
needed in order to distinguish left most leaves from all others. When processing bottom-
up, the automaton has to inspect the context, in order to decide whether a leaf is left-
most. So it needs to guess this property for all leaves and then verify the correctness of
the guesses later on. Correctness is proved by successful runs.

Proposition 3. [[18, 3]] All monadic MSO-definable queries are unambiguous.

Proof. We present a sketch of a proof based on Thatcher and Wright’s theorem plus
projection. Letφ(x) be MSO formula with one free variablex, which defines a monadic
query in binary trees overΣ. We can express the same query by the following MSO
formula with one free set variablep:

greatestφ(p) = ∀x.p(x) ↔ φ(x)

This formula requires to collect all possible values forx satisfyingφ in p, so thatp de-
notes the greatest of set containing nodes selected byφ(x). By Thatcher and Wright’s
Theorem 1 there exists a bottom-up deterministic tree automaton A that recognizes
the tree languageLgreatestφ(p), which contains allΣ × B trees encoding models of
greatestφ(p). The projection automatonproj(A) of A to Σ is unambiguous. To see
this, note that the language ofA is functional: for everyΣ-treet there exists at most
one Boolean treeβ such thatt × β ∈ L(A). This holds since the value ofβ is deter-
mined by the result of the query byφ(x) on t. By determinism ofA there is at most
one successful runr ∈ succ runsA(t × β). Hence, there is at most one successful run
r × β ∈ succ runsproj(A)(t). FurthermoreqL(A) = qproj(A),states(A)×{1}.



Proposition 4. Every deterministic monadic MSO defined query can be transformed
effectively into a run-based queryq∃B,S by a deterministic automatonB.

Proof. We proceed as in the proof of Proposition 3. LetA be a deterministic automaton
recognizingLgreatestφ(p) andproj(A) is Σ-projection. We know thatproj(A) is unam-
biguous and that it can express the query byφ(x). Furthermore, it can be checked that
this automaton is deterministic after deleting unproductive states iff the query is deter-
ministic.

5.1 Efficiency and expressiveness

We call ann-ary queryCartesian closedif it is a Cartesian product of monadic queries.
If A is unambiguous then we can representn-ary queriesq∃A,S as a finite unions of
Cartesian closed queries:

q∃A,S =
⋃

(p1,...,pn)∈S

q∃A,{p1}
× . . . × q∃A,{pn}

This holds, since all components of a tuple will be selected in the same successful run.
We can use this representation of the answer set to enumerateanswers of unambiguous
queries on demand.

Proposition 5. The emptyness probemq∃A,S(t) = ∅ can be solved in timeO(n ∗ |S| ∗
|A| ∗ |t|).

Proof. We compute the above representation ofq∃A,S(t). For all (p1, . . . , pn) ∈ S we
computeq∃

A,{pi}
and check whether at least one of them is empty. We thus have to

computeO(n ∗ |S|) answers to monadic queries each of them in timeO(|A| ∗ |t|).
Alltogether this requires timeO(n ∗ |S| ∗ |A| ∗ |t|).

We can thus decide the emptyness of unambiguousn-ary queries in polynomial
time even for unboundedn. This is in contrast to more general run-basedn-ary queries
by tree automata (Proposition 2).

Theorem 4. Unambiguousn-ary queries capture the class of finite unions of Cartesian
closed regularn-ary queries.

Proof. We have already seen one direction. Next note that Cartesianclosed regular
queries are unambiguous. Indeed regular monadic queries are unambiguous by Propo-
sition 3 and Cartesian products of unambiguous queries are clearly unambiguous too.
It remains to prove that finite unions of unambiguous queriesare unambiguous. Let
q = ∪k

j=1q
∃
Ai,Si

be such a union. Let us first assume that allAi are strictly unambiguous
in that they permit precisely one successful run per tree. Wethen define an unambiguous
automatonA as the product of theAi’s such thatfinal(A) = final(A1)×. . .×final(Ak).
Let proji(p) be thei−th component of a statep of A. We let the selection setS to be
the set of all tuples(p1, . . . , pn) ∈ states(A)n for which there existsi ∈ {1, . . . , k}
such that(proji(p1), . . . , proji(pn)) ∈ Si. Thus,q = q∃A,S .



Finally, note that any unambiguous tree automataAi can be made strictly unam-
biguous: letĀi be the deterministic automaton accepting the trees not accepted byAi;
assumingAi andĀi have disjoint sets of states, we defineA′

i asAi∪Āi. This automaton
A′

i is strictly unambiguous and moreover,q∃A′

i
,Si

= q∃Ai,Si
.

Proposition 6. A query is unambiguous iff it can be expressed by a Boolean combina-
tion (disjunction, conjunction and negation) of monadic MSO formulas.

Proof. Using that regular and MSO-definable monadic queries coincide, by Theorem
4, an unambiguousn-ary query can be represented as a finite disjunction of formulas of
the formφ1(x1)∧. . .∧φn(xn), theφi’s being monadic MSO formulas. Conversely, any
Boolean combination of monadic MSO formulas can be turned into a finite disjunction
of conjunction of monadic MSO formulas, and thus be represented as a finite union of
Cartesian products of monadic regular queries.

5.2 Faithful MSO formulas

Unambiguity of a query will rely on existence of a faithful formula defining it, where
faithful formulae are defined by:

Definition 5. Letφ be a MSO formula withn free second-order variablesp1, ..., pn.

– φ is k−faithful if supt∈TΣ
|{(α(p1), ..., α(pn)) | t, α |= φ}| ≤ k.

– φ is faithful if it is k−faithful for somek.

Proposition 7. φ is faithful iff it is equivalent to a finite disjunction of1−faithful for-
mulae.

Proof. More precisely, we prove thatφ is k−faithful iff it is a finite disjunction ofk
1−faithful formulae. A finite disjunction ofk 1−faithful formulae is clearlyk−faithful.
Conversely letφ be ak−faithful formula. First, let us recall that the lexicographic order-
ing overn−uples is MSO definable bylex(x1, ....xn, y1, ..., yn) =def ∨n

k=1(∧
k−1
i=1 xi =

yi ∧ xk < yk)
Now, let us define a total ordering onn−uples of sets of nodes by
le(p1, ..., pn, q1, ...qn) =def ∧n

i=1pi = qi∨∃x1, ..., xn∧
n
i=1pi(xi)∧∨

n
i=1¬qi(xi)∧

∀y1, ..., yn lex(y1, ....yn, x1, ..., xn) → ∧n
i=1[pi(yi) ↔ ∧n

i=1qi(yi)].
Last, we define a family of1−faithful formulaeφi, 1 ≤ i ≤ k by:
φi(p1, ..., pn) =def φ(p1, ..., pn) ∧ ∧i−1

j=1¬φj(p1, ..., pn) ∧

∀q1, ..., qn(φ(q1, ..., qn) ∧ (∧i−1
j=1¬φj(q1, ..., qn)) → le(p1, ..., pn, q1, ...qn))

It is easy to check that theφi are1−faithful and, asφ is k−faithful, φ is equivalent
to∨n

i=1φi.

Proposition 8. A regularn-ary query is

1. Cartesian closed iff it can be defined by some1−faithful formula.
2. unambiguous iff it can be defined by some faithful formula.



Proof. Let q a regular Cartesian closed query defined byφ. Let us defineφi(x) by
∃x1, ..., xi−1, xi+1, ..., xn, φ(x1, ..., xi−1, x, xi+1, ..., xn). Then q can be defined by
the1−faithful formula∀x ∧n

i=1 (pi(x) ↔ φi(x))
Conversely, ifq is defined by a1−faithful formula,q is clearly Cartesian closed.
The rest of the proposition is then directly obtained by Proposition 7 and Theorem

4. Furthermore, as proofs of Proposition 7 and Theorem 4 are effective, given a query
q defined by a formulaφ and knowing thatφ is faithful, we can effectively construct
(A,S) computing the queryq, with A unambiguous.

5.3 Deciding unambiguity of queries

We show in this section that one can decide whether a regularn-ary query is unam-
biguous, or equivalently by Theorem 4 whether the query is a finite union of Cartesian
closed regular queries. Note that this property is close to independence of variables in
constraint databases [14, 8]; however here we consider an infinite collection of finite
tree structures, instead of one fixed structure.

Note that deciding whether a regular query is Cartesian closed is straightforward
as it can be defined in MSO. Similarly by using construction ofProposition 7, we can
decidek−faithfulness of a MSO formula, for a givenk. However, deciding whether a
regular query is a finite union of Cartesian closed regular queries requires more sophis-
ticated techniques. First, given a queryq, we construct a formula which is faithful iffq
is unambiguous. Second, we prove how to decide faithfulnessof a formula.

Let q a query defined by the (MSO) formulaφq(x1, . . . , xn). We will defineφmax
q ,

a MSO formula definingq with good compactness properties: it will be faithful as soon
asq can be defined by a faithful formula. Roughly speaking, givena treet, t, α will
modelφmax

q iff it is correct ( α(p1) ∗ ... ∗ α(pn) is included inq(t)) and maximal (no
node can be added to oneα(pi) while keeping correct).φmax

q (p1, . . . , pn) will be the
following formula:

∀x1 . . . ∀xn (∧ipi(xi)) → φq(x1, . . . , xn)
∧i∀xi ¬pi(xi) → ∃x1 . . . ∃xi−1∃xi+1 . . . ∃xn ∧j 6=i pj(xj) ∧ ¬φq(x1, . . . , xn)

Lemma 3. A queryq is a finite union of Cartesian closed queries iffφmax
q is faithful.

Proof. By Proposition 8 we just have to prove that if the queryq is a finite union of
Cartesian closed queries, thenφmax

q is faithful. Let q be a finite union of Cartesian
closed queries. There exists some natural numberk s.t.q = ∪k

j=1q
1
j × . . .× qn

j , eachqi
j

being a monadic query.
Let t be a tree fromTΣ . For each1 ≤ i ≤ n, we define≡i, an equivalence relation

onnodes(t) byπ≡iπ
′ if for all (π1, ..., πi−1, πi+1, ..., πn), (π1, ..., πi−1, π, πi+1, ..., πn)

belongs toq(t) iff (π1, ..., πi−1, π
′, πi+1, ..., πn) belongs toq(t). This just means that

π andπ′ are, in some sense, interchangeable ini-th position w.r.t.q. Then, letπ andπ′

be two nodes. If for each1 ≤ j ≤ k, π belongs toqi
j(t) iff π′ belongs toqi

j(t), then
π ≡i π′. This implies that≡i is of finite index bounded by2k.

Now let t and α such thatt, α |= φmax
q . Let π be one node selected in thei-th

position, i.e. belonging toα(pi). Then, by maximality ofφmax
q , if π ≡i π′ then π′



belongs also toα(pi). This implies thatα(pi) is a union of equivalence classes for≡i.
So, the cardinality of the set{(α(p1), ..., α(pn)) | t, α |= φmax

q } is upper-bounded by

2n.2k

.
Let us note that ifφmax

q is faithful as soon there is a faithful formula definingq,
it is non necessarly the “most faithful” one or the “less redundant” one. Indeed let us
suppose thatq is defined by∨2

i=1ri(x1)∧ si(x2) for someri, si. q is clearly2−faithful
whereas inφmax

q , valuation associated with(∧ri,∨si) or (∨ri,∧si) would be added.

Now, letq be a regular query (given by a tree automaton or a formula): first we con-
structφmax

q andA a deterministic automaton recognizing the tree language overΣ×B
n

Lφmax
q (p1,...,pn). Then, we compute an automatonproj(A) as in Theorem 2. Clearly the

number of accepting runs ont in proj(A) is the cardinal of{(α(p1), ..., α(pn)) | t, α |=
φmax

q }.
A tree automatonA is saidk-ambiguous if for any treet ∈ TΣ , there exists at most

k accepting runs fort in A. The degree of ambiguity of an automatonA is bounded if
A is k-ambiguous for some natural numberk.

So, by what precedes,q is unambiguous iff the degree of ambiguity ofproj(A) is
bounded, which can be decided.

Theorem 5 (Seidl [20]).Whether the degree of ambiguity of a tree automaton is bounded
is decidable. Furthermore their degree of ambiguity can be computed.

As all contructions are effective, it provides a procedure for deciding ambiguity of
q. Furthermore, this gives a way to compute an unambiguous automaton computingq.
Indeed, by proposition 8, as soon as we know thatφmax

q is faithful, we can compute,
from an automaton or a formula definingq, (B,S) with B an unambiguous automaton
s.t.q = q∃B,S .

Theorem 6. Ambiguity of a queryq is decidable. Furthermore, whenq is unambiguous,
(B,S) with B an unambiguous automaton s.t.q = q∃B,S can effectively be constructed.

Note that the construction of(B,S) could also be done by eliminating directly
ambiguity fromproj(A) defined above. Indeed, letB be an automaton whose ambiguity
degree is at mostk. We can build an automatonBk simulatingB on trees which have at
leastk accepting runs inB (by making the product ofk copies ofB and checking the
k runs are different); as the degree ofB is k, Bk will be unambiguous. Then, you can
build an unambiguous automatonBk−1 simulatingB on trees which have exactlyk−1
accepting runs inB, by a similar construction and checking that the tree is not accepted
by Bk. By iterating the construction, you can build(Bi, Si)

k
i=1, with Bi unambiguous

automata simulatingB on trees which have exactlyi accepting runs inB: q is the union
of the corresponding queries and by using effective closureunder union, you can then
build an unambiguous automaton forq.

6 Querying unranked trees

Our results carry over to automata for unranked trees, in particular to the unranked
tree automata (UTAs) of Brüggemann, Klein, and Wood [4], where horizontal tree lan-
guages are represented by finite word automata.



An unranked tree is built from a set of constantsa, b ∈ Σ by the abstract syntax
t ::= a(t1, . . . , tn) wheren ≥ 0. A UTA H overΣ consists of a setstates(H), a set
final(H) ⊆ states(H), and a setrules(H) of rules of the forma(A) → p whereA is
finite word automaton with alphabetstates(H) andp ∈ states(H). Runs of UTAsH
on unranked treest are functionsr : nodes(t) → states(H) defined as

t = a(t1, . . . , tn) ∀1 ≤ i ≤ n : ri ∈ runsH(ti)
a(A) → p ∈ rules(H) r1(ε) . . . rn(ε) ∈ L(A)

p(r1, . . . , rn) ∈ runsH(t)

Queries for the class of unranked trees overΣ are defined as before. The notion of
unambiguity (that is the existence of at most one run for a tree) carries over literally to
UTAs (in contrast to bottom-up determinism [16]). The same holds for the notions of
run-based queries by UTAs.

Theorem 7. Existential and universaln-ary queries by runs of unranked tree automata
capture MSO over unranked trees (comprising thenext sibl-relation). Run-based queries
by unambiguous UTAs capture the class of finite unions of Cartesian closed queries.
This property is decidable.

We only give a sketch of the proof. The main idea is to convert queries by UTAs
into queries by stepwise tree automata [6] for which all results apply. Stepwise tree au-
tomata over an unranked signatureΣ are tree automata for binary trees with constants
in Σ and a single binary function symbol@. Stepwise tree automata can be understood
as tree automata that operate on Currified binary encodings of unranked trees. The Cur-
rification ofa(b, c(d, e, f), g) for instance is the binary treea@b@(c@d@e@f)@g .

Stepwise tree automata were proved to have two nice properties that yield a simple
proof of the theorem. 1) N-ary queries by UTAs can be translated ton-ary queries by
stepwise automata in linear time, and conversely in polynomial time. The back and forth
translations preserve unambiguity. 2) All presented results on run-basedn-ary queries
for binary trees apply to stepwise tree automata.
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