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Machine Learning Techniques for
Passive Network Inventory

Jérdme Francois, Humberto Abdelnur, Radu State andedlikestor

Abstract—Being able to fingerprint devices and servicesi.e, For instance, a VolP operator can offer additional servtoes

remotely identify running code, is a powerful service for bah jts customer by sending customized advertisement based on

security assessment and inventory management. This PaPerihe prand and the version of their smartphone
describes two novel fingerprinting techniques supported by ’

isomorphic based distances which are adapted for measuring Most of the current approaches for device identification
the similarity between two syntactic trees. The first method are based on looking at some specific field value of the
leverages the support vector machines paradigm and requieea tracked protocol grammar. For instance, the SIP [2] prdtoco
learning stage. The second method operates in an unsuperets jnclydes the device identity in the User-Agent field which

manner thanks to a new classification algorithm derived from . . i
the ROCK and QROCK algorithms. It provides an efficient and can be easily omitted or modified by an attacker. Hence,

accurate classification. We highlight the use of such clagiiation new_generic t_echniques considering the whole message are
techniques for identifying the remote running applications. The required. In this paper, every message is concerned inridll a

approaches are validated through extensive experimentains on represented as a syntactic tree (section V-B) close to those
SIP (Session Initiation Protocol) for evaluating the impat of \yhich can be generated by a standard syntax analyzer. Relyin

the different parameters and identifying the best configurdion . . f
before applying the techniques to network traces collectedhy a on underlying differences in the content and structure chsu

real operator. trees, the two main contributions of this paper are :
Index Terms—fingerprinting, inventory management, syntactic « anew supervised syntactic fingerprinting technique which
tree, SVM. aims to precisely identify equipment (device typB)db-
lem J),
. INTRODUCTION « a novel unsupervised syntactic fingerprinting technique

looking for the number of distinct device types running

SSUMING a communication service, device fingerprint- ) ) Lo
gerp a given protocol and its distributiorPfoblem 2

ing aims to determine exactly the device version or
the protocol stack implemented by a piece of equipmefhhe second method gives general indications about the elevic
implementing the service. It is a challenging task which hagpe distribution for a given protocol and can exhibit heter
impact on both security assessment and network manageneity or homogeneity. For instance, when a new service is
ment especially inventory management. Identifying théakss deployed, proposing a support service is a real benefit for
helps to get a detailed view of alive equipments on a netwollelping the users (company networks) or for doing business
for planning future actions when needed. For example, ifva néoperator). Hence, unsupervised fingerprinting helps sess
security flaw is discovered for some device types, patchitige complexity and the feasibility of the support service
them has to be fast due to zero-day attacks, but locatifqumber of distinct device versions to support). Generally
them is not always obvious. Besides, the fingerprintingsodlew software are supported or proposed as it is easier to
can help to discover abnormal devices on a network as forovide patches and help to the users. However, many of
instance a rogue equipment which has to be disconnectdwm install other ones with additional functionalitiesjost
Since device fingerprinting determines the software vassio because they prefer the interface for example. The number
tracking copyright infringements is another applicatioh oof device types used and their distribution is a good hint to
such techniques. Furthermore, some authentication sgsteawaluate the security risk because the higher the numberof n
check the device type like for example allowing only somsupported versions, the higher becomes the risk. Moreover,
specific hardphones on a VoIP (Moice over IP) networkhese techniques are passiwe, without any interaction with
Classical management solutions like SNMP [1] are not alwaflse fingerprinted equipment which avoids both to be detected
applicable since some machines are often not owned by #ied an unnecessary overloading of the network and finger-
operating company (personal or partner company devicgs)nted devices. Assuming that the majority of messages are
or their software does not provide SNMP support. Finallyjot faked, unsupervised fingerprinting can be the foundatio
fingerprinting its customers can be valuable for a comparof. the supervised system since a user can manually identify

_ some components of the discovered clusters. Finally, the
ES':'F'?ggfle"‘{l;irrs?ng%I ;Siﬁgoégfoxt_?r MADYNES - INRIA Nancy-Gean observation of the evolution of the unsupervised classitioa
J. Francois, R. State are with the University of Luxembourgcould highlight emergence or disappearing of devices.

{firstname.lastnameni.lu . , The efficiency of these applications is directly correlat@d
This work was mainly done when J. Francois was with MADYNHERIA .. . L .
Nancy-Grand Est, France the precision of the fingerprinting techniques. Hence, eateu
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device type 1

. \_ as for example in figure 2. In this case, network traces are
frequently collected (1) for doing fingerprinting and ugdgt

— a database of devices (1'). When a new patch is available for

e e ‘ﬁ a certain device type (for example to counter a new attack or
: fmgf\;ggt{ung'
OK

to add/correct some functionalities), the database gisesnt

™

device type 2

Log file

: information about the localization of device=., their IP
" I Fireigal addresses.
Communication blocking
User-agent: type 1
: fingf;g:nzting' Logging B. SIP overview
: - The evaluation of our fingerprinting framework is based on

Additional check

SIP [2] since this signaling protocol is gaining large suppo
and the number of compliant devices is skyrocketing. SIP is
a text protocol with several primitived NVI TE, NOTI FY,
REGQ STER, ACK, CANCEL...) and response codes (three digits

machine learning methods. Our supervised fingerprinting ®!mber). The SIP specifications describe many functideslit
built on support vectors machine technigue whereas the-un¥(fiich can be exploited by attackers as for example in [3]
pervised one is based on a new adaptation of the ROCK ampich highlights an authentication flaw where an attacker is
QROCK algorithm. Since the device representation is bas@@le to gather the credential of a user for making phone.calls
on syntactic trees, the first objective is to define metrigs f&€cause the attacker tool for performing the attack does not
comparing such structures whereas classification algnsithgenerally use the same protocol stack as the normal device,
are usually based on real values. This paper provides a stifdg@n be detected by the fingerprinting service as explained
about the impact of different parameters in order to exhidil the previous section. This example emphasizes that a
the best configurations for a real application. _relnforc_ed fingerprinting-based authentication SIP metdma

The next section details some applications of device fingd$-Possible.
printing and the general operation of our approach. Section
Il formally describes the two problems. Section IV giveg thC. Architecture
details of the classification methods before introducing th The architecture is depicted in figure 3. Messages are
device representation in section V. Section VI is dedicatedllected through SIP proxies. For each of them, the syistact
to the presentation of extensive results. Related workvemgi tree is constructed based on the protocol grammar. This tree
in section VII before the conclusion and directions for fetu represents its signature. In the case of supervised firigerpr

Fig. 1. Rogue device detection

work. ing, two stages are needed:
« the training stage (1) : the signatures are collected and
Il. FINGERPRINTING FRAMEWORK stored in a database and used for computing a classifier;
A. Applications « the testing phase (2) : each new generated signature is

This section highlights some applications that can be sup- taken as an input to the classifier to assign a specific
ported by fingerprinting techniques. Figure 1 is related to label device type to the message.
security issues since the goal is to detect rogue deviceswhfssuming the unsupervised case, these trees are directly
spoof the user agent field in the messages. This field is presgipuped by computing a classifier.
in many protocol messages and indicates the device typeBecause a fingerprint of a device type is its general
However, it can be very easily spoofed. Since an attackeftaracterization, the proposed scheme implies the fatigwi
uses dedicated tools for performing an attack, the usertag@gfinition : a fingerprint of a device type is the set of signesu
should not be an usual oriee. of the same type as normalbelonging to this type in the training set. For the superise
users. Hence, a spoofing technique is generally employed firgerprinting, a device fingerprint is equivalent to alleseof
figure 1, the fingerprinting tool captures the traffic betw#en the same device type in the training set. Then, each tresto te
devices and the server or between two clients as for instariged fingerprint of a device to identify. For the unsupervised
in P2P networks. Considering the first communication, tHechnique, the fingerprint of a type is the entire correspund
fingerprinting result indicates the same type of device g4!ster obtained after the classification.
the announced one. So, no counter-measure is applied. Th8ince a normal connection follows a standard sequence of
second case shows an attacker spoofing the user agent fi@gssages, applying fingerprinting on the first message &f eac
By comparing this user-agent information with the automatsequence should be sufficient. However, an attacker can also
identification resulting from fingerprinting, the tool is lab insert crafted packets inside a session to perform a man in
to detect the spoof and can decide to launch a count#iie middle attack. So, our proposed architecture targets to
measure which can vary from simple logging of the evefifgerprint all messages.
to deny access to the rogue device through interactive firewa
configuration. I11. PROBLEM DEFINITION

The fingerprinting technique has to be resistant to usertagenBecause we focus on fingerprinting, this section describes
spoofing. In this case, it can be used for various applicatiothe two general problems outlined in the introduction. The



Network

- (1) (1)
QE@ 1 Network o Daily ™ Da(tjab?se
$ evice type
/ 7 traces SR e updates @ yp
IP@1 type 2
(3) IP@2 type 1

Fast localization IP@3 type 1

(2) .
new functionnalities . fm% IP@4 type 3

new attack — > Administrator
(29

Fig. 2. Fast patching

§ @@ B. Problem 2: Unsupervised fingerprinting
; 2 - = Message Grammar
ol network}_‘ | 5 } In this scenario, no labeled messages are available and
S 129 thus training is impossible. The messages have to be directl
| Internet Proxies divided into groups by a classifiekr : T' — N. Because no
Y % e K F(;ngerpfti‘"tsm labels can be derived from a training process, the goal is to
i e eneration find the number of device typese., K, and create consistent
(1) training groups containing in the optimal case only messages of a
Unsupervised Fingerprinting single device type. Thus, the targeted result is :
<> Fingerprints Device
\T/ CELELE S @identification |\IJ[T]| =K
L@Device identification -&12) testing Vti,th, Teal(ti) — Teal(tj) = \I/T(ti) — \I/(tj)

Vti,th, real(ti) 75 Teal(tj) ~ \IJT(ti) 75 \I/(tj)

Fig. 3. Fingerprinting architecture

IV. FINGERPRINTING APPROACHES

network is composed of several devices belonging to diffiere As previously introduced, fingerprinting is strongly cor-
types. We consideK different device types represented byelated to classification methods which are detailed in this

the setD = {di,...,dx}. The traffic is collected and the section. Assuming that each device to classify is represent
messages to analyze are grouped within a testing séf ofby a syntactic tree (details in section V), the goal is to keso
messaged = {t1,...,tn}. the problem defined in the previous section.

If the training stage exists (supervised fingerprinting),
messages are collected (independently fréjnand labeled A Supervised classification, problem 1
correctly. So, we assume the existence of the labeled tigini
dataL x D = {(ll,pl), (lg,pg), ey (ZM,p]u)} Wherepi eD
and represents the label of the messageThus, each; is
unique.

For describing the problem objectives, we suppose t
existence of the functioneal(t;) : T — D returning the real
identifier (device type or implementation stack). Obvigusl
this function is not provided in reality for any messagelin
So this function can be regarded as an oracle for thé sesed
only for describing the objectives of the following problem

Supervised learning techniques are potential solutions fo
resolvingProblem 1since training samples are available. We
chose to carry out the recent support vector machines (SVM)
}tl%chnique because it outperforms the classification acgtma
many domains with limited overhead [4]. SVM were already
successfully used in network security monitoring and isiza
detection [5][6]. However, none of the approaches combines
SVM and syntactic trees. Basically designed for two classes
classification, SVM techniques were rapidly extended totimul
class problems liké’roblem 1 One-against-one classification
[7] is known for providing a good accuracy with a low
computational time [8].

The method strives to find a hyperplane to highly separate

The first problem aims to identify the exact types of devicahe data points (trees) of different classes (device types)
which generate the messages frémro perform this task, the the hyperplane is as far away as possible from the data points
system has to be trained with the training 5eSo, the goal is For the one-against-one method, an hyperplane is construct
to compute the classifié®;, : TU L — D assigning the right for each pair of distinct classes as illustrated by the stmpl
device identity to eaclil;,p;) € L x D i.e,, Qr(l;) = p;,. The example on figure 4 wherH,_; is the hyperplane separating
same function is then applied to eache T and is expected points of classi and j. Then, when the new point $ has to
to returnreal(t;), i.e., being able to correctly identify the typebe assigned to a class, its side-position from each hypepla
of the device which sent the message is computed to judge the more suitable class. Considering

A. Problem 1: Supervised fingerprinting



the example, the following results are obtained for eadubject to:

hyperplane : Ip Ip
e Hy_x:$class isU, Z a py, =0
e Ho_y: $class isO, (ts,p) {TiUT,} ()
e Hop_x:$ class isO. 0< osz <C, (ti,pi) e {T1UT,}

The final decision relies on a voting mechanism where thgi, -
most represented class, is chosen. .
In most cases, the data points are not linearly separable, pil =1if (ti,ps) € To,—1if (ti,pi) € Tp (6)
so they are casted in a high dimensional feature space using!.he scalarb” is calculated thanks to the support vector

a mapping _functlong_o. Thls.functllon projects ee}Ch initial trees GV?) which corresponds to the points on the border of
data point ino a higher dimensional space with a scalggch roup mathematically defined as the trigessuch that
product function defined. The main motivation is that the enor ;, #go ) P y ®

dimensions are added, the more probably the data will e

separable. Since the goal is to find an hyperplane, thisreatu,;,, 1 p Ip Ip o,
space is characterized by real valued dimensions. In lihef, SV Zl (Pt Z SRNCRD)
mapping function is formally defined ag:: TU L — (R)%™ Hesvr () MO} 7)

(" and L are th(_a t_e_‘sting gnd training sets). i L Once the training phase has solved this optimization prob-
The exact definition oflim and the mathematical def|n|t|on_|em’ each tested trek, € T is given as the input of the

are dependent on the context but generally hard to determ'agcision function

To counter this problem, a so called kernel trick is used. It

will be detailed later. Jip(lm) = Z affptiK(ti,lm) +biP (8)
Determining the hyperplanes is the main task. Assuming t,e{TIUT,}

the notations introduced in previous sections, for each pai

of device types< d;, d, >, the corresponding hyperplane iSEFhen, the sign of the result indicates!jf, belongs tod, or
l’ p y . . . .
specified by the vectaw'” and a scalab’. It has to separate d;. Since, only one hyperplane is defined for each pair of

and be as far away as possible from the trees belonging toc}l{za(ig,jhlte)se functions are symmetrigg) = —fi,. So only
andd, denoted as : ———~ hyperplanes and functions have to be found out.
Ty = {(li,ps) € Llp: = di} Finally, the classifier2;, formally defined in Problem 1
_ _d represents the voting scheme. Each decision function elsoos
Ty = {(lispi) € Llpi = dp} 1) a class among two and the classifi@f, returns the most
chosen class. Assuming the distributidn(t, = k) =
Hence, the resulting problem constraints is defined as : |1/ ﬁlk(tif >0} e identification result of the tres,
fuk '
V(ti,pi) € {Ti VT, } corresponds té)y (¢, ) argmax V (t, = k).
(p(ts) W) +BP > 1—¢P, if pp=d;  (2) ’
l l l : _ . g .
(p(ti) - w?) + 07 < =14+ &7, if pi=dy B. Unsupervised classification, problem 2

where¢ are slacks v_aria_bles allowing some misplaced p(_)ints 1) ROCK and QROCKWhereas our device representation
when a total separation is not possible. For example, on€figyg pased on syntactic trees which can be viewed as cateborica
4, if a point O is in the surrounding of points, it iS  gata, most well known techniques such as K-means, K-
impossible to really separate them. _ medoids or density based algorithms are suited for nunierica
The optimization p_roblem implies that the points have to kg, es [10]. Therefore, new kind of unsupervised approgche
as far away as possible from the hyperplane : dedicated to categorical data can be found in the literature
] ; i . o
min  =||[w’?|| +C Z ip 3) as for instance the ROCK algpnthm [11]. This algorlthm. is
2 S based on a graph representation where two nodes are linked
_ ( 7’_””’)6{ el if they share at least one common neighbor. Two points are
where C is a constant representing the trade-off between Higghbors if their inter-distance is less than a threshold
minimum classification errors and maximal margins. (the distance between two trees is defined in section V). It
The functiony is essential but defining it is often hardjs an agglomerative clustering technique and so each unique
That is Why_the kernel tr|ck_|s usually exploited by defining Boint is a cluster at the beginning. Then, the clusters are
kernel functionK (z, y) [9] directly computable between two gyoped together based on a score measure which measures the
trees and also equals {@(z;).¢o(z;) ). Then, the optimization |inkage degree (the number of shared neighbors) comparing

problem is turned into its dual by introducing the Lagrangiayith the estimation of the maximal number of possible shared
for computing the vectow'? : neighbors.

1 Figure 5 highlights the results of main types of clustering.

Ip_ + Ip Ip lp lp . g ghiig yp g

. 2; . A . 2; . ;0P Py K (s t5) Figure 5 points out the bad accuracy of medoid clustering
(bo.pe) 4TIV } ft]ﬁ)ﬁﬁ&ﬁ methods which group points around another one. The main
(4) disadvantage is that these techniques assume similarspoint

lp
wip biv €17

max



HU:'X Ho x
P A
ttt  Uyu
Xx U uY Uttt ‘U ‘du u
o X
X x i Uy XXX
X e TR
0% X X% /B c
;0 . XX 0
0% Mou 3 H0 30
° 00 — > A 0 _
: "Medoids \" >
*amethod_ - Neighborhood area
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point to assign

distributed within a common shape (spherical most of the The first idea is to choose a simple score measure. The
time) close to a medoid. Other well-known techniques carsidmost simple should be to sum all links between each pair of
each point individually. For example, the nearest neighbarlusters but the authors of ROCK advice against it. In fact,
technique results is plotted in figure 5: the clusters of thie p it often entails the creation of a single or few big clusters
of closest points are merged until the corresponding mihimiaecause the bigger a cluster is, the more neighbors it has. We
distance is higher than a threshold. The main advantage is fliesent a new simple metric for evaluating the score measure
discovery of irregular shapes of clusters. For exampleguwr& between two clusters: the maximal number of shared neighbor
5, the distinct shapes of clusters “t”, “u” and “x” are easilyjpetween any pair of two nodes from each cluster. Assuming,
distinguished because their closest nodes are well separatwo clustersC’; andC);, the score measure between the clusters
However for “x” and “0”, the boundary points are very closés:
and a classic approach merges them. The ROCK algorithm
looks for points sharing common neighbors which is not the
case for these points as shown on figure 6. However in thiswhere #neighbors(p;,pi) returns the total number of
case, the points A and B should be linked because they shafared neighbors between and p;. This metric is very
common neighbor. That is why a score measure is introducgifnple to compute because the distance between two points
to join two clusters with the maximum number of neighborgloes not vary whereas the original goodness of ROCK is
Here, the algorithm prefers to join C and D rather than Mpdated during the clusters merging since the metric iscbase
and B. Hence, the ROCK algorithm is capable to discovep all shared neighbors between all points of two clusters.
the right clusters. Other such methods exist like CURE fdfioreover, estimating the total number of possible neighbor
examp|e where each cluster is fixed by a limited number fﬂr normalizing this value against the size of the cluster is
points, so it is a tradeoff between one center and all point§lnecessary with the new metric.

Density based clustering techniques such as DBScan are clos'he clusters are merged until this new score reaches a
to ROCK which is well suited for categorical data like treeghresholdy. Thus, the clustering has to join two points, p,

We refer to [10] for a good overview of these algorithms an®r Which good(p1, p2) > .

their use cases. Theorem 1:The results of the ROCK algorithm based on
However, ROCK is heavy computational and a derivethie score measumod defined in equation (9) is independent

version, QROCK, was proposed in [12]. The authors dfom the order of merging points.

QROCK observed that in many cases, the computed clustersrhe proof is direct as the definition ofood is only

are equivalent to compute the conr_1ected components of endent on the points themselves and not on the clusters,

created graph. Thus’ QROCK considers that egch conneq'gg“ other points. This theorem is very important as there is

compqnent 'S a _smgle cluster. Hence, the alg(_)nth_m beconheg need to order points following the decreasing value of the

very simple ar_wd IS executeo! very fast The ma!n.d|sadvantaé;5:odness measure like in ROCK. Thus, the overall complexity

is that the points A and B in figure 6 will be joined due Qs significantly reduced. Besides, it corresponds to the QRO

their unique common neighbor. In fact, QROCK does not t"j‘l%lef%orithm with one additional constraint. In fact, the drap

in account the neighborhood density measured by the SCAI%s are weighted by the number of shared neighbors and
measure. the objective is to determine the connected components of

2) Compromise: The limitations of ROCK and QROCK Vertices with weighted links equal to at leagtto keep the

logically imply to choose a fair trade-off between them witfieighborhood density as a valuable information. Hence, the
following ambitions : algorithm design is straightforward and split into two main

functions :
« keep the advantage of the neighborhood density (ROCK),. the graph construction based on the neighborhood com-
« avoid too much computational metric (QROCK). putation;

good(Ci, C5) = maxy, e, piec; #neighbors(pe,pr) - (9)




« the computation of connected components. Algorithm 2 clustering

The first step is executed by algorithm 1 whelrg (the 1 = {t1,...,tn} @ set of tree
adjacency matrix) is the number of shared neighbors betweer{-i; the number of neighbors between the treand?;
i and;j. In fact this algorithm iterates over all pairs of points nit(t) creates a cluster with only the tree t (assign an index
(trees in our case). When two of them are neighbors, theto the cluster)
algorithm considers one as the shared neighbors and looks foc-add(t) add the treg to clusterc _
its other neighbors to update the weighted adjacency matrix-abel; indicates ifZ; is already assigned to a cluster and is

(loop of the line 4). initialized to 0
1: for i< 1to N do

Algorithm 1 Link initialization 2. if not Label; then
T ={t1,...,tn} a set of trees s ¢ = init(t;)
D,; is the distance between the treeandt; & L“b?li =TRUE
7 the maximal distance between two neighbor trees 5 for j «1to N do
Li; the number of neighbors between the trgeandt; & if ¢ # j andLy; >y andLabel; = FALSE then
initialized to 0 v clustering(j.c)
1: for i < 1to N do & end if
. o: end for
22 for j«<1to N do .
. 10.  end if
3: if D;; <7 then 11 end for
4: for k< 1to N do '
5: if D;; < 7 then 12: clustering(k,cluster):
6: Lij = Lij +1 13: Labely = TRUE
7 end if 14: c.add(%)
8: end for 15: for j «+ 1to N do
o: end if 16: if k# j andLy; > v and Label; = FALSE then
10: end for 17: clustering(j,c)
11: end for 18:  end if
19: end for

Then, algorithm 2 computes the connected components
having links with at least a weight of neighbors. At the
beginning, each tree is associated to a label sefAhSE V. ATTRIBUTED TREES
indicating that the tree is not in a cluster yet. The algaonith

iterates over all trees searching non visited ones andaseat section IV. This section details the syntactic represéeriaif

new cluster. Then, the recursive clustering function isliadp vices and how to compute the similarity or distance betwee
on the trees that share the minimum number of neighbors Wﬁﬁo devices in order to apply these methods

the initial tree in order to add them and so on.

Assuming the additional functiomd(t) returning the index
of the cluster containing the treethe classifier of the problem A, Distances
2 is defined byU(t) = ind(t).

3) Appearing or disappearing device#s special kind of
application of our approach is the detection of abnormaipequb the tupleG = (V, E, ) whereV’ are the different nodes
ments as for example rogue equipment. However, detecti he diff t_d ’ 7nd' funci h thab . '
that main devices of a certain type disappear is also impbrta € difierent edges ana'is a function suc (s) gives

since it can be caused by a dedicated attack against this tySome characteristics about the nad tree is a special graph

A . o - - \Bﬁhout cycle. Two tree§; andT; are considered isomorphic
ssuming an initial set of messages which can be viewed a8 4 ore exists a biiection mapping every node i, to ever
kind of “training set” without labels and containing all zitsle ) W mapping y ! y

types, the clusters obtained are denoted by the functign node inTy while keeping the same structure (the nodes are

with W, representing the clusters composition at time connected in the same way). In fact, the nodes are generally

Theorem 1 indicates also that the assignment of messagelé?ll?s?led or defined by some characteristics but a node can be

: . mapped to a node with a different label. The trees have a
independent from all others. Hencé, is constructed from . L : , ,

. . - subtree isomorphisna if there exists two subtre€s; and T3
Wo by adding syntactic tree of messages arriving betwegvr}]ich are isomorphic. Their similarity is measured as :
time zero andt. Concerning a long period of time, a type phic. y '
disappearance is Qeteqtgd |_f no new messages are.assgned to W (6, T}, T}) = Z o (u, $(u))
a cluster and the identification of rogue equipment is pdinte
out by the creation of new clusters. This task can be done
with any classification algorithm but the proposed alganith wheres is the comparison function between the characteristics
is able to achieve it incrementally without reconstructaly (« function) of two nodes defined by the user. Furthermore, the
the clusters at each time goal is to determinéV (¢12) which is the maximum similarity

Problems of section Il are resolved thanks to methods of

Our techniques use the metrics defined in [13]. This section
gives an overview of the theory. An attributed graph is define

ueTy



Message = Request SP *Header SP 0*1Body Alpha = %x41-5A / %x61-7A JAZ]az Message 1 Message 2 n. th
'paths
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Message.?.SP Message.?.?.Header W(¢12) =8
Body = *Alpha User-Agent = "user-Agent" HCOLON *Alpha "."  Message.?.Body Message.?.?.Header.User-Agent
Fig. 7. Grammar Fig. 8. Intersection of ancestor paths

Message 1: “INVITE Accept: */*.Call-id:456ZE852." Message 2: “CANCEL Date:01 Aug 2009.Call-id:1234.User-Agent:MyPhone.”
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Fig. 9. Syntactic trees of 2 messages

among all pairs of isomorphic trees @f and7s: dist3(Ty, Ty) =1 — W(gr2) (normalized)
T |+ | T2 — W(é12) (12)

— ! !
W(gr2) = (qb,II‘?%Z()GRW(qS’ T, To) where|T| is the number of nodes of the trde

where R is the set of all possible isomorphisms and thg. Syntactic trees

corresponding subtrees. o A syntactic tree is an attributed tree built from a message
Although classical techniques compute the similarity begnt by a device and the Augmented Backus-Naur Form

tween two trees by g:ounting the number of transfor_matior(ygBNF) [14] protocol grammar. The figure 7 shows a partial
(delete, add or substitute) required to transform the @S o mmar of a simple protocol (far from SIP). The non-terrhina
isomorphic ones, the authors of [13] emphasize that ré$pIVigiements are those which can be derived into other ones
this problem is NP-complete unless adding some specific cQfessage, Request) contrary to terminals representinged fix
straint (nodes ordering for instance) to get a polynonifaet geqence of or a range of possible characters (terminaésalu
complexity. Hence, they propose to define four novel distang e req) values in the message). The elements prefixed by “*”
metrics (two normalized and two non-normalized) betweel}e repeated whereas those separated by “/” are altermative
trees_ leading also to a polynomial complexity. T_he norrrmhz_ Otherwise, the different elements form a sequence.

metrlc are advantagegus because they can be mterpre}ed in 8rhys, each message is mapped to a syntactic tree like in
equivalent way even if the context is not the same (differefl;re 9. A node is created from each terminal value and linked
devices, other protocol) whereas the non-normalized metgy 5 parent node representing the sequence, the repetition o

will exhibit great different values. However, it is IMpaSE  he non-terminal from which it is derived. Figure 9 shows two
to know a priori which kind of distance is better in terms of 5 tial syntactic trees.

accuracy. Thus, one distance metric of each type is kept 10rThe syntactic trees are rooted. Thus, two trees are isomor-
supervised and unsupervised fingerprinting. After prelany hic if the relationship between parent and child nodesss al
evaluations, three of them appear to be suitable: kept. Furthermore, terminal values are not taken into attou
because the containing information is highly dependent of a
specific session (call-id, date...).
dist,(T1,T2) = [T1[ + |T2| — 2W (¢12) (non — normalized) Some potentially large structure can be derived for many
(10) grammar rules as for example the construction of a character
) sequence built by the expressioAl pha. Thus, two subtrees
(normalized)  (11) \in different Request or Header branches can contain

W(¢12)

isto (11, 2) max(|T1|, |Ts])



such a structure whereas their meaning is probably differefilgorithm 3 similar_paths(,t»)

Hence, these relatively large structures could bias thiegity res = [ ] is the intersection of shared paths initialized to an
measure. The solution is to consider the path of a node te evalempty list

uate their similarity. The path is all the nodes between it r  paths(t) return the paths list of the trefe
node and the considered node. Therefore, the charaatsristi l.add(e) addse to the list!

of a noden defined bya(m) is the tuple<name,,, path,, > l.remove(e) removee from the list]

with path,, the path. The name of a node is its non-terminal len(l) is the length of the list

name or “?” otherwise (sequence or repetition). We propose: ¢, = paths(t;)

a binary similarity ¢) between two nodes imposing that two . ¢, — paths(ts)

similar nodes have to share similar ancestor nodes,the 3. for ¢ € ¢; do

same path, and the same name. Assuming jthat returns 4. «— 1

the parent node ofi andr the common root of the trees, the 5. ppol «— TRUE
similarity between two nodes andv can be totally defined 6. while bool A i < len(c,) do
as: 7: if ¢ = coli] then

1 ifu=rAv=r 8: bool = FALSE
o(u,v) =< 1 if name, = name, A o(par,,par,) =1 o res = res.add(c)

0 else 10: co.remove(c)

(13) 1L end if

If messages can be derived from different first rules, addirig: 1 i+1

a generic root node is feasible but leading to a similarity 13: end while
equal to zero. Three subtree isomorphisms are representédend for
in figure 9. The subtrees associated to the first ones contain
exactly the same nodes and Bg;, = 4. Because sequence
and repetition are equivalent in the ancestors path (questor the flat content (characters) of the messages can be easily
mark), the second isomorphism generates two trees sharatig@red, the syntactic structure included cannot. Conisige
one similar node. Howevell,, = 0 due to different ancestorsthe toy example of figure 9, the fingerprinting techniques are
path. Finally,1W(¢3) = 8 because the subtrees are the sammsually based on some fields values as for example [15] which
except for two nodesAccept and user-Agent). The analyzes the bad randomness of the call-id field of certain
Cal I - I d match because there is no order on the nodes. devices. Therefore, an attacker can easily modify this field
Though, the first isomorphism is clearly suboptimal as tHgy replacing the value directly in the message in order to
subtrees are not rooted on the global root node while theunter the fingerprinting technique. However, the syitact
pair of nodes share the same ancestors. Hence, finding titee structure is not altered and so the syntactic fingetipgn
isomorphism candidates has to consider the paths of allsmodiechniques are still able to identify the attacker device.
of a tree as illustrated in figure 8. The creation of the lists
containing these paths can be done easily during the cneatEJ
of the trees. The optimal isomorphic subtree is built from”
all shared paths by the messages. Thus, the subtrees are ti&@e distance adaptation for SVM based fingerprinting
intersectiom,q.x of similar paths calculated by the algorithm(problem 1) is compulsory because the kernel function is a
3 whose design is straightforward. Indeed, one iteratiopgo Similarity measure. For the normalized metric, the defnitis
over all paths of the first tre¢; and looks for the same straightforward as the similitude is equivalent to one rsithe
path in the second ong. Line 10 is extremely important distance. For the non-normalized metric, we derived a Kerne
for avoiding to take in account the same path twice. Favith a form close to the Gaussian one. Hence, two kernels
instance, inverting the messages in figure 8 implies thré#ctions are defined:

pathsMessage. ?. ?. header without this line. Since this _—0.01disty (T1,T3) _ )
algorithm iterates over each pathgffor each path of,, the (T, To) =e T Ka(Th, Ty) = 1-dists(Th, T)

Adapation for fingerprinting

complexity is inO(t1t2) ~ For the unsupervised fingerprinting, the two metrics chosen
Because all paths are rooted on the same node, the prefix@ftesting this new algorithm aréist; and dist,. The latter

each path (all nodes except the last one) always equals&nofihe s directly applied but we do a simple transformation on

one. Hence, the similarity is exactly the number of elements;, for having a normalized value between 0 and 1:
in the intersectioh: | Mpaths |- Thus, the similarity between

the example messages is eight. disty =1 — e 0-01disty

Since the fingerprinting is based on structural differences . .
between syntactic trees, it is suited for protocols whoseisp The cloeff|C|ent.of 0.01 for_mtl and K was Fun(.ed thanks
fication allows some freedom about the message construct}8nOur first experiments. This manual normalization helps to

(optional fields, order of fields...). Since the user-agesit!fi interpret identically this metric and so to not reconfigute o
fingerprinting algorithms each time. However it introduces

1This is not a mathematical intersection since a path can peesented this new paramgter which can limit the usage of the non-
several times normalized metric.



. . . . . height #nodes
The next section about experimentations is based on these Device Name #mesg e M,gn Ag | Max | Min | AG

adaptations of distance metrics but they will be mentioreed [a_Asteriskv1.4.21 1081 | 28 | 23 | 25 | 2517 | 883 | 1284

their original notation dist,, disty anddists) for improving |—aso 9489 | 108 | 25 | 23 | 20 | 2r8d | 82 | 12
the readability and the comparison between results. Twinkle_v1.1 195 | 25 | 23 | 23 | 2457 | 805 | 1299
Linksys v5.1.8 195 28 23 25 2783 | 852 | 1248
SIPhongvies | 288 | 30 | 23 | 24 | 2330 | 951 | 1133

VI. EXPERIMENTATIONS
A. General description

The following experiments aims to evaluate our fingerprint-
ing scheme. Hence, the types assigned automatically to the
devices will be checked in order to compute several metrics o S
for evaluating the performance (the next section desctibes ~ Furthermore, the average sensitivity and specificity vidue
different metrics used). The first part of the experiments f@Sier understandable than multiple values:
based on a small dataset in order to test our system with avg._sens = Z sens(d;) /K
many distinct configurations. Thus, the impact of the défer -

TABLE |
TESTBED DATASET— TREE STATISTICS

parameters can be studied in order to determine the best ones “er (17)
for performing the fingerprinting with a real operator in a avg_spec = Z spec(d;)/ K
second step including only section VI-F. dieD
This includes two kinds of parameters: Assuming the following distribution&X = z;/N, Y =
« those which can be changed easily when applied to a rgalN, Z = z;;/N, the mutual information coefficient (IC)
dataset: algorithm parameters or distance used,; is an entropy based measure defined as :
o those whi_ch are constrained by the real environrnfent. H(X)+ H(Y) — H(Z)
In fact, this includes only one parameter, the training IC = H(X) (18)

percentage, which reflects the amount of available data.
Hence the goa| of the Corresponding experiments is rWhereH is the entropy function. This ratio varies between
to find out the best value to set for this parameter b@and 1 (perfect classification) and is a good complementary
to indicate the minimum training percentage which igetric from the overall accuracy because it indicates if the
needed for guarantying a minimal quality results. accuracy value is not only due to one or few over-represented
In brief, the experiments of the first part aim to determing/@sses. For example, assigning all messages to one class ca
which distance is the best suited for fingerprinting, what ®&10w to reach 80% of accuracy if 80% of data points are of
the impact of the training percentage, what is the impalte same type. However, this case impli&S = 0. Hence,
of ROCK/QROCK adapted algorithms on the performance m|s coefficient reflects the sensitivity and the specifietyd
order to determine the best configurations. Since the umsugé €ven more severe than them.
vised fingerprinting does not provide convincing resultg, w Although the supervised classification creates one labeled

propose two improvements. cluster per device_ _typ_e which contains tes_ting trees, the
We also provide a short experiment to show the benefits \$pSUpervised classification can create an arbitrary number
the syntactic structure for improving the classification. clusters. Even if labeling unsupervised cluster is not done
reality, the classification assessment process begindbiirg
B. Metrics each cluster with the most represented device version in the

Standard metrics for classification assessment presetmte(]%__:‘FSter' Then, only the largest cluster of each type is kit a

. . . ) e rest of the trees are assigned to an artificial garba u
[16] are adapted to our terminology introduced in sectidn | g g geecl

. . o gwever, evaluation of the mutual information coefficierithw
(IV is the total number of messages which are classified an . . )

. - . . a garbage cluster is meaningless. So, the F-score is another
K is the number of distinct device types). Assuming the : . . . . .

. ) . overall possible metric from the information retrieval daim

number of trees corresponding to a particular device typge [17]:
D, y4 the number of trees classified &sz4,4, the number of ’
trees of typesi, which were classified ag,, the sensitivity B — score =
evaluates the number of trees of a given typhich were
assigned to the right cluster:

2 X avg_sens X avg_spec

(19)
avg_spec + avg_sens

Like the mutual information coefficient, F-score is a com-
bined measure from sensitivity and specificity but does not
sens(d) = zad/Td (14) reflect the messages distribution. However, if all messages

The specificity of a device typé measures the proportion ofaffected to few classes, this score will be very low too.
trees of this type in the corresponding cluster:
C. Dataset

spec(d) = Zad/Ya (15) , . - o
) ) ) The main dataset having characteristics summarized in
The overall metric name accuracy is the proportion of reggy|e | was generated from our testbed with 6 device types
which are assigned to the correct type: (softphones, hardphones and proxy) with a total number of
ace — Z zaa/N (16) 2091 messages. The syntactic trees are very big, their tseigh
4D are close to 30 and the minimal number of nodes in a tree is
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Fig. 10. Supervised fingerprinting, distandest;

more than 800. This is due to a huge specification as the ABNF % D TEFEET] ) ? i 85EEFT ]
grammar [14] contains around 500 rules. Therefore progidin o 1 o 1
. . . . . & 0.97 by

a real tree in the paper is impossible. The following messaget , ..

is a real SIP message generated on our testbed and emphasiz?eszj < o
the huge size difference with a toy example such as messages .- II— o
from flgure 9 0.9 0 20 40 60 80 100 075 0 20 40 60 80 100

% learning trees % learning trees
INVI TE sip:941@92.168.0.5 SIP/ 2.0 . . -
Via: SIP/2.0/UDP 192. 168. 0. 2: 5060; br anch=29hG4bK71a6058b (@) Accuracy (b) Mutual information coefficient
From "Cisco 7940" <sip:7940@92.168.0.5>; t ag=001ae2bc8b7c . . . o .
000313f 0813f - 0635ef b4 Fig. 11. Supervised fingerprinting, distandésts
To: <sip:941@92.168.0.5>
Cal | -1 D: 00lae2bc-8b7c0003- 7f 5491ce- 2990dcf 3@ 92. 168. 0. 2
Max- Forwar ds: 70 o ) )
CSeq: 101 INVITE indicates stable results. So, expecting an accuracy of % i
User - Agent: G sco- CP7940d 8.0 I iabl h itivity il di
Contact: <sip:7940@92. 168. 0. 2: 5060; t r anspor t =udp> really viable. The averag_e sensitivity illustrated in 1)0@3&”5_ )
ﬁxpi res: 18?_ Con sd that the good accuracy is not only due to some well classified
t: t f . . -

A Lon ACK EYE GANCEL. | NV TE, NOTI FY, OPTI ONS, REFER classes since this value reaches 90% with a training pergent
REG STER, UPDATE of 20% or more.

Renote-Party-1D: "G sco 7940" <sip:7940@92. 168. 0. 5>; e - . . . . e
par ty=cal | i ng: i d-t ype=subscri ber : pri vacy=of f : scr een=yes The specificity is high also meaning that the rmsclassmed
%pporteﬁ: reﬁl agsgyi oi n, nor ef er sub messages are scattered among the different device types. Th

tent - th: . . . . .

Cont ent - Type: appl i cat i on/ sdp figure 10(d) summarizes the previous observations by ampli-
Content - Di sposi tion: session; handl i ng=opt i onal fying the lowest specificity and sensitivity value. Hendast
v=0 figure confirms that the information coefficient is clearlynamo
OfCSJI ;cgalsll PUA 3326 0 IN I P4 192.168.0.2 severe than other metrics. That is why the next experiments
o 0 do not detail sensitivity and specificity values.

mraudi o 21382 RTP/AVP 0 8 18 101 2) Distances: The distancedists; is normalized contrary
c=IN P4 192.168.0.2 di Such di . I . ;

a=rt pmap: 0 POV 8000 to dist;. Such a distance is generally easier to use since
a=rtprmap: 8 PCMA 8000 many techniques like SVM can be directly applied without
a=rtpmap: 18 G729/ 8000 id bl bl f . Th fici f th
a=fnip: 18 annexb=no considerable tunable transformation. The efficiency of the
a=;t prraribioé tlgl ephone- event/ 8000 identification is clearly improved and outperforms the joeag

=fnt p: - . .

acsendr ecv ones. With only20% of messages used for the training, the

accuracy is close to 99% in most cases. The specificity and
) o sensitivity are also very high and illustrated here through
D. Supervised classification the mutual information coefficient in figure 11(b). In fact,
1) Training percentageThe first experiment evaluates theobtaining similar results with the previous distance netds
efficiency of our supervising method in parallel with theaise the training percentage. For instance, a percenthge o
proportion of extracted trees for the training processr(ing 80% with dist; is equivalent ta20% with dists.
percentage). In fact, the messages are randomly selected arifo summarize, SVM-based supervised fingerprinting is very
each experiment is run ten times to improve the fairness effective with the normalized distanegsts.
our results. Considering distandést,, the figure 10 plots the  Figure 12 is the intensity coded distance matrix dosts.
accuracy metrics using a quartile representation. Theeedr Devices are grouped by types represented by black lines on
values are plotted and the box delimits 50% the observatidhg axis (they are in the same order than in table 1). Distance
with the median value as the horizontal bar. The rest of thetween messages and y is represented by the intensity
observations are outside the box (25% below, 25% abovej.the color of the cell(x,y). The darker the cell is, the
The overall accuracy shown in figure 10(a) highlights thddwer the distance is. Hencéjsts is clearly able to detect
our approach is very effective because with only 10% a@foup of messages especially for the first one which is well
training, the accuracy is concentrated around 90%. Oblyipudistinguished. Other black block structures are high&ghiut
increasing the number of training sample messages improvesssages from the same device type are clearly not always in
the accuracy and with 20% the limited range of quartilesuch blocks. Evedists is able to construct group of messages,
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training process capturing different kinds of messagesifer
same device type counters this problem.

Thus, we propose two methods for improving the classifi-
cation accuracy :

« identifying the kind of a device based on only one type
of messagese(g. INVITE),

« creating small clusters of messages sharing the same
source IP address and source port within a small interval
of time p (few seconds). This assumption is realistic as
these characteristics will not change frequently for agiec
of equipment.

1) Grouping messagestn the first experimentp is set
to 5 seconds and the goal is to determine what are the best
parameters of the new version of the ROCK algorithm :

o 7 : the maximal distance between two neighbors,
o 7 the minimum number of shared neighbors between to
messages for merging them.

Fig. 12. Intensity coded distance matrix fdist3 With p = 5, an average 0.8 messages are grouped in the
same cluster beforehand. Except in four cases highlighyed b
boxed values in table Il, all the different kinds of devices
are discovered. The shading key helps to rapidly discard bad

3) Advantage of the syntactic structur&his short experi- configurations like the pale columns (= 0.01,0.15,0.2)

S 4 highlighting the great impact af. Thus, the accuracy is not a
ment highlights the benefit from the synt_ax structure Cc.)rw""“monotonicfunction of. In the same way, it is not a monotonic

imilarity b is th htein di function of v and 87% of messages are correctly classified

F15]. 11 aleo known as the eci Gistance betause t conputy /59 & neighbored disance ad and & minimel of ten

the .number of needed transformations (insertion, delation ared. neighbors for grouping two messages._Moreover, .It N
’ ten points better than the best result of the first row which

substitution) for transforming the first text message irte tis equivalent to the QROCK algorithm (one shared neighbor

second one. Figure 13 reports the same res_ults. as fig Fﬁy). The corresponding high value of the F-score in table
11(a) and shows also the accuracy of the application of t F indicates that this result is not only due to few device

Levenshtein distance. U_sing the syn_tactic representalfont es rightly identified but also to most of devices corngectl
messages, the accuracy improvement increases betweed 3@ Ehtified. However, the best configuration seems to fix 15

. ) |
t5r(;Zor\évgrlgfswe%lte;iréynempha&zes the relevance of the syntacélﬁdT =0.1 \_/vith a slightly_ lower accuracy and a highe_r F
' score. We will consider this configuration for the remaining
) o experiments, otherwise it is mentioned. Table IV and V give
E. Unsupervised classification the number of clusters and their sizes from this configunettio
Applying unsupervised classification on individual mesanother by varying these two parameters. Wheincreases,
sages was not successful (about 60%). This is mainly dimre trees are merged and so less larger clusters are built
to notable differences between messages targeting differgontrary to~y forcing trees to have more common neighbors
goals (with different types) even emitted from the same kirfdr being linked when it increases. Some very small clusters
of device. Hence a message for making a phone call or regige constructed with only one tree (outlier) since the minim
tering are highly dissimilar. With supervised classifioatithe size is still zero. Furthermore, the original QROCK algumit
corresponding tey = 1 is clearly unable to discover as many
clusters as fory = 15.

applying an efficient classification technique is also neags
for taking benefit from that as for example SVM.

. 92 B =" " T Figure 14 shows the evolution of the accuracy depending

0.9 1 on the parametep grouping the message arrived in the
-~ 0.85 same interval of time. First, increasing greater than five
8 0.8 - has no positive impact. Assuming a same device type for
g 0.75 SR messages from the same IP address and port within 5 seconds

0.7 = e seems reasonable. Second, the normalized distalieg for

065 T unsupervised fingerprinting) is better than the non-noizedll

0.6 = Syntax ——1 - _ ; -

055 L _ Levenshtein ro one. It strengthen the usage of the normalized metric which

0 20 40 60 80 100 does not need to be parameterized.
% learning trees 2) Message typeOnly the most represented message types

are considered 100, 200, 401, OPTI ONS, REG STER,
Fig. 13. Syntactic tree advantage, accuracy with distatiees NOTI FY, | NVI TE and ACK. The figure 15 plots the overall
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¥ 7 (min distance) 0.88
(#neighbors) 0.01 0.05 0.1 0.15 0.2 ' o
1 0559 | 0.767 | 0.721 | [0.307] | [0.302 0.86 pp- Bl B
5 0.480 | 0.748 801 0.306 0.306 0.84
10 0.454 | 0.742 | 0.872 0.307 0.307 & a2
15 0.424 | 0.727 | 0.862 0.525 0.307 g ) T I e
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©
0.7803
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Fig. 14. Unsupervised fingerprinting by grouping similarival time

~ 7 (min distance) messages
(#neighbors) 0.01 0.05 0.1 0.15 0.2
1 0.674 | 0.805| 0.697 | 0.339 | 0.614
5 0.595 | 0.787 | 0.781 | 0.336 | 0.399 1 — p
10 0570 | 0.784 0879 0.293 | 0.293 8-2 1l
15 0.542 | 0.767 | 0.902 | 0.489 | 0.293 07 |
20 0.497 | 0.744 | 0.852 | 0.488 | 0.293 0.6 1
0.5 ]
< 40% | 40-60% | 60-70% | 70-80% | 80-85% | > 85% 8;‘31 |
| ! | | | 0.2 1
TABLE Il o8 ]
UNSUPERVISED FINGERPRINTING BY GROUPING SIMILAR ARRIVAL TME D O o MW Y 9 D
MESSAGES DISTANCE dista - F-SCORE 4 ’°/> 4 6\@, O);A\ N &%
9, CYNIKORI
Y 6‘,9
—] dist, accuracy dist, F-score
— dist; accuracy —— dist; F-score

accuracy and the F-Score of the classification results dkpen
ing the type considered. Once again, best results are eltain
with the normalized distance. Moreover, this graph poinfdg: 15. Rock clustering by messages type

out that some types contain more valuable information than

others. In order to reinforce the authentication mechanism o

the REG STER messages have to be considered. Despite th&/Y €fficient because more than 90% of the messages are
fact that accuracy is not high enough (70%) for discrimingti yvell classified with alsllmllar F-score. Furthermore, thu;dgt .
intruders, imposing a stronger authentication to somesusger 'S Nelpful for determining the strategy of packet samplifg i
rely on the fingerprinting results. Besid&RTI ONS message "€eded. In our case (Intel Core 2 Duo 3GHz), comparing two
includes equipment Capabilities which is hlghly dependlmt Synta_CtIC trees requires 4.9ms and so _Selectlng messages to
the device type contrary to the response 200 which is onlyC&ssify can reduce the overall complexity.

kind of acknowledgment. However, this experiment shows tha

such messages also contain specific device information eWerReal VolP operator network dataset

if their semantic is not strongly related to the device type. 1his section addresses brief results obtained from the net-
Monitoring the right messages like OPTIONS or NOTIFY i§yqy traces of a real VoIP operator. This network contains

40 types of devices but the identification based on the SIP

T 001] 005 01 0.15 0.2 User-Agent returned sometimes an unknown type. Some types
#clusters | 314 | 108 | 61 33 14 of devices are too much under-represented (less than 20
Minsize | 1 | 1 L L L messages) while others generate 10.000 of the total of 86.00
Max size | 126 | 218 222 480 720 - . .

Avg size | 2.33 | 6.79 | 12.02 | 22.212 | 52.357 messages from about 700 distinct devices. Hence, we discard
TABLE IV four device types and keep at most 100 messages for each
CLUSTER CHARACTERISTICS WITHy = 15 of them. The results are lower than for the testbed dataset.

Indeed, the supervised fingerprinting technique is able to
correctly identify 70% of the equipment. Assuming a clas-

Y 1 5 10 15 20 sification per type of message, the unsupervised technique
fﬂf'r:’s;t;res 118 318 417 611 812 groups correctly 90% of OPTIONS message. The accuracy
Maxsize | 353 T 224 1 2535 T 222 [ 220 reaches 75% when messages within t_he same time interval are
Avg size | 40.72 | 19.29 | 15.60 | 12.02 | 8.94 grouped beforehand. The first conclusion is that the OPTIONS

TABLE V message i_s a very valuable one. By investigating the reason

CLUSTER CHARACTERISTICS WITHT = 0.1 of the relatively limited accuracy in the other cases, wenfbu

that some kind of devices cannot be well distinguished like
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Ci scoATA186v3. 1.0 and C scoATA186v3. 1.1 due global tree per device type. Even if the classification times
to small or no stack implementation modifications betweeare equivalent and it exhibits a very good accuracy (99%
the version 3.1.0 and 3.1.1. However, not detecting minwaith 12% of messages used for training), the training preces
variations is not critical in some management applications very long and needs a grid of 10 computers during two
as for example for general inventory purpose because ftays (with 2600 messages) contrary to the approach presente
functionalities of such devices should be very similar. Bym in this paper where the training process is very fast (few
have a bigger impact for security applications. Furtheenominutes). Thus, updating the system frequently is possible
the correctness of this dataset could not be checked and wiech is primordial with dynamic technologies like VoIP
accuracy assessment is only based on the SIP User-Agent figith many new devices appearing rapidly. Furthermore, our
which can be easily faked. previous work did not deal with unsupervised fingerprinting
A syntax representation for applying support vectors maehi
techniques was also proposed in [31] by dividing a message
into a pairs of attributed tokens. The objective there ifedént
Network and service fingerprinting tools are widely usesince the goal is to perform anomaly detection by detecting
by attackers for designing customized attacks or by netwathe deviation whereas we perform multi-class classificatio
administrators to have a precise view of their network. Trst fi Besides, the syntax structure proposed in [31] is composed
work in this domain [19] highlights that unclear or permigsi of a sequence of attributed tokens whereas the approaches
specification entails implementation variations due tocHjwe described in this paper rely on the syntactic tree. Dedicate
choices or misunderstanding of the developers. Two classekernel functions were proposed recently and [32] gives algoo
methods exist. The first one is qualified as passive sincdyit omverview of the existing ones as for example the convolution
monitors the traffic without interacting with the fingerpad kernels [33] and proposes other ones. A tree kernel function
machines. For instance, [20] is based on rules associatisgpasically defined by the number of subtrees shared between
specific values in TCP fields to an operating system (OS)vo trees with some variations. Our method can be regarded
Active techniques send specific requests to a machine i ordéso as a variation since the isomorphism can be considered
to get discriminative responses. This scheme is implendents shared subtrees. The main differences are that the nodes
by NMAP [21] for determining the OS. The accuracy of theseomposing these subtrees are not to be exactly the same.
techniques relies on the good definition of messages to seW defined an equivalence function that considers sequence
which is basically done manually. Therefore, [22] des@ibe and repetition nodes to be semantically equivalent. Wiserea
mechanism to learn them. Fingerprinting is not limited to OSsual tree kernel considers all shared subtrees, the mataod
identification and several works target to correctly digtiish propose needs only the subtrees rooted in the original no®t d
the different kind of network traffic with different granuiy to our specific context (section V-B).
levels. For instance, [23] gives a good overview of techegu
used for determining the different classes of traffic (WekR,P VIII. CONCLUSION
Chat..) whereas [24] and [25] try to automatically identify ) i i
specific protocol. Our work is different and complementarg T_h's paper proposes DOVEI superwsed and unsupervised
since its goal is to determine precisely which implemeotati d€Vice fingerprinting techniques which leverage the acges
of a protocol is used. This kind of methods was explored fif e SVM paradigm and the ROCK classification. A new
[26] for determining the HTTP [27] web server by observin ersion of ROCK was introduced taking advantage of differen

the value or the order of some headers. Determining t Le-existing versions. The provided results show the {itgbi

version of a SIP equipment could be based on the bg&such fingerprinting schemes when used with syntactistree

randomness value of the Call-id field [15]. As argued in th\é{h_iCh reflect both the content of messages an_d thei_r_hierar-
ical structures. Our future work will study the finger pirg

introduction, changing these fields is very easy in order ﬁg‘ h s with a f irel s b
counter fingerprinting. Our technique does not consider tR& Other protocols with a focus on wireless protocols beeaus
value itself or the flat structure of the message but all i,{ e pature implies security problems like rogue machlr!es
hierarchical syntactic structure related to the protocahgnar |r}truhd|ng the ne;lwork. Vy:/e a(ljs_o pl_an to_ Stlljddy ths complexnyd
which contains more valuable information and which is mor t_e approaches. Other |_rect|0ns include the a_lutomate
difficult to fake while keeping a valid message with thd&nonitoring of stack protocol implementation evolution of a

same meaning. SIP fingerprinting is also addressed in [S&Vice series.

with other protocol fields and an active probing technique
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