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Abstract. Given a logic program that is terminating and mode-corracan
idealized Prolog interpreter (i.e., in a top-down logic gn@amming engine), a
bottom-up logic programming engine can be used to compuaetigxthe same
set of answers as the top-down engine for a given mode-daquecy by rewrit-
ing the program and the query using the Magic Sets Transtam@vIST). In
previous work, we have shown that focusing can logicallyrabizrize the stan-
dard notion of bottom-up logic programming if atomic formslare statically
given a certain polarity assignment. In an analogous madgeamically assign-
ing polarities can characterize thffext of MST without needing to transform
the program or the query. This gives us a new proof of the cetapess of MST
in purely logical terms, by using the general completenkessrem for focusing.
As the dynamic assignment is done in a general logic, thenessgf MST can
potentially be generalized to larger fragments of logic.

1 Introduction

It is now well established that two operational “dialect§'lagic programming—top-
down (also known as backward chaining or goal-directedhéndtyle of Prolog, and
bottom-up (or forward chaining or program-directed) in sitjde of hyperresolution—
can be expressed in the uniform lexicon of polarity and fow the cut-free sequent
calculus for a general logic such as intuitionistic logit [The difference in these dia-
metrically opposite styles of logic programming amounta &iatic and globalolarity
assignmento the atomic formulas. Suchagical characterisatiorallows a general the-
orem proving strategy for the sequent calculus, which nightackward (goal sequent
to axioms) as in tableau methods or forward (axioms to gapleet) like in the inverse
method, to implement either forward or backward chainingafmy combination) for
logic programs by selecting the polarities for the atomsapiately. Focused inverse
method provers have been built for linear Iogﬂ: [4], intoitistic logic ], bunched
logic [E] and several modal Iogic@lO] in recent years.

The crucial ingredient for the characterisation is thatapties and focusing are
sufficiently general that all static polarity assignments amagiete [ml]. The two as-
signments may be freely mixed forftérent atoms, which will produce hybrid strate-
gies. The proofs are veryftierent: in a standard example with Fibonacci numbers, one
assignment admits exponentially sized derivations, wthigeother has only the linear
proofs. Even more importantly, the search space for preoféldly different for dif-
ferent assignments. Which static assignment to pick is wedys obvious and very
difficult to perform automatically, as was noted in the expertsien(q [L}].



In this paper, we propose to lookd@gnamic polarity assignmems a means to do
better than static assignment for certain well-known @asd problems. To our knowl-
edge, dynamic assignment of polarities has been investigatly once beforelﬂe];
however, the notion of assignment there is a means of incatipg tables into proof
objects using new atomic cut rules with asymmetric assigrnai® the cut atoms. Our
proposal, in contrast, retains thkemeinference rules as ordinary focusing, but dynam-
ically specializes them based on polarity assignmentopaed at runtime; this lets
us reuse the strong proof-theoretic results about focuslote that “dynamic polarity
assignment” is not a particular algorithm but a generalsctdsapproaches for control-
ling search behaviour. It is useful to think of it by analogifhwordering strategies in
resolution theorem proving.

In particular, we give a dynamic assignment strategy thatéments the féect of
the so-callednagic sets transformatioffi,fL8[14], which is a program transformation
that constrains forward chaining to have the same set ofenssas backward chaining.
Itis difficult to show that the transformation has this intended ptgporeover, since
it is a global transformation on the program, that might guethe general case) depend
on the query, it is not modular and compositional. Our praposconstructs magic
sets and not only avoids the transformation but also cheiaes them in the common
lexicon of focusing and polarities. That is, the magic sgigraach is just a special
case of dynamic polarity assignment, in much the same wagrasfd and backward
chaining for Horn clauses are just special cases of staliripoassignment.

We limit our attention in this paper to the focused invers¢hoe B] as the partic-
ular general search strategy for the sequent calculustitedy (but not precisely; see
sec.ﬂ%), this method “compiles” a clause into an inferenteas follows:

FsumXyz

sum (s X) Y (s Z) :- sum X Y Z. _
Fsum (s X)y(s 2

When this inference rule is read from premise to conclusdiiba,interpretation is of
forward chaining on the corresponding clause. Such ruledeaepeatedly applied to
produce an infinite number of new sequent$atding only in the number ofs, which
preventssaturationeven for queries with a finite backward chaining search sp&ltea
such clauses, forward chaining cannot appealdgation by failure unlike backward
chaining. We show how to use dynamic polarity assignmentstead produce a new
side condition on such inference rules: the conclussum (s X) y (s z)) must be neg-
atively polarized for the rule to be applicable. The atones @olarized negatively by
carefully selecting only those atoms that are inlthseof the logic program.

One important feature of this re-examination of the magis approach is that, be-
cause it is performed in a more general setting, we can paligrgeneralize it to larger
fragments of logic such as the uniform fragment. As it dogschange the underlying
proof system, it can potentially co-exist with other stggs. For example, if the dy-
namic assignment algorithm gets stuck, the remaining atan$e polarized in some
other fashion and the inverse method resumed without lazingpleteness.

The rest of this paper is organized as follows. In Eec. 2 thgiosets transformation
is sketched by way of example. Sectﬂn 3 then summarizesdsigrm of the focused
inverse method and static polarity assignment. Setﬂionréduces dynamic polarity
assignment and shows how to use it to implement the magicestiction (sed._4]2).



Finally, sec[|5 discusses the conclusions and scope offuwtark on dynamic polarity
assignment.

2 Magic Sets Transformation

This section contains a quick overview of theagic sets transformaticior logic pro-
grams. We use the “core” version presenteﬂ [14], whicless Igeneral than some
other designs in the IiteraturElB] but also easier tdagm@and reason about. The
logic programs we will consider are made up of Horn clauseissatisfy a globaivell-
modedneseriterion.

Definition 1 (abstract syntax of Horn clauses)A Horn clausds an iterated implica-
tion of atomic formulas that is implicitly universally cked over all its variables. That
is, Horn clauses (€D, . ..) satisfy the following grammatr:

C,D,...:::af|af—>C t,s...:::x]ff

where a ranges over predicate symbols, f over function sianaod x over variables.
The notatiorf’ stands for a list, possibly empty, of terms.

Note that the clause :- b, ..., zina Prolog-like concrete syntax would be writ-
tenasz — --- —» b — ain the above abstract syntax that is, the order of the clauses
in the body is reversed. Many extensions of this definitioirlofn clauses exist in the
literature, but they are all generally equivalent to thagfnent. Alogic programis an
unordered collection of Horn clauses where each predicatdunction symbol has a
unique arity. (We do not consider particular orderings efttauses because we are not
interested in the operational semantics of a particulaclpggramming language.)

Definition 2 (moding) Every predicate symbol of arity n can be assignethade
which is a string of length n composed of the characieasdo, which are mnemonics
for “input” and “output” respectively. A mode assignment &l predicates in a logic
program is called anoding Theinputsof a predicate with respect to a mode are those
arguments corresponding to the occurrences of the mode; likewise, theutputsare
the arguments corresponding édn the mode.

Definition 3 (well-modedness)All the following are with respect to a given moding:

— A goal query iswvell-modediff its inputs are ground.

— Aclause at; — --- — a,ty — b iswell-modedffforalli € 1..n, the variables
in the inputs of aff are contained in the union of the variables in the outputs of
a; fj fori < j < nand of the variables in the inputs ofsh

— A logic program iswell-modediff every clause in it is well-moded.

The definition of well-modedness for non-unit clauses tively states that, in a
right-to-left reading of the clause, the inputs of an atoforenula must be defined by
the outputs of earlier atomic formulas and the inputs of taad Given a well-moded
program and query, every derivation of an instance of theygiuem the program will
be ground (for the proof, seE [2]).

Consider the motivating example froE[l4]: computing thmsaf the elements of
a list of natural numbers. The clauses of the program arellasviin Prolog style.



(* mode lsum = io *)

lsum [] O.

Isum (X :: Y) K :- 1sum Y J, sum X J K.
(* mode sum = iio *)

sum 0 X X.

sum (s X) Y (s Z) :- sum X Y Z.

This program is well-moded because the outputs flow intortpats from left to right
in the body of the clauses. A query such?as 1sum [1, 2, 3] X is well-moded
because the input is ground, while a query such-adsum X 20 is not well-moded.

To prove a well-moded query, thmckward chainingr top-down logic program-
ming approach matches the goal with the heads of the clauses praeam, and for
each successful match, replaces the goal with the matcktahie of the body of the
clause as new subgoals. A well-moded program is said terbg@natingif there are no
infinite backward chaining derivations for a well-moded ue

Theforward chainingor bottom-up logic programmingtrategy starts from the unit
clauses in the program, matches the body of a clause witle tiaases, and adds the
most general instance of the matched head as a new clauseisTitérated until (a
generalisation of) the goal query is derived. This diretii® not quite as obviously
goal-directed as backward chaining, but it has many fundéahenerits. It builds a
database of computed facts that are all mutually non-iaiteng, and therefore requires
no backtracking or global, stateful updates. Moreovettsfand therefore derivations
are implicitly shared, so the loop detection issue thatysagackward chaining does
not apply here.

However, forward chaining sters from the obvious problem that it over-approximates
the query, performing a lot of wasteful search. Fortunateitypossible to constrain for-
ward chaining for a given program and query such that therifgo will saturatei.e.,
reach a state where no new facts can be generd#téke iquery terminates in backward
chaining. This is achieved by rewriting the program and thery so that the forward
algorithm approximates backward search.

The common element of the approaches to constrain forwaidicly is the notion
of a magic setwhich is an abstract representation of treseof the program [[Z4].
We shall illustrate it here with the example above. For eaeldipatea, a new magic
predicates’ is added that has the same arity as the input arity of theraligiredicate.
Then, each clause of the program is transformed to depentieomagic predicate
applied to the inputs of the head. That is, we obtain the folig rewritten clauses:

Isum [] O :- 1lsum’ [].

Isum (X :: Y) K :- 1sum’” (X :: Y), lsum Y J, sum X J K.
sum ® X X :- sum’ O X.

sum (s X) Y (s Z) :-sum’” (sX) Y, sumX Y Z.

As there are no longer any unit clauses, forward chaining@abegin without some
additional input. This is provided in the form of the magiesien of the goal query as
a new unit clauselsum’ [1, 2, 3]. Finally, clauses are added for the magic pred-
icates to propagate information about the base. For eaclunibelause, there is one
propagation rule for each predicate in the body of the clausthis example, they are:



Isum’ Y :- 1sum’ (X :: Y).
sum’ X J :- 1sum’ (X :: Y), lsum Y J.
sum’ X Y :- sum’ (s X) Y.

Forward chaining on this transformed program will compat same instances of the
guery as backward chaining on the original program and query

The correctness of thimagic sets transformatiors generally quite dficult to
prove. One of the most readable proofs was provided by Masgedt al [E]; that
paper also contains a fully formal definition of the transfation and a number of
other examples. However, all transformational approashésr from the same prob-
lems outlined in the introduction: they are not modular amahpositional. In the rest of
the paper we will give a dlierent explanation of the magic sets transformation thag doe
not sufer from these problems, and is moreover manifestly correcabse of general
proof theoretic properties of focused sequent calculi.

3 The Focused Inverse Method

In this section we review the focused inverse method foritistuistic logic. Most of
the material of this section has already appeared |ﬂ[|1 ] and in references there-
from. Like other recent accounts of intuitionistic focusil I}], we adopt a polarized
syntax for formulas. Intuitivelypositiveformulas {.e., formulas of the positivpolar-
ity) are those formulas whose left sequent rules are inveditd@megativeformulas are
those whose right rules are invertible. Every polarizeddalgconnective is unambigu-
ously in one of these two classes. In order to prevent an awewe alscassignthe
atomic formulas individually to one of the two classes. Aimyapity assignment for the
atoms is complete[[?].

Definition 4 (syntax) We follow this grammar:

PQ:=p|P2Q|1|PeQ|0|IxP|IN NM:=n|N&M |T|P—=N|¥XxN|TP
p:={(af,+) n:=(af,-) P :=P|n N*:=N|p

— Formulag(A, B, . ..) are eitherpositive(P, Q, .. .) or negative(N, M, . . .).

— Atomic formulas(or atom3 (p, g, n,m,...) are also polarized. Each atom consists
of an atomic predicate (&, ...) applied to a (possibly empty) list of terms, and a
polarity. We shall generally abuse notation and wrftef’, +) as & t’, even though
it is the atom and not the predicate that carries the polarity

— Left passive formulagN*, M™*,...) and right passive formulagP~, Q",...) are
used to simplify the presentation of rules.

We use connectives from polarized linear logic instead efrttore usual intuition-
istic connectives to make the polarities explicit. The pityaswitchingconnectiveg
and? are only bureaucratic and do not change the truth value @f dperands. Both
® and & have the same truth value as the usual intuitionistiguration A—that is,
A® B = A& Bif we ignore polarities and omit the switching connectiyesd T—just
differentinference rules. In other formulations of polarizeditionistic logic these two
polarisations of conjunction are sometimes writtemasr A~ [[L3], but we prefer the



familiar notation from linear logic. Likewisep has the same truth value &isand —
the same truth value as.

The inference system for this logic will be given in the forifocused sequent
calculus rules[]1,35]. We have the following kinds of seqsen

'+ [P] right-focus onP I'; [N]FQ  left-focus onN
N; - . . .
r; Qr { o left-active onQ and right-active ofN
N———
Y
where:T" = - | I', N~ is called thepassive contexandQ := - | Q, P is the active

context Both contexts are interpreted as multisets (admits onghamge). We adopt
the usual convention of denoting multiset union with comnfiaill turn out that the
passive context is also a set, but this is an admissibleipténand does not depend on
primitive weakening and contraction rules. Note therefbegI';, I'; is not the same as
'y U Ty; if the latter interpretation is needed, it will be writtexpdicitly.

(active)
F;Qw;nNR ' Qr-; P ' QkN; - T;QrM; -
I' Qrn; - Ir; QrTP; - R I' QFrN&M; -
r; QPFN; - r'; Qr N[a/X]; -
TR —o
I'; QrT1; - I' QrP—-oN; - I'; QrYX.N; -

&r

Ra

Lpf; Qry IN; Qry r; QPQry [;Qry

opfry T, 0INFy T0PeQry” Tairyt

I'; QPry T;QQry IO N[/ Fy

r; QPeQry oL F;Q,OFyOL ' QAX Nry

(right focus) I eN: -
Tprip T+ IN]
r+[P] T'+[Q] I'+[P] o L [P[t/X]]
Tr[PeQ X Tr( X TriPi@P] " TrExpP]

IR

(left focus) T:Pr:Q
Cmen TpeeQ

' [N]FQ y [+ [P] F;[N]FQ’A)L I'; [N[t/X]] + Q
I [Nt&NoJFQ [;[PoN+Q I;[VX.N]+-Q

(decision) re(pl NG [N] - Q oL
1"’|_,P F,N,F1Q7

Fig. 1. Focused sequent calculus for polarized first-order imnititic logic. In the rules
.2 andVr? the parameter ds not free in the conclusion.



LN, p; k-5

ILN,p; -+l -
LN, pr L] LN, p; [n] rnNL
[N, pr[p] ILN,p; [Il—=n+n
I,N,pr[peq] N, p; [M& (U -] rnS
ILN,p; [N]Fn . LN, p; - k-5
l",N,p;+~;nDL L€ ILN,p;-F-;nN

Fig. 2. One derived inference rule fox.

The focused sequent calculus will be presented in a stylistiiant of Andreoli’s
original formulation [Il]. The full set of rules is in fi{l 1. las an intensional reading
in terms ofphasesAt the boundaries of phases are sequents of the foymr - ; Q~,
which are known aseutral sequentdroofs of neutral sequents proceed (reading from
conclusion to premises) as follows:

1. Decision afocusis selected from a neutral sequent, either from the paseiviegt
or from the right. This focused formula is moved to its copasding focused zone
using one of the rulest or pr (p = “decision”, andr/L = “right” /“left”). The left
rule copies the focused formula.

2. Focused phasdor a left or a right focused sequent, left or right focusesibre
applied to the formula under focus. These focused rules larea-invertible in
the (unfocused) sequent calculus—that is, they can faipfdya—and therefore
depend on essential choices made in the proof. This is fanfitbm focusing for
linear logic {1[}1.

3. Active phaseonce the switch rulegr and T are applied, the sequents become
active and active rules are applied. The order of the actilesris immaterial as
all orderings will produce the same list of neutral sequeatrpses. In Andreoli's
system the irrelevant non-determinism in the order of thrakes was removed by
treating the active contex® as ordered; however, we do not fix any particular
ordering.

The soundness of this calculus with respect to an unfoclespaesit calculus, such as
Gentzen’s LJ, is obvious. For completeness, we refer tleeaated reader to a number
of published proofs in the literaturd [7]L2 L7, 11].

The purpose of starting with a polarized syntax and a focoakullus is that we are
able to look at derived inference rules for neutral sequasithe basic unit afteps For
instance, one of the derived inference rules for the forhbfap® q—-m& (|l — n)
in the passive context is given in fig. 2. The instanceroébove forces to be in the
passive context because that is the only rule that can bédgpl contruct a sequent
of the formA + [p]. Likewise, thenw rule forces the right hand side of the conclusion
sequent to be the same as the left focused atoFRinally, thept rule requiresN to
already be present in the passive context.



As we observe, focusingpmpilesformulas such abl above, which may be clauses
in a program, into (derived) inference rules. Focusing ¢smaroduce nevacts which
are neutral sequents that have no open premises after agplylerived inference rule.
An example would be the case for the derivation above whestead of &, we were
to use &;. In this case we would obtain the fd¢tN, p; - + - ; m. If the goal were of
this form, we would be done.

This property of focusing can be exploited to give a purelygbitheoretic expla-
nation for certairdialectsof proofs. For Horn clauses, consider the case where all the
atoms are negativege.clauses are of the forix. [my — - - - — [m; — n. If clause were
named\, then its derived inference rule is:

LN ok mg[€/%] -+ TN k-5 my[f/X]
I[,N; -+-; n[f/X]

Since the context is the same in all premises and the cooalugie need only look
at the right hand side. If we read the rule from conclusionrengses, then this rule
implements back-chaining from an instance of the head eftioirn clause to the cor-
responding instances of the body of the clause, where theahsaquents represent the
current list of sub-goals. Thus, the general top-down Igyimgramming strategy (or
backward chaining) consists of performing goal-directazifed proof search on Horn
clauses with negative atoms. If the atoms were all assigosiiye polarity instead,
then the same goal-directed focused proof search wouldmperd kind of bottom-up
logic programming (or forward chaining). Static polaritysggnment for the atoms is
therefore dogical characterisatiorof forward and backward chaining strategies. In-
deed, if the atoms were not uniformly given the same poéaithen the focused proofs
would be a mixture of forward and backward chaining.

3.1 Forward reasoning and the inverse method

An important property of the (cut-free) sequent calculuﬁg)@ is that there is a struc-
tural cut-elimination aIgorithm[[?]; as a consequence,dakeulus enjoys the subfor-
mula property. Indeed, it is possible to state the subfoampubperty in a very strong
form that also respects tisggnof the subformulai(e., whether it is principal on the left
or the right of the sequent) and tharametricityof instancesi(e., the subformulas of a
right vV or a leftd can be restricted to generic instances). We omit a detadédition
and proof here because it is a standard resultesga{ﬂ] for the definition.

With the strong subformula property, we can restrict theswf fig.ﬂ to subformu-
las of a given fixedjoal sequentlit then becomes possibile to apply the inference rules
in a forward manner, from premises to conclusion. The inpéitsuch a forward rea-
soning strategy would be the facts that correspond to fagusn the passive formulas
and operands of the switch connectives in the goal sequdrject to the subformula
restriction. That is, the initial sequents (in the rulesandnr) correspond to atomic
formulas that are both a left and a right signed subformulthefgoal sequent. From
these initial sequents we apply the (subformula-resti)jdtéerence rules forward until
we derive (a generalisation of) the goal sequent. In ordienptement the calculus, the
axiomatic rules such ak are refined to omit the passive context; the additive rules ar
turned into multiplicative rules and an explicit rulefattoringadded; and the calculus



is lifted to free variables with identity replaced with ualfility, and only most general
instances are considered. This core “recipe” is outlinettiédiHandbookarticle on the
inverse methoc[[8] and is not repeated here.

One optimisation not mentioned iﬂ [8] but implemented in gnaverse method
provers ] iglobalisation the forward version of ther rule is specialized into the
following two forms:

FiNlPQ Neé¢lo o TiINIFQ® Nelo
LN -5 Q Lok Q

DLFp

whereTl is the passive context of the goal sequent. This contextasgmt in every
sequent in the backward proof, so there is no need to mengaplicitly in the forward
direction. For logic programg;, will contain the clauses of the program and it is not
important to distinguish between two computed sequentsdifi@r only in the used
clauses of the program.

Let us revisit the static polarity assignment question i fittrward direction. The
forward derived rule for the Horn claus&. [m; — --- — |m; — n € Iy, after lifting
to free variables, is:

T 1 A N L 6 = mgumy, ..., my),(m, ..., m]))
(T,...,Th; -+ N)[6]

For unit clauses, which provide the initial sequents, thespa context is empty

(because there are no premises remaining after globaligaflTherefore, all neutral
sequents computed by forward reasoning will have emptyiymassntexts, giving us
the rule:

S R (1 A R nfJ 9:mgu((ml,...,mj),<n'{1,...,mj))

G- F-; 0

Thus, this derived inference rule implements forward cimgjfior this clause. This sit-
uation is dual to the backward reading of the rules of |ﬂg. 1 nwhee static negative
assignment to the atoms implemented backward chainingxpscted, a static pos-
itive polarity assignment to the atoms implements backveda@ining in the forward
calculus. The technical details of operational adequanybesfound in [[7].

4 Dynamic Polarity Assignment

The previous section demonstrates that we can implememéfdrchaining (or bottom
up logic programming) using the vocabulary of focusing anthpty assignment. For
the rest of this paper we shall limit or attention to forwaedsoning as the global
strategy, with negative polarity assignment for the atossua means of implementing
forward chaining.

Obviously the benefit of polarity assignment is that comgrless is a trivial con-
sequence of the completeness of focusing with respect t@adiitrary, even hetero-
geneous, polarity assignment for the atoms. Moreover,dhgpteteness of the inverse
method merely requires that the rule application strategfaly. This minimal require-
ment of fairness does not force us to assign the polarityl@tais statically, as long



as we can guarantee that every atom that is relevant to ttod isreventually assigned
a polarity (and that the rest of the inverse method engin&iis £an we do better than
static assignment with dynamic assignment? This sectitiranswer this question af-
firmatively.

4.1 The mechanism of dynamic polarity assignment

Let us write unpolarized atomi€., atoms that haven't been assigned a polarity) simply
in the forma t, and allow them to be used as both positive and negative fasiuthe
syntax. That is, we extend the syntax as follows:

PQ,...:
N,M,...:

=af |p|PeQ|1|P®Q|0]3axP|IN
=af |[n|[N&M|T|PoN|VXN|TP
For example, A Horn clause with unpolarized atoms have thegy/X. a; f; — --- —o
a3 fj —o b s where thex are the variables that occur in the terfiis.. ., ], S

Consider a variant of the focused inverse method where vesvdivo kinds of
sequents as premises for inference rules: neutral seqasrtiefore, and sequents that
have a focus on an unpolarized atom which we paikto sequentsAn inference rule
with proto sequent premises will be callegm@ato rule

Definition 5 Environmentg&, 7, . ..) are given by the following grammar:

8,...::=7’|Q
P.Q...:=0|PeQ|PeQ|PoQ|PoQ|IxP |IN
NM,. . . :=0|N&M|N&M|P-oN|P-oN|VXN|1P

We write&(A) for the formula formed by replacing the in & with A, assuming it is
syntactically valid. An environme#t is called positive (resp.negative if E(p) (resp.
&(n)) is syntactically valid for any positive atom p (resp. neégagtom n).

Definition 6 (polarity assignment) We write Aat « +] (resp. Aat « -]) to stand
for the positive (resp. negative) polarity assignment @uhpolarized atom & in the
formula A. It has the following recursive definition:

— If the unpolarized atom & does not occur in A, then[AT « +] = A,
— If A= g(af) and& is positive, then

A[af — +] =(&@" F))[af — +]
Alat « -] = (&(la ©))[af « -]

— If A = §(at) and& is negative, then
Alaf « +] = (&(ta* D))[af « +]
Alat « -] = (&(a D)[af « -]

This definition is extended in the natural way to context®t¢) sequents, and (proto)
rules.



Polarity assignment on proto rules generally has ffieceof instantiating certain
schematic meta-variables. For instance, consider thewoily proto-rule that corre-
sponds to a left focus on the unpolarized Horn cldDseVx,y.a x—-by—-ocx .

ICrlag TI,Cr[bt] TI,C;[csfirQ
ILC; v, Q

All the premises of this rule are proto sequents. Supposessigraa positive polarity
to a s this will change the proto rule to:

ICr[a's] TI,Cr[bf] I,C;[csirQ
G, v, Q

(whereC’ is C[a s« +]). This proto rule actually corresponds to:

IC,a*sr[bf] TI,C,a's;[csfirQ
r,c,as; -+-; Q

because the only way to proceed further on the first premisétlisthe pr rule. This
instantiate$” with T, a*s. If we now assign a negative polarity ¢os t we would obtain
the rule:

I,C”,a's+ [bf]
r,c”,a's; -+-; cst

(whereC” = C’[c st « —]) which instantiategQ™ to ¢c”s t Finally, if we assign a
negative polarity td t, we would obtain the ordinary (non-proto) inference ruléhwi
neutral premise and conclusion:

r,c”,a's; -+-; bt
r,c”as; -r-; cst

(whereC"” = C"[b t « -]).

4.2 Implementing magic sets with dynamic polarity assignmet

This sub-section contains the main algorithm of this papgedynamic polarity assign-
ment strategy that implements magic sets in the inverseadeifhe key feature of the
algorithm is that it involves no global rewriting of the pragn clauses, so soundness
is a trivial property. Completeness is obtained by showirad the algorithm together
with the inverse method performs fairly on well-moded logiograms and queries.

The algorithm consists of dynamically assighing negatiwkity to unpolarized
atoms. Initially, all atoms in the program are unpolarized the atom in the goal query
is negatively polarized. It maintains the following lists:

— Seedswhich is a collection of the negatively polarized atoms;
— Facts which is a list of computed facts which are ordinary newssgjuents;
— Ruleswhich is a list of partially applied, possibly proto, rules



Whenever a fact is examined by the inner loop of the inverséhatk new facts and
partially applied (possibly proto) rules are generatedeAthe inner loop ends.¢.,
after all subsumption checks and indexing), the followsegding stefis repeatedly
performed until quiescence.

Definition 7 (seeding step)For every right-focused proto-sequentin the premise of ev-
ery proto rule, if the focused atom is mode correct—thatf thd input arguments of the
atom are ground—then all instances of that atom for arbigrautputs are assigned a
negative polarity. These new negatively polarized atorasadded to the Seeds.

For example, if the unpolarized atosam 3 4 (f(X)) has a right focus in a proto
rule andsum has mode io, then all atoms of the forraum 3 4 _ are assigned negative
polarity. The seeding step will generate new facts or pértégplied rules, which are
then handled as usual by the inverse method.

4.3 Example

Let us revisit the example of seﬂ:. 2. I&t be the collection of unpolarized Horn clauses
representing the prograrnme.:

Ho = lsum [] 0, (Cl)
YX, Y, j,K. lsumy j—o sum X jk—o 1sum (X ::y) K, (Cy)
¥X. sum 0 X X (Cy)
V¥X, Y,z sum Xy Z—o sum (s X) Y (s 2) (Ca)

As before, let the modes li® for 1sum andiio for sum. The above program is termi-
nating and mode-correct for this moding. Consider the qiiemy [1,2, 3] X, i.e., we
are proving the goal sequent:

no,VX.lSUm[1,2,3] X—og;-F-; 49

To

Since there are no switched subformulas, the only availaitds will be for clauses in
I'p and the goal. Using the subformula restriction and globalisation, weuldahen
obtain the following derived proto rules:

l";[lsum[]O]FQ*C [y [lsum (X:y) K- Q Tk [lsumy j] ng[sumxjk]c
F,F,Q7 (1) 1"1,1"2,1"3;+~;Q’ (2)
[;[sumOxX+Q Iy; [sum(sX)y(s2]rQ Tk [sumxyZ
Q& Tlo; F-; Q (Ca)
I1; [g]lFrQ Tk [lsum[1,23]X
[T k-0 Q (@)

There are no initial sequents, so we perform some seedipg.Sibe initial polarity
assignment is negative for the gaeglthis produces the following instance @f)(

ok [1sum[1,2 3] X]
Tibig

(9)



Now we have a right focus on a well-moded unpolarized atgm 1 sum [1, 2, 3] X, SO
we addlsum™ [1, 2, 3] _ to theSeedsThis produces two instances of the proto re)(
depending on the two ways in which the seed can match the pretoises.

IpF[1lsum[2,3]j] TaF [suml K]
I,To; - F-; 1sum™ [1,2, 3]k

(Ca)

Iy [lsum (x::[1,2,3)K-Q Ty -+-; lsum [1,2,3]] T3+ [sumXjk]
1,535 -5 Q

(Cz2)

The first premise inQ,;) is well-moded and will produce further seeds. Howev@sp)
produces no seeds as there are no proto premises with aaigig bn a well-moded
unpolarized atom. Continuing the seeding steps@er)(we produce the following new
useful proto rules:

[pF[lsum[2] j] T2k [sum2 jK] IpF[lsum[] j] T2k [sum3jKk]

C C
I,T2; -F-; 1lsum™ [2,3] k (o) I, T2; -F-; 1lsum™ [3] k (Carr)

The rule Cz111) produces a seelsum™ [] _ that matches the premise @4) to produce
our first fact:- ; - + - ; 1sum™ [] 0. This can now be applied in the premise 6%{11) by
the inverse method loop to produce the following partiappléed instance:

I+ [sum 30K]
I'; -F-; 1sum™ [3] k

(Cs)

This finally gives us our first seed faum, viz. sum™ 3 0 _. This seed will, in turn
produce seedsum~ 20 ,sum™ 1 0 _, andsum™ 0 O _ from instances of the rul€f).
The last of these seeds will instantia@) to give our second fact, -+ -; sum™ 000.
The inverse method will then be able to use this rule to pgriggoply the instances of
the (Cs) rule to produce, eventually; -+ - ; sum™ 3 0 3, which can be matched to (the
instance of) Cs) to give our second derived fact abdwtum, viz.-; - + - ; 1sum™ [3] 3.
These steps repeat twice more until we eventually derjvet+ - ; 1sum [1,2,3] 6,
which finally lets us derive the goal sequent using (the ma0f) @).

4.4 Correctness

Crucially, no further inferences are possible in the examgilthe previous section.
There will never be any facts generated abbsum™ [5, 1, 2, 3, 4] x, for instance, be-

cause there is never a seed of that form. Thus, as long asstzanell-founded measure
on the seeds that is strictly decreasing for every new shedimplementation of the

inverse method will saturate.

Lemma 8 (seeding lemma)All atoms occurring to the right of sequents in the Facts
list are instances of atoms in the Seeds.

Proof. Since the only polarity assignment is to assign an unpadritom the negative
polarity, the only &ect it has on proto inference rules is to finish left-focuseat@
sequent premises witk, and turn right-focused proto sequent premises into nleutra



sequent premises. Finishing the left-focused premisesheaside &ect of instantiat-
ing the right hand side with the newly negatively polarizezha If there are no neutral
premises as a result of this assignment, then the newly gefact satisfies the re-
quired criterion. Otherwise, when the conclusion is evaliyugenerated by applying
the rule in the inverse method, the right hand side will bersteince of the negatively
polarized atom. O

The main result of this paper is a simple corollary.

Corollary 9 (saturation) Given a well-moded logic program that terminates on all
well-moded queries—i.e., all derivations of a well-modeadrg are finite—the inverse
method with the dynamic polarity assignment algorithm af fe] saturates for all
well-moded queries.

Proof (Sketch)lnstead of giving a fully formal proof, which is doable in tisgyle
of [E], we give only the intuition for the proof. Note thattlie logic program is ter-
minating for all well-moded queries, then there is a boundedsure | that is strictly
decreasing from head to body of all clauses in the programu¥éethis measure to
build a measure on theeed<ollection as follows:

— For each atom ifseedspick the element with the smallggtmeasure.

— For each atom not iBeedspick greatest lower bound of th¢émeasure.

— Pick a strict but arbitrary ordering of all the predicate $pis and arrange the
measures selected in the previous two steps in a tuple aogaalthis ordering.
This tuple will be the measure &eeds

It is easy to see that this measure®eeddas a lower bound according to the lexico-
graphic ordering. Therefore, all we need to show is thatriessure is decreasing on
Seeddor every seeding step and then we can use Eam. 8 to guaratteaton. But
this is easily shown because themeasure decreases when going from the conclusion
to the premises of every derived inference rule for the @aws the logic program (see
the example in sef. 4.3). O

The completeness of the dynamic polarity assignment dhguorfollows from the
completeness of focusing with (arbitrary) polarity assigmt, the completeness of the
inverse method given a fair strategy, and the observatarSbedsontains a superset
of all predicates that can appear as subgoals in a top-doamisef the given logic
program.

5 Conclusion

We have shown how to implement the magic sets constraintocuséd forward search
strategy by dynamically assigning polarities to unpolkediatoms. As one immediate
consequence, our forward engine can respond with the sasneeaset as traditional
back-chaining for well-moded and terminating programse fibtion of dynamic po-
larity assignment is novel to this work and the last word os far from written. The
obvious next step is to see how it generalizes to fragmergeddahan Horn theories.
More fundamentally, while fairness in the inverse methaggia general external crite-
rion for completeness, an internal criterion for judgingemta given dynamic polarity
assignment strategy will be complete is currently missing.
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