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A probabilistic algorithm approximating solutions of a
singular PDE of porous media type

Nadia Belaribi, Francois Cuvelier and Francesco Russo

Abstract. The object of this paper is a one-dimensional generalizedysomedia equation
(PDE) with possibly discontinuous coefficiefit which is well-posed as an evolution prob-
lem in LY(R). In some recent papers of Blanchard et alia and Barbu et taasolution
was represented by the solution of a non-linear stochasterehtial equation in law if the
initial condition is a bounded integrable function. We fiestend this result, at least when
S is continuous and the initial condition is only integrabléghasome supplementary techni-
cal assumption. The main purpose of the article consiststinducing and implementing a
stochastic particle algorithm to approach the solutioPDE) which also fits in the case when
3 is possibly irregular, to predict some long-time behavibthe solution and in comparing
with some recent numerical deterministic techniques.

Keywords. Stochastic particle algortithm, porous media equationpobenicity, stochastic
differential equations, non-parametric density estiorgtkernel estimator.
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1. Introduction

The main aim of this work is to construct and implement a pbdisic algorithm
which will allow us to approximate solutions of a porous nzetlipe equation with
monotone irregular coefficient. Indeed, we are interestethé parabolic problem
below:

{ dru(t,z) = 3028 (u(t,x)), t€[0,+o0l, 1)

u(0,2) = wp(dx), z€R,
in the sense of distributions, whetg is an initial probability measure. lip has a
density, we will still denote it by the same letter. We look &solution of (1.1) with

time evolution inL*(R). We formulate the following assumption:
Assumption(A)

(i) 8 : R — R such that3|, is monotone.
(i) 5(0) = 0 andp continuous at zero.
(iii) We assume the existence &f> 0 such thafs + \id)(R.) = (Ry), id(z) = =.
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A monotone functiorfp : R — R can be completed into a graph by settifgz) =
[Bo(z—), fo(x4)]. An odd functionfy : R — R such that3|r, = fo|r, produces in
this way a maximal monotone graph.

In this introduction, howeves and 5y will be considered single-valued for the sake
of simplicity. We leave more precise formulations (as ingo&ition 2.1 and Theorem
2.8) for the body of the article.

We remark that if fulfills Assumption(A), then the odd symmetrizgg fulfills the
more natural

Assumption(A")

(i) Bo : R — R is monotone.

(i) Bo(0) = 0 andfy continuous at zero.

(iif) We assume the existence 8f> 0 such tha{ o + \id)(R) = (R), id(x) = «.
We defined : R — R, setting

Bolw) ¢, 40,

u

P(u) = (1.2)
C if u=20,

whereC € [liminf ®(u), limsup®(u)].
u—0t

u—0t

Note that whem3(u) = u.|u|™"t, m > 1, the partial differential equation (PDE)
in (1.1) is nothing else but the classical porous media éguatn this caseb(u) =
\u\mTA and in particulalC' = 0.

Our main target is to analyze the case of an irregular coeffiéd. Indeed, we are
particularly interested in the case wheérs continuous excepted for a possible jump
at one positive point, say. > 0. A typical example is:

B(u) = H(u — uc).u, (1.3)

H being the Heaviside function and will be calledcritical value or critical thresh-
old.

Definition 1.1. i) We will say that the PDE in (1.1), ¥ is non-degeneraté there is
a constantp > 0 such thatb > ¢q, on each compact @& .

i) We will say that the PDE in (1.1), of is degeneratéf Iirrg)+ ®(u) =0.
u—

Remark 1.2. i) We remark thaf is non-degenerate if and only if Iigl i(u) > 0.
u—

i) We observe that may be neither degenerate nor non-degenerate.
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Of coursegin (1.3) is degenerate. Equation (1.3) constitutes a modiethiening in
some self-organized criticality (often called SOC) pheraay see [2] for a significant
monography on the subject. We mention the interesting phygiaper [15], which
makes reference to a system whose evolution is similar t@vb&ition of a "snow
layer” under the influence of an "avalanche effect” whichrtstavhenever the top of
the layer is bigger than a critical value.

We, in particular, refer to [9] (resp. [3]), which concernégon the avalanche phase
and therefore investigates the problem (1.1) discussiisgezce, uniqueness and prob-
abilistic representation whehis non-degenerate (resp. degenerate). The authors had
in mind the singular PDE in (1.1) as a macroscopic model foiclvkthey gave a mi-
croscopic view via a probabilistic representation prodithy a non-linear stochastic
differential equation (NLSDE); the stochastic equatiorsigposed to describe the
evolution of a single point of the layer. The analytical asptions formulated by the
authors were Assumption(A) and the Assumption(B) belowchipostulates linear
growth for .

Assumption(B)

There exists a constaat> 0 such that5(u)| < c|u|.

Obviously we have,

Assumption(B")

There exists a constant> 0 such thatfo(u)| < c|u|. Clearly (1.3) fulfills As-
sumption (B).

To the best of our knowledge the first author who considereababilistic repre-
sentation (of the type studied in this paper) for the sohstiof non linear deterministic
partial differential equations was McKean [31]. Howevarhis case, the coefficients
were smooth. From then on the literature steadily grew anchdays there is a vast
amount of contributions to the subject.

A probabilistic interpretation of (1.1) whe#(u) = w.|u|/™t, m > 1 was provided
in [5]. For the sames, though the method could be adapted to the case whése
Lipschitz, in [27], the author studied the evolution prahlél.1) when the initial con-
dition and the evolution takes values in the class of prditaliistribution functions
onR. He studied both the probabilistic representation and theatledpropagation
of chaos

At the level of probabilistic representation, under Asstions(A) and (B), sup-
posing thatug has a bounded density, [9] (resp. [3]) proves existence aigle-
ness (resp. existence) in law for (NLSDE). In the presenkwee are interested in
some theoretical complements, but the main purpose cerisiskamining numerical
implementations provided by (NLSDE), in comparison withmarical deterministic
schemes appearing in one recent paper, see [17].

Let us now describe the principle of the probabilistic reprgation. The stochastic
differential equation (in law) rendering the probabilistepresentation is given by the
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following (NLSDE):

t
Vi = Yo+ [D(u(s,Y))dWs,
. (1.4)
u(t,-) = Lawdensity ofY;, Vvt >0, '
u(0,) = wo Law ofYp,

wherelV is a classical Brownian motion. The solution of that equatiy be visual-
ized as a continuous proce®son some filtered probability spa¢e, F, (F;):>o0, P)
equipped with ar.F;),>o-Brownian motioni¥'.

Until now, theoretical results about well-posedness (respstence) for (1.4) were
established whef is non-degenerate (resp. possibly degenerate) and inskerdan
uo € (L*( L) (R). Even if the present paper concentrates on numerical experi
ments, two theoretical contributions are performed witda continuous.

e Initially our aim was to produce an algorithm which allowsstart even with a
measure or an unbounded function as intial condition. Uafately, up to now, our
implementation techniques do not allow to treat this case.

A first significant theoretical contribution is Theorem 2.%igh consists in fact
in extending the probabilistic representation obtained3jyto the case whemg €
LY(R), locally of bounded variation outside a discrete set of {soin

e A second contribution consists in showing in the non-deggrecase that the
mollified version of PDE in (1.1) is in fact equivalent to itopabilistic representation,
even when the initial conditiong is a probability measure. This is done in Theorem
3.2.

The connection between (1.4) and (1.1) is then given by thenfing result.

Proposition 1.3.Let us assume the existence of a soluiofor (1.4). Letu(t,-) be
the law density o, t > 0, that we suppose to exist.

Thenu : [0, 7] x R — R, provides a solution in the sense of distributions of (1.1)
with ug = u(0, -).

The proof is well-known, but we recall here the basic argunf@nillustration pur-
poses.

Proof. Lety € C3°(R), Y be a solution of the problem (1.4). We apply Itd’s formula
to ¢(Y) to obtain :

P) = 0) + [ V)Pl YW+ 5 [ (V)0 us, Y0

Taking the expectation we get :

/Rso(y)U(tvy)dy:/Rso(y)uo(y)der%/0 ds/Rso”(y)q’z(U(s,y))U(svy)dy-
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Using then integration by parts and the expressiofi,ahe expected result follows.
O

In the literature there are several contributions about@pmation of non-linear
PDE's of parabolic type using a stochastic particles systeith study of the chaos
propagation. We recall that the chaos propagation takee jfldhe components of a
vector describing the interacting particle system becosyenptotically independent,
when the number of particles goes to infinity. Note that, paty motivated applica-
tions can be found, for instance in numerical studies in tydr plasma-physics; [19]
and [23] are contributions expressing a heuristic or forpuaht of view.

When the non-linearity is of the first order, a significant tcilation was given by
[47]; [10, 11] performed the rate of convergence, [32] pded a chaos propagation
result. We also quote [16], where authors provided a prapagaf chaos result for
the Burger’s equation.

In the case of porous media type equation in (1.1) withipschitz, [28] investigated
the probabilistic representation for (1.1) and a mollifiethted equation. There, the
authors provided a rigorous proof of propagation of chaoth@case of Lipschitz
coefficients, see Proposition 2.3, Proposition 2.5 and fidra@.7 of [28] .

Outside the Lipschitz case, an alternative method for stigdgonvergence was
investigated by [33, 34, 35], whose limiting PDEs conceraadass of equations in-
cluding the cas@(u) = u+u?, u > 0. Infact[35] computed the numerical solution
of a viscous porous medium equation through a particle algorand studied thé?-
convergence rate to the analytical solution. More recepemaconcerning the chaos
propagation whe(u) = u? first and3(u) = |u|™ tu, m > 1 was proposed in [38]
and [20].

As far as the coefficient is discontinuous, at our knowledge, up to now, there are
no such results. As we announced, we are particularly istedein an empirical in-
vestigation of the stochastic particle algorithm appraaglthe solutionu of (1.1) at
some instant, in several situations with regular or irregular coeffitcieiVe recall
thatu(t, -) is a probability density. That algorithm involves Euler entfes of stochas-
tic differential equations, Monte-Carlo simulations esgsing the empirical law and
non-parametric density estimation oft, -) using Gaussian kernels, see [45] for an
introduction to the kernel method. This technique crugiditpends on the window
width e of the smoothing kernel. Classical statistical tools fava@$ing that parameter
are described for instance in [45], where the following falanfor choosing the opti-
mal bandwidthe, in the sense of minimizing the asymptoticean integrated squared
error (MISE), is given by

_1
&t = (271\/7_T\|8§xu(t7 )HZ) 5’ (15)
where,n is the sample size arjg- || denotes the classicaf(R) norm.

Of course, the above expression does not yield an immegiatatticable method
for choosing the optimad since (1.5) depends on the second derivative of the density
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u, which we are trying indeed to estimate. Therefore, seveniques were pro-
posed to get through this problem. First, a natural and eggsoach, often called the
rule of thumb replaced the target densityat timet in the functional||02,u||, by a
reference distribution function. For instance, [45] assdrthat the unknown density
is a standard normal function and obtained the followingfcally used formula

= <%> °5 (1.6)

¢ being the empirical standard deviation. A version which @emrobust to outliers
in the sample, consists in replaciady a measure of spread of the variance involving
the interquartile range. For instance, see [45] for dedaitemputations.

The oversmoothingnethods rely on the fact that there is a simple upper bound for
the MISE-optimal bandwidth. In fact, [48], gave a lower bdulor the functional
|02, and thus an upper bound feiin (1.5); it proposed to use this upper bound as
an optimal window width, see also [49] for histograms.

The two methods above seem to work well for unimodal derssititowever, they
lead to arbitrarily bad estimates of the bandwigtlwhen for instance, the true density
is far from being Gaussian, especially when it is a multinidala.

Theleast squares cross validatighSCV) method aimed to estimate the bandwidth
that minimizes the integrated squared error (ISE), baseal 'teave-one-out” kernel
density estimator, see [40, 13]. The problem is that, forstme target distribution,
the estimated bandwidth through different samples has @avignce, which produces
instability.

The biased cross-validatiofBCV) approach, introduced in [41] minimizes the
score function obtained by replacing the functiof@d, | in the formula of the MISE
by an estimatof|02, 7|, whereu'is the kernel estimator af. In fact, [41] proposed
the use of the minimizer of that score function as optimaldvadth. This method
seemed to be more stable than the LSCV but still has large Gihe slow rate of
convergence of both the LSCV and BCV approaches encourageificcant research
on faster converging methods.

A popular approach, commonly callgdug-in method, makes use of an indirect
estimator of the density functiongb2 u|| in formula (1.5). This technique comes
back to the early paper [51]; in this framework the estimato}f02, || requires the
computation of gilot bandwidthhi, which is quite different from the window width
¢ used for the kernel density estimate. Indeed, this optiraablvidth/ depends on
unknown density functionals involving partial derivatvgreater than 2. Following an
idea of [50], one could expregsiteratively through higher order derivatives. In this
spirit, the natural associated problem consists in esitigdior some positive integer
s, the quantity||05sul|, in terms ofHaijf,zuH for some positive integef; an ¢-stage
direct plug-inapproach may consist in replacing the ndtﬁ;;ﬁﬂuu by the norm of
the s + ¢ derivative of a Gaussian density. In the present paper wéeimgnt this



A probabilistic algorithm approximating a singular PDE 7

idea withs = ¢ = 2. Important contributions to that topic were [42] and [28}av
improved the method via the so-called "solve-the-equatibmg-in method. By this
technique, the pilot bandwidth used to estimatéd?, u||, is written as a function
of the kernel bandwidtla. We shall describe in Section 4 in details this bandwidth
selection procedure applied in the case of our probalgilegorithm.

We point out, that a more recent tool was developed in [52ttvitnproved the idea
in [42, 26] in the sense that [52] did not postulate any nomeggdrence rule. However,
the numerical experiments that we have performed using thitalblroutine developed
by the first author of [52] have not produced better resulteécase whefi is defined
by (1.3).

In the paper we examine empirically the stochastic paréitgerithm for approach-
ing the solution to the PDE in the caséu) = »2 and in the casg given by (1.3). For
this more peculiar case, we compare the approximation Wwétohe obtained by one
recent analytic deterministic numerical method.

Problems of the same type as (1.1), in the case whenLipschitz but possibly
degenerate, were extensively studied from both the theaftetnd numerical deter-
ministic points of view. In general, the numerical analysfig1.1) is difficult for at
least one reason: the appearance of singularities for coliyspported solutions in
the case of an irregular initial condition. An usual techdo approximate (1.1) in-
volves implicit discretization in time: it requires, at éatime step, the discretization
of a nonlinear elliptic problem. However, when dealing wittnlinear problems, one
generally tries to linearize them in order to take advantfgefficient linear solvers.
Linear approximation schemes based on the so-called nearli@hernoff’s formula
with a suitable relaxation parameter and which arises irtltbery of nonlinear semi
groups, were studied for instance in [8]. We also cite [29]eve the authors approx-
imated degenerate parabolic problems including those @fusomedia type. In fact,
they used nonstandard semi-discretization in time andiegppl Newton-like itera-
tions to solve the corresponding elliptic problems. Moeergly, different approaches
based on kinetic schemes for degenerate parabolic sys@rasken investigated in
[1]. Finally a new scheme based on the maximum principle anthe perturbation
and regularization approach was proposed in [39].

At the best of our knowledge, up to now, there are no analyiiegthods dealing
with the case whep is given by (1.3). However, we are interested in a sophitstta
approach developed in [17] and which appears to be bestgoidescribe the evolu-
tion of singularities and efficient for computing discontius solutions. In fact, [17]
focuses onto diffusiveelaxation schemef®r the numerical approximation of nonlin-
ear parabolic equations, see [25, 24], and referencesnhérhose relaxed schemes
are based on a suitable semi-linear hyperbolic system wittxation terms. Indeed,
this reduction is carried out in order to obtain schemes &hateasy to implement.
Moreover, with this approach it is possible to improve suchesnes by using differ-
ent numerical approaches i.e. either finite volumes, finiterénces or high order



8 Nadia Belaribi, Francois Cuvelier and Francesco Russo

accuracy methods.

In particular, the authors in [17] coupled ENO (Essentiblgn Oscillatory) interpo-
lating algorithms for space discretization, see [44], idevrto deal with discontinuous
solutions and prevent the onset of spurious oscillatioth WIEX (implicit explicit)
Runge-Kutta schemes for time advancement, see [36], tanobtaigh order method.
We point out that [17] studied convergence and stabilitthef¢cheme only in the case
wheng is Lipschitz but possibly degenerate ange L(R).

As a byproduct of numerical experiments we can forecastdhgtime behavior of
u(t,-) where(t, x) — u(t, z) is the solution of the considered PDE. We can reasonably
postulate that the closure ¢f: € LY(R), u > 0, [pu(x)dz = 1| B(u) = O} isa
limiting set, provided it is not empty as in the casie:) = u°.

The paper is organized as follows. Section 2 is devoted tovegwf existence and
uniqueness results for both the deterministic problem) (@t the non-linear SDE
(1.4) rendering the probabilistic representation of (1.\Je in particular, recall the
results given by authors of [9, 3] and we provide some adtifioesults in the case
when the initial condition of (1.1) belongs fo'(R) but it is not necessarily bounded.

In Section 3, we settle the theoretical basis for the implaatéon of our probabilis-
tic algorithm. We first approximate the NLSDE (1.4) by a nf@li version replacing
u(t,-), the law density oft;, by a given smooth function. We then construct an in-
teracting particle system for which we supposed that prafpag of chaos result is
verified. We drive the attention on Theorem 3.2 which links thollified PDE (3.3)
with its probabilistic representation.

Section 4 is devoted to the numerical procedure implemgrtlia probabilistic al-
gorithm. We first introduce an Euler scheme to obtain a dieze version of the
interacting particles system defined in Section 3. We theaudis the optimal choice
of the window widthe.

In Section 5, we describe the numerical deterministic agghiave use to simulate
solutions of (1.1). In fact, following [17], we first use figitdifferences and ENO
schemes for the space discretization, then we perform dicieXunge-Kutta scheme
for time integration.

In Section 6, we proceed to the validation of the algorithmdact, the first numer-
ical experiments discussed in that section concern theickgporous media equation
whose exact solution, in the case when the inial conditioa delta Dirac function,
is explicitly given by the so-calleBarrenblatt-Pattledensity, see [4]. Then, we con-
centrate on the Heaviside case, i.e. withof the form (1.3). In fact, we perform
several test cases according to the critical threshplaind to the initial conditionug.
Finally, we conclude this section by some consideratiomsiathe longtime behavior
of solutions of (1.1).
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2. Existence and uniqueness results

We start with some basic analytical frameworkfIf R — R is a bounded function we
will denote|| f|l = sup|f( )|. By S(R) we denote the space of rapidly decreasing

infinitely d|fferent|able functlonso R — R. We denote byM(R) and M, (R) the
set of finite measures and positive finite measures respéctiv

2.1. The deterministic PDE

Based on some clarifications of some classical papers [6],1]9] states the following
theorem about existence and uniqueness in the sense dfudisins (in a proper way).

Proposition 2.1.Letug € (L*( L) (R), wuo > 0. We suppose the validity of
Assumptions (A) and (B). Then there is a unique solutionérstimse of distributions
u € (LY L*)([0, T] x R) of

w(0,2) = wuo(z),

in the sense that, there exists a unique coupley,) € ((L*()L>*)([0,7] x R))?
such that

/ u(t, 2)p(x)dz = / wo(2)p(x)dz + % /0 s / (s, 2)¢" () dz, Y € S(R)

and
nu(t,z) € B(u(t,z)) fordt @ dz-a.e. (t,z) € [0,t] x R

Furthermore,||u(t, .)||oo < ||uol|o fOr everyt € [0, T] and there is a unique version
of u such thatu € C([0, T]; LYX(R)) (c L*([0, T] x R)).

One significant difficulty of previous framework is that theefficient is discon-
tinuous; this forces us to considéas a multivalued function even thoughs single-
valued. Beinggs, in general, discontinuous it is difficult to imagine thedéof space
regularity of the solutionu(¢, -) at timet. In fact, Proposition 4.5 of [3] says that al-
most surelyn, (¢, -) belongsdt-a.e inHY(R) if ug € (L*( L) (R). This helps in
some cases to visualize the behavioruf, -). The proposition below makes some
assertions whep is of the type of (1.3), which constitutes our pattern situat

Proposition 2.2.Let us supposeg € (L*()L>) (R) and 3 defined by(1.3). For
t > 0, we denote by
E? = {z] u(t,z) = u.}.

For almost allt > 0,
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(i) E? has a non empty interior;

(i) every point ofE? is either a local minimum or a local maximum.

Remark 2.3.The first point of the previous proposition means that at atreach time
t > 0, the functionu(¢, -) remains constant on some interval.

The second point means that if the functieft, -) crosses the barrier., it has first
to stay constant for some time.

Proof of Proposition 2.2 For the sake of simplicity we fix > 0 such thaty,(¢,-) €
HY(R) and we writeu = u(t,-) , 7, = nu(t, ).

(i) Sincen, € H(R) itis continuous, then the s&ly = {z € R| n,(z) €]0, u.[}
is open. Ifn,(z) €]0,u.[ necessarily we have(x) = u,; in fact, if u(z) < u.
thenn,(z) = 0 and ifu(z) > u. thenn,(z) = u(x) > u.. SinceDy is open
and it is included inE? the result is established.

(i) Suppose the existence of sequenées) and (y,,) such thatz,, — 2 with
u(xy) < ue andy, — y with u(y,) > u.. By continuity ofr, we have

Nu(zn) =0 — 0=ny(x)

n—00

w(Yn) = Mu(yn) — nu(r) =0,

n—00

this is not possible becauséy,,) > u,. for everyn.

O

If up € M(R), we do not know any existence or uniqueness theorem for. (O\L)
first target consisted in providing some generalizationrwpBsition 2.1 in the case
whenug is a finite measure. A solution in that case wouldbe]0, 7] x R — LY(R)
continuous and such that

lim u(t, dx) = uo(dx),

t—0
weakly and where(t, dx) denotesu(t, z)dxz. This is still an object of further tech-
nical investigations. For the moment, we are only able tasittaT the caseg having
a L(R) density still denoted byi, not necessarily bounded as in Proposition 2.1, at
least whend characterized by (1.2) is continuous. In particyfais also continuous,
but possibly degenerate. In that case, we can prove exestdradistributional solu-
tionto (1.1). Eventhough this is not a very deep observatioa will settle the basis of
the corresponding probabilistic representation, complainknown in the literature.
In fact, we provide the following result.

Proposition 2.4.Letug € L*(R). Furthermore, we suppose that Assumption(A) and
Assumption(B) are fulfilled. We assume ttpeits continuous orR ;..
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(1) There is a solutiom, in the sense of distributions, to the problem

{ duu(t,z) = 3202,8(u(t,z)), t € [0,00[,

(2.2)
u(0,2) = wo(dx), x €R,

in the sense that for every e S(R)

/Ru(t,x)a(x)dx—/ )z > /ds/ (5,2))dz. (2.3)

(2) If ug is locally of bounded variation excepted eventually on & number
of points Dy, then®(u(t,-)) has at most countable discontinuities for every
t€[0,T].

Proof. (1) Letug € LY(R), u}" = ugx¢ 1, N € N*, whereg is a kernel with compact
N
support andp 1 (z) = N¢(Nz), = € R. Sou is of classC?, therefore locally
N

with bounded variation. Sincu[|co < ||¢ 1 [|oo|luol| 2 thenud € (L1 L*°)(R)
N
Moreover, we have

/ lud () — uo(z)|dz — 0, as N — +oo.
R

On one hand, according to Proposition 2.1, there is a uniglugien " of (2.3), i.e.
for everya € S(R)

/RuN(t,x)a(m)dx:/Ruév(m)a(m)dx—l—%/Otds/Ra”(x)ﬂ(uN(s,m))dx. (2.4)

On the other hand, according to Corollary 8.2 in Chap IV of| [#8 have

sup [ |[u™(t,z) — u(t,z)|dz — O, asN — +o0. (2.5)
t<T JR

Therefore, there is a subsequelidg, ) cn such that
Ne(t,2) = u(t,z) dt ® de-a.e, as k — +oo.
Sincef is continuous, it follows that
BuMNe(t,x)) = B(u(t,z)) dt® dz-a.e, ask — +oo.
Consequently, (2.4) implies

/Ru(t,x)a(m)dx:/Ruo(x) (2)de + lim /ds/ (s,2))dw.

(2.6)
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In order to show that, solves (2.3), we verify

N—o00

t t
lim / ds/ o' (x)B(ulN (s, x))dx = / ds/ o (x)B(u(s, z))dz, (2.7

0 R 0 R
where for notational simplicity we have replacd@ with N. So, we can suppose that
uN = u, BN) = B(u), dt®dz-ae. asN — 4oo. (2.8)

Since|B(u™)| < ¢|u™| andu’ — win LY([0, T] x R), it follows thats(u'V) are equi-
integrable. Consequently, by (2.8)(u”Y) — B(u) in L*([0,T] x R), and therefore
(2.7) follows. Finally,u solves equation (2.3).

(2) For this purpose we state a lemma concerning an elligi@gon whose first
statement item constitutes the kernel of the proof of Pritipos2.1.

Givenf : R — R, for h € R, we denote

@) = fz +h) = f().

Lemma2.5.Letf € L}, A > 0.
(i) There is a unique solution in the sense of distributiohs o

u—ABu)" = f

(i) Let y be a smooth function with compact support. Then for éach

/ (@) ()| der < / A @) (@)l + OBl 1, (2.9)
R R

whereC' is a constant depending ghand y.

Proof of Lemma 2.5. (iis stated in Theorem 4.1 of [6] and Theorem 1 of [7].
(ii) The statement appears in Lemma 3.6 of [3] in the case when.} () L> but
the proof remains the same fgre L. O

We go on with the proof of Proposition 2.4, point (2). Lelbe a smooth nonnegative
function with compact support dR\ Dy. We prove in fact

lim supE X (@) [u(t, 2)|dz < [[uox|lvar + C/ lu(s, z)|dsdz, (2.10)
h—o NhJr [0,T]xR

where|| - |lvar denotes the total variation arfd is a generic universal constant. For
this purpose, we proceed exactly as in the proof of Proposi4i.20 of [3] making
use of Lemma 2.5. Inequality (2.10) allows, similarly as 3} fo show thatu(¢, -)
restricted to any compact interval Bf\ Dy has bounded variation. Therefore it has at
most countable discontinuities. Consequertty(t,-)) has the same property since
@ is supposed to be continuous. O
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2.2. The non-linear stochastic differential equation (NL®E)

Definition 2.6.We say that a process is a solution to the NLSDE associated to
problem (1.1), if there existg belonging to.>° ([0, T'] x R) such that;

Yi = Yo+ fyx(s,Ya)dWs,
x(t,z) € D(u(t,x)), fordt @ dv —a.e.(t,x) € [0,T] x R, (2.11)
u(t,x) = Lawdensity ofY;, ¢> 0,
u(0,:) = wup,

wherelV is a Brownian motion on some suitable filtered probabilitgeg® Q, F, (F;):>o0, P).
In particular, the first identity of (2.11) holds in law. Wetrioduce a notion appearing
in [3].

Definition 2.7. We say thafs is strictly increasing after some zeiicthere is a constant
¢ > 0 such that

i) 5

ii) 8 is strictly increasing offc, +oo|.

[ch] - O

Up to now, two results are available concerning existenckumniqueness of solu-
tions to (2.11). In fact, the first one is stated in the casere/iés not degenerate and
the second one in the case wheis degenerate, see respectively [9, 3]. We summarize
these two results in the following theorem for easy refeedater on.

Theorem 2.8.Letug € L' () L™ such thatug > Oand [, ug(x)dz = 1. Furthermore,
we suppose that Assumptions (A) and (B) are fulfilled.

() If s non-degenerate then it exists a solutidrio (2.11), unique in law.

(i) Suppose3 is degenerate and eithétis strictly increasing after some zero o
has locally bounded variation. Then there is a soluftonot necessarily unique
to (2.11)

A step forward is constituted by the proposition below. Tigvides an existence
result for the NLSDE, wheng is not necessarily bounded at least wheneabeis
continuous. This does not require a non-degenerate hygistbrs.

Theorem 2.9.Letug € L*(R) having locally bounded variation except on a discrete
set of pointsDg. Furthermore we suppose that Assumption(A) and Assun{Biane
fulfilled. We assume tha& is continuous orR, .

The probabilistic representation related {&.1) holds, i.e. there is a process
solving(1.4)in law.
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Proof. Letu)’ be the function considered at the beginning of the proof opBsition
2.4. According to Theorem 2.8, Ié!BN be the solution to

YN = Y&+ LN (s, Y)Wy,
ulN(t,) = Law denS|ty of YtN, Vt>0, (2.12)
uM(0,.) = uf.

Since® is bounded, using Burkholder-Davies-Gundy inequality obi&ins
E (YN —vN)* < constt — )2

This implies ( see for instance Problem 4.11, Section 2.436f)[that the laws of
YN, N > 1 are tight. Consequently, there is a subsequéfice= YV+ converging
in law (asC([0, T])-valued random elements) to some procBssNe setu® = u/V,

where we recall that*(t,-) is the law of Y;¥. We also setX} = Y}¥ — Y. Since

t
XM, = [ ®?(uF(s,Y[F))ds and® is bounded, the continuous local martingake®

are indegd martingales.

By Skorohod's theorem there is a new probability spé@a}', ) and processes
Y”€ with the same distribution ag* so thatY'* convergesP-a.s. to some process

Y, of course distributed ag, asC'([0, 7])-valued random element. In particular, the
processeé( Xk = Y’“ Y0 remain martingales with respect to the filtration generated
by Y*. We denote the sequent@ (resp.Y), again byY'* (resp. Y).

We now aim to prove that

vi=vor [ ' D(u(s, V2))dWs, (2.13)

for some standard Brownian motid# with respect with some fiItratitht)

We consider the stochastic procéé:{vanlshlng at zero) defined by, = Y; — Yo
We also set agaiX [ = Y;* — Y. Taking into account Theorem 4.2 in Chap 3 of [30],
to establish (2.13), it will be enough to prove théts an)-martingale with quadratic
variation[X]; = fg ®2(u(s,Y;))ds, where) is the canonical filtration associated with
Y.

Lets,t € [0, 7], witht > s andy a bounded continuous function frof([0, s]) to
R. In order to prove the martingale property f&, we need to show that

E[(X; — X )Y(Y,,r <s)]=0. (2.14)
SinceY”* are martingales, we have

E [(Xf — XMk < s)} =0 (2.15)
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Consequently (2.14) follows from (2.15) and the fact thiat — Y a.s. (X* — X
a.s.) ag0 ([0, T])-valued random process. In fact for edach 0, X} — X, in L}(Q)
since(X}, k € N) is bounded inL?(Q).

It remains to show thaX?— [; ®?(u(s, Ys))ds, t € [0,T], defines a)-martingale,
that is, we need to verify

E [(th - X2- /: qnz(u(r,m)dr) V(Y < s)} =0.

We proceed similarly as in the proof of Theorem 4.3 in [9] bedgrewith some simpli-
fication. For the comfort of the reader we give a complete fproo
The left-hand side decomposes ittdk) + I%(k) + I3(k), where

k) = E :<th - X2 /: CDZ(u(r,YT))dr> (Y, < 3)]

- B :<(Xf)2 — (XF)2— /t & (u(r, Yr’“))dr) WY r < s)] ,

S

2w = B0k ek [ @k var) wivr <))

S

rw - e /:<q>2<uk<r,xﬁ>>—¢2<u<r,n’€>>>dr) vk <)

We start by showing the convergenceléfk). Now, ¢(Y*, r < s) is dominated by a
constantC. Clearly we have

3 t T 2 Uk T — 2 u\r Uk T .
P <0 [ dr [ 192500) - Ot )l )i
The right hand side of this inequality is equakig.J*(k) 4+ J?(k)], where
Py = [ dr [ 102500) = Pt )] (1 9) ~ ulrn) .
Py = [ [ 102 00) - St ) atr ).

Sinceu* — win C([0,T]; L) and®? is bounded then lim.J%(k) = 0.

k—+o00
Furthermore, there is a subsequeficg),,cn such that

ubn (r,y) = u(r,y) dr® dy —a.e. asn — +oc.
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Since®? is continuous, it follows that
2 (uk"(r, y)) — @2 (u(r,y)) dr®dy —a.e.,N — 400
On the other hand, since

1 (un(r,)) = @ (u(r,y)) | <2 Sup®(u)fu(r. ).

Lebesgue's dominated convergence Theorem implies that .Ifftk) = .
—+00
Now we go on with the analysis df(k) andI*(k). I?(k) equals zero sinc&* is
t
a martingale with quadratic variation given py|; = [ ®2(u*(r, Y,*))dr.
0

Finally, we treat[l(k). We recall thatX* — X a.s. as a random element in
C([0,T]) and that the sequendg((X})?%) is bounded, s¢X})? are uniformly inte-
grable.

Therefore, we have

B (X2 = (X)) (V,r < 5)] = B | ((XP)? = (x5)?) v, < )] 5 0

whenk goes to infinity. It remains to prove that

/: E [(cbz(u(r,m) — &(u(r, Yf))) ¥ (Yo7 < 5) dr} 0. (2.16)

Now, for fixed dr-a.e.,r € [0,T1], the setS(r) of discontinuities of®(u(r,.)) is
countable because of Proposition 2.4, point (2). The law,dfias a density and it is
therefore non-atomic. LeV(r) be the event of alb € Q such that,. (w) belongs to
S(r). The probability of N (r) equalsE(1s(,(Yr)) = [ 1s()(y)dv(y) = 0, wherev
is the law ofY,.. ConsequentlyV (r) is a negligible set.

Forw ¢ N(r), we havekJLngo @2 (u(r, Y (w))) = ®? (u(r, Y, (w))). Sinced is
bounded, Lebesgue’s dominated convergence theorem 8{@li&6).

Concerning the question wethe(t, .) is the law ofY;, we recall that for all tY;*
converges (even in probability) G andw* (¢, .), which is the law density of %, goes
tou(t,.) in LY(R). By the uniqueness of the limit in (2.3), this obviously inesl that
u(t,.) is the law density of;. O

3. Some complements related to the NLSDE

3.1. A mollified version

We suppose here thab(dz) is a probability measure. Lé&f be a random variable
distributed according tog(dz) and independent of the Brownian motiti.
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In preparation to numerical probability simulations, wédinke K. for everye > 0,
as a smooth regularization kernel obtained from a fixed foidibadensity functionk”

by the scaling :
1

Ko(w) = K (g) _z€eR (3.1)

We suppose in this section thatis single valued, therefore continuous. This hypoth-
esis will not be in force in Sections 4 and 6.
In this subsection we wish to comment about the mollified ieersf the NLSDE

(1.4), given by

t
Ve = Yo+ [O((K:xv°)(s, YY) dWs,
’ (3.2)
ve(t,-) = LawofYg, V>0, '
’06(07 ) = uo
and its relation to the nonlinear integro-differential PDE
Ot (t,x) = 302, (P?(K. *v5(t,2))v%(t,2)), (t,2) €0, +oo] x R,
v?(0,:) = wp.
(3.3)

wheret — v¢(t, -) may be measure-valued.

Remark 3.1. (i) When @ is Lipschitz, the authors of [28] proved in Proposition
2.2, that the problem (3.2) is well-posed. Their proof isdzhen a fixed point
theorem with respect to the Kantorovitch-Rubeinstein ioetr

(i) Atour knowledge, there are no existence and uniqueressts for (3.3) at least
when® is not smooth.

(iii) By Itd’s formula, similarly to the proof of Propositih 1.3, it is easy to see that a
solutionY ¢ of (3.2) provides a solution® of (3.3), in the sense of distributions.

When S is non-degenerate it is possible to show that formulati@3) (and (3.2)
are equivalent. In particular we have the following result.

Theorem 3.2.We suppose that is non-degenerate and> 0 is fixed.
(1) If Y= is a solution of(3.2)thenv® : [0,T] — M(R), wherev®(t, ) is the law
of Y2, is a solution of(3.3) and fulfills the following property

(P) v° has a density, still denoted such that:(t, z) — v*(t, ) € L?([0, T]xR).

(2) If v¢ is a solution to(3.3) fulfilling (P) then there is a process = Y© solving
(3.2).
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Proof. (1) If Y¢ is a solution to (3.2) by Remark 3.1.(iii) it follows thatt fulfills (3.3).
On the other hand, sind€. * v° is bounded and is lower bounded by a constant
C. on[—inf K. * v®, supK_ % v°] it follows thata(t, ) = ®? (K. * v°(t,x)) is lower
bounded byC*.
Using then Exercise 7.3.3 of [46], i.e., Krylov estimat@dpllows that for every
smooth functionf : [0,7] x R — R with compact support, we have

T
E (/0 f(Y:sE)d5> < const| f[l L2(jo,1xR)-

Then, developing the left hand side to obtain

T
/0 ds /R £y (5, 9)dy < constf] 2 o1

we deduce that (P) is verified.

(2) We retrieve here some arguments used in the proof of Bitipo 4.2 of [9].
Givenv = 1%, by Remark 4.3 of [9], see also Exercise 7.3.2-7.3.4 of [4&],can
construct a unique solutiori = Y in law to the SDE constituted by

t
Yi= Yo+ / als, Y3)dW,, (3.4)
0

where hereu(t,z) = ®? (K. *v(t,z)). Indeed, this is possible again becausis
Borel bounded and lower bounded by a strictly postive cantsta
A further use of 1td’s formula says that the last, dx) of Y; solves

Oz(t,.) = %83333 (a(t,.)z(t,.)), (35)
2(0,.) =y,

in the sense of distributions.

Using again Krylov estimates as in the second part of the fppbgoint (1), it
follows that > admits a densityt,y) — p;(y) which verifiesp € L?([0,T] x R).
This shows that Hypothesis 3.4 in Theorem 3.3 below is fatfillwhich implies that
V= Z. O

Theorem 3.3 was stated and proved in [9], see Theorem 3.8.

Theorem 3.3.Leta be a Borel nonnegative bounded function[0ri’] x R.
Letz; : [0, 7] - M, (R),i = 1,2, be continuous with respect to the weak topology
on finite measures aM (R).
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Let 2% be an element oM, (R). Suppose that botk; and z, solve the problem
01z = 02,(az) in the sense of distributions with initial conditiarf0, -) = 2°.
More precisely

/Rqé(x)z(t,dx):/Rd)(:v)zo(dx)—|—/Otds/Rgb"(z)a(s,x)z(s,dx)

for everyt € [0, 7] and anyy € C3°(R).
Then(z1 — 22)(t,-) is identically zero for every t, it (= z; — 23, satisfies the
following:

Hypothesis 3.4.There isp : [0,7] x R — R belonging toL?([s, T] x R) for every
k > 0 such thap(t, -) is the density of(t, -) for almost allt €]0, T'.

3.2. The interacting particles system

We recall that in this paper, we want to approximate solgtiohproblem (1.1). For
this purpose we will concentrate on a probabilistic paesdystem of the same nature
as in [28] when the coefficients are Lipschitz.

In general, the particles probabilistic algorithms for dimear PDEs are based on
the simulation of particles trajectories animated by a camanotion. The solution
of the PDE is approximated through the smoothing of the doglimeasure of the
particles, which is a linear combination of Dirac massesarei on particles positions.
This procedure is heuristically justified by the chaos pgati@mn phenomenon which
will be explained in the sequel.

The dynamics of the particles is described by the followitagisastic differential
system:

A , t 1 , . 4
Yo" = g +/O ® (= SR (YR -y e | dWE i=1,....n  (3.6)
j=1

whereW = (W1 ..., W") is an n-dimensional Brownian motioliYy)1<;<, is a
sequence of independent random variables with law dengiand independent of the
Brownian motioniV and K is the same kernel as in Subsection 3.1.

Remark 3.5.1f @ in the system of ordinary SDEs (3.6) were not continuous hiyt o
measurable, that problem would not have necessarily aicojgven if 3 were non-
degenerate. In fact, contrarily to (3.4), here> 2. Since® is continuous, then (3.6)

has at least a solution; b is non-degenerate even uniqueness holds, see Chapter 6
and 7 of [46].

Now, owing to the interacting kerndt., the particles motions are a priori depen-
dent. For a given integer, we considerY;"*", ..., Y,=") as the solution of the
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interacting particle system (3.6). Propagation of chaoshfe mollified equation hap-
pens if for any integern, the vector(Y,"*", ..., Y,"*™),~,, converges in law to
He@™ wherey, is the law ofY? the solution of (3.2).

A consequence of chaos propagation is that one expectithatripirical measure

n
of the particles, i.e. the linear combination of Dirac masenoteq; = % > Oyiem
j=1

converges in law as a random measure to the deterministiti@ob. (¢, .) of the reg-
ularized PDE (3.3) which in fact depends @nThis fact was established for instance
when 3 is Lipschitz, in Proposition 2.2 of [28]. On the other handenh goes to
zero, the same authors show thatconverge to the solution of (1.1). They prove
the existence of a sequenggn)) slowly converging to zero when goes to infinity

n
such that the empirical measu%ez 5},3,5(”),”, converges in law ta,, see Theorem
j=1
2.7 of [28]. One consequence of the slow convergence ishibatgularized empirical
measure

n

Z Ks(n)(' - }/tjﬁ(n),n)

J=1

1
n

also converges ta. Consequently, this probabilistic interpretation pr@gdan algo-
rithm allowing to solve numerically (1.1).

We recall however that one of the significant object of thipgyas the numerical
implementation related to the case whgns possibly discontinuous; for the moment
we do not have convergence results but we implement the sgraet algorithm and
we compare with some existing deterministic schemes.

4. About probabilistic numerical implementations

In this section we will try to construct an approximation e for solutionsu of
(1.1), based upon the time discretization of the system).(8& now on, the number
n of particles is fixed. ‘

In fact, to get a simulation procedure for a trajectory offe@¢"="), i =1,...,n,
we discretize in time: for fixed” > 0, we choose a time stég > 0 andN € N, such
thatT = NAt. We denote by, = kAt, the discretization times far = 0,..., V.

The Euler explicit scheme of order one, leads then to theatlg discrete time
system, i.e., forevery=1,...,n

n

SKXi -x) | (Wi -Wi), @D

j=1

X’i

(79K

= X/ +®

where at each time step, we approximate(tx, .) by the smoothed empirical measure
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of the particles :

n
uS" (b, ) Z K.(x—X]), k=1,...,N, z€R, (4.2)
at each time step and for every= 1, ..., n, the Brownian incremer([WfM - Wtik
is given by the simulation of the realization of a Gaussiamdoan variable of law

N (0, At).

One difficult issue concerns the smoothing parametetated to the kernek'.. It
will be chosen according to tHeernel density estimation

In fact from now on we will assume thdt’, as defined in (3.1), is a Gaussian
probability density function with mean 0 and unit standaegidtion. In this case, in
(4.2), the function:="(tx, -) becomes the so-called Gaussian kernel density estimator
of u(ty, -) for every time step, with k =1,..., N.

Finally, the only unknown parameter in (4.2) cismost of the authors refer to it as
the bandwidthor thewindow width

The optimal choice of was the object of an enormous amount of research, because
its value strongly determines the performance.of as an estimator ofi depends,
see, e.g. [45] and references therein. The most widely usidian of performance
for the estimator (4.2) is thilean Integrated Squared ErrdMISE), defined by

MISE{u*"(t,2)} = Eu/[ue’”(t,y) —u(t,y)]zdy

2

/ By [u™(ty)] —ult,y) | dy+ /Vu[ue’”(t,y)}dy,

point-wise bias

integrated point-wise variance

where E, andV,, are respectively the expectation and the variancg qf] =1,.
under the assumption that they are independent and distdilasu (¢, - ).

We emphasize that the MISE expression is the sum of two coemienthe inte-
grated bias and variance.

The asymptotic properties of (4.2) under the MISE critedomwell-known (see[45],[52]),
but we summarize them below for convenience of the reader.

Theorem 4.1.(Properties of the Gaussian kernel estimator)

Under the assumption thatdepends om such that lim =0, lim ne =400
n—-+0o n—-+oo

andd?,u is a continuous square integrable function, the estimata)(has integrated
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squared bias and integrated variance given by

1Bl (1) (e, )2 = Geeul 4 o), n—s too,  (43)
/V WS (t,y)]dy = Zgnl\/E +o((ne)™), n— 4o0. (4.4

Remark 4.2. (i) Here||.|| denotes the standafd norm. The first order asymptotic
approximation of MISE, denoted AMISE, is thus given by

AMISE{u*"(t,2)} = %54H8§xu(t, )| + (2eny/m) 7L (4.5)

(i) The asymptotically optimal value efis the minimizer of AMISE and by simple
calculus it can be shown (see [37], Lemma 4A) to be equa[”f’bdefined in
formula (1.5).

As argued in the introduction, we have chosen to use theésiblg-equation” band-
width selection plug-in procedure developed in [42, 26]péoform the optimal win-
dow width of the Gaussian kernel density estimatof* of «, defined in (4.2).

Remark 4.3. According to [42], for every positive integar the identity

l02.u(t, )| = (~1)° / OB, u(t, z).ault, o) da,

suggests the following estimator for that density funciion

S g,n S X]
Haxsu ’ (taw)Hz 2 25+1 ZZK (22) <7> (4-6)

i=1 j=1

where, K () is ther'" derivative of the Gaussian kern&l andol-u is thert" partial
spacial derivative of..

Inspired, by (1.5), the authors of [42, 26] look for an appiued optimal bandwidth
for the AMISE as the solution of the equation

=g = (Zn\/_Hé‘z wWEDT ()| ) e (4.7)

where, [|92,u7)"||? is an estimate ofd2,u[|? using (4.6), fors = 2, and the pilot
bandwidthy(e), which depends on the kernel bandwidthThe pilot bandwidthy(e)
is then chosen through an intermediate step which consiststaining a quantity:,
minimizing the asymptotic mean squared error (AMSE) fora¢btmation of| 92,.u)||?.
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AMSE is in fact some approximation via Taylor expansion @& MSE which is de-
fined as follows:

2
MSE([[02,u"" 2} = B, [|02,0"" |2 ~ 92, ul[?] (4.8)
Similarly one can define an analogous quantity for the thandvdtive
2
MSE([[0%u"" |2} = By |03 |2 — l]o%u]?]". (4.9)

and related AMSE. Exhaustive details concerning those ctettipns are given in
[50]. In fact, the authors in [50] computed those minimizansl provided the follow-
ing explicit formulae

2K (0) Y . —2K9(0) Y
t= s 2| M T E | (4.10)
nl|0zu(t, z)|| nl|dzau(t, )|

whereh, andh} minimize the AMSE corresponding respectively to (4.8) ah@).
Solving (1.5), with respect ta and replacing: in the first equality of (4.10), gives
the following expression af; in term of s,

1/7
he— | WTEO Q5 ut )P | s
10%u(t, )| b

This suggests to define

1/7
e - [ @2 )2 5
t |02l (1, ) P ’

(4.11)

where, [|02,u/"||2 and |\agauh§:n\|2 are estimators off92,u/|* and [|0%ul|* using
formula (4.6) and pilot bandwidths: andh? given by

1/7
| 2o T T et
nl|03u(t, )2 nl|o%u(t, x)|?

[03;u(t, z)|[> and [|0%,u(t, z)||> will be suitably defined below. Indeed; and h?
estimateh, andh; defined in (4.10).

According to the strategy in [42, 50], we will first supposatt@;u(t,m) and
8;‘4u(t, x) are the third and fourth partial space derivatives of a Gangensity with
standard deviation; of X;. In a second step we replaggwith the empirical standard

deviations’, of the sampleX}, ..., X/*. This leads naturally to
15 a7 - 105 ~—9
HﬁiaU(t,w)Hz = lGﬁUt ) Hf?;‘w(t,w)HZ = m% .
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Coming backto (4.7), wherg(e,) is defined through (4.11), it suffices then to perform
a root-finding algorithm for it at each discrete time stgpin order to obtain the
approached optimal bandwidtl, .

5. Deterministic numerical approach

We recall that the final aim of our work is to approximate solus of a nonlinear
problem given by

{@u(t,m € 3026 (u(t,v), t € [0, +oof, 5.0

uw(0,z) = wup(z), z€R,

in the case wherg is given by (1.3). Despite the fact that, up to now at our krealge,
there are no analytical approaches dealing such issueptitgrested into a recent
method, proposed in [17]. Actually, we are heavily inspibgd[17] to implement a
deterministic procedure simulating solutions of (5.1) ethwill be compared to the
probabilistic one. [17] handles with the propagation of scdntinuous solution, even
though coefficieng is Lipschitz. It seems to us that in the numerical analytesdiure,
[17]is the closest one to our spirit. We describe now the/fdiscrete scheme we will
use for this purpose.

5.1. Relaxation approximation

The schemes proposed in [17] follow the same idea as thekmelin relaxation
schemes for hyperbolic conservation laws, see [25] for &wewf the subject. For
the convenience of the reader, we retrieve here some argsirogfil7], where we
recall that the coefficient is Lipschitz. In that case, of course, becomes.

The equation (5.1) can be formally expressed by the firstragiem oriR, x R :

{6‘tu + Oyv = 0,

v+ %8:cﬁ(u) =0. (52)

(5.2), is relaxed with the help of a parameter- 0, in order to obtain the following
scheme

0 0zv = 0,
{tu—l— v (5.3)

O + 2—1881;5(@ = —%v.

Then, another functiow : Ry x R — R is introduced in order to remove the non-
linear term in the second line of system (5.3). So, we obtain

Oyu + Oyv = 0,
A + 2—1689310 -1, (5.4)
Ow + Opv = —%(w — B(u)).
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Note that (5.4) is a particular case of the BGK system preshostudied in [12]. In
fact, authors of [12] proved that (resp.v) converges t@(u) (resp. —%&Eﬂ(u)), as
e — 0'. Furthermore, they showed the convergence of solutionS.dj o those of
PDE (5.1), inL}(R), asc goes to zero.

Finally, we introduce a supplementary parameter- 0, according to usual nu-

merical analysis techniques; while preserving the hyperlebaracter of the system.
Therefore, we get

Oru + Ozv = 0,
O + 20w = —:g—Lv + (% — 2—15)8@?11, (5.5)
Opw + 0o = — 2w — B(u)).
Now, setting
u 01 O 0
5 = v , F(z)=Az, A= 0 0 @2 andg(z) = —v+ (gpze - %)&;w
w 010 Blu) —w

the system (5.5) is rewritten in matrix form as follows
1
Oz + O F (2) = gg(z) (5.6)

Using the change of variablé = P~1z, where

1 1
20 2 o 0 O
-1 -1 1 —1AP —T) —
P = 7% 7 andP"AP=D=| 0 —p 0 |,
1 0 -1 0 0 0
we obtain
u + +
Z=| v |, with u=""2Y y_"VTP0 oy w, (5.7
W 2p 2p

where, U, V, W are called characteristic variables.
Sincez = PZ, equation (5.6) leads to

0Z +D0,7 = ;—LP’lg(IP’Z). (5.8)
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By rewriting the system (5.8) in terms of the characterigéigables, we obtain

agu + @893]/{
1,1
WV —pdV | = g}P’ g(P2). (5.9)

oW

Finally, solving (5.5) is equivalent to the resolution oftage advection equations
system, (5.9), with respectively a positive, a negativeandro advection velocity.

Remark 5.1. Note that we can deduce from (5.7) the following relation

u=U+V+W. (5.10)

5.2. Space discretization

In the sequel of this chapter and in Annex 7, given two integet j, [, j], will
denote the integer intervd@d, i+ 1, ..., j}. We will now provide a space discretization

scheme for system (5.9). Let us introduce a uniform gridkoh] C R.

We denoter; = a — A—zx +ilz i €[[1, N.]] and x4/ = a + bz , i €[[0, N.]],

whereAzr = bﬁ—a is the grid spacing and/,, the number of cells. Note that is the
center of the intervalr; _1/», 7;,1/5]. Moreover, we denote the boundary conditions
by u(t,a) = u.(t) andu(t, b) = uy(t), for everyt > 0.

Then, we evaluate (5.9) on the grid of discrete pojntg getting,

Ll 1 2y + o (t,2;) = Gultw), ¥t >0, Vi €[1,N,],

Dt 2) — oD (t 2) = Got,w), ¥¢>0 Vie[LN,],  (5.11)

DV (t,21) = Galt.zi), V>0, Vi e[LN,],

where,

1
(G1, G2, Ga)" = ZP1g(PZ). (5.12)

Remark 5.2.We can easily deduce from (5.12), that for every|0, +co[ and every
3
i €[[1,N,]], we have : 3. G;(t, ;) = O.
j=1

In order to ensure the convergence of the semi-discreterseff®R11) it is necessary
to write it in a conservative form. To this aim, following [[L e suppose the existence
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of functionsZ/ and) such that

T+Ax/2

Ut,z) = 55 [ Ut,y)dy, Yz €la,b], Yt >0,
e

V(t,z) = 5 Af/z V(t,y)dy, Yz €]a,b], ¥t > 0.

Substituting in (5.11), we obtain for evety> 0 and everyi €[ 1, N, ],

W (1,0,) + 2 (Ut wiap) ~Ultai 1) = Galt,),

Dit,2) - & (Vtaiap) ~Vtwiap) = Galtow),  (513)

DV (t,2;) = Galt,z).

Let us now denote bﬁiH/z(t) and 17H1/2(t) the so-calledemi-discrete numerical

fluxesthat approximate respectivel&t?(t,xiﬂ/z) and 17(t,x,~+1/2). For the sake of
simplicity, we chose to expose only the calculations neamyd® obtain the first semi-

discrete quxZ]Hl/z(t), the same procedure being applied for the other one.

In order to compute the numerical quS(le/z(t), we reconstruct boundary extrap-
olated dataufil/z(t), from the point valuesi/;(t) = U(t,z;) of the variables at
the center of the cells, with an essentially non oscillatotgrpolation (ENO) method.
The ENO technique allows to better localize discontingiied fronts that may appear
wheng is possibly degenerate; see [22, 44] for an extensive pratsamof the subject.
In fact, u;l/z(t) (resp. ui:—l/2<t)) is calculated from an interpolating polynomial of
degreel, on the intervalxz; 1o, ;,3/2| (resp.[z;_1/2, ¥;,1/2]) using a so-calle&NO
stenci| see [44] and formula (7.5) in Annex 7.1.

Next, we shall apply a numerical flux to these boundary exietpd data. In order
to minimize the numerical viscosity and according to authafr[17], we choose the

so-calledGodunov fluxF, associated to the advection equation
U + 0, fU) =0,
and defined as follows
. . -
ar;ggvf(ﬁ), if o<,
%G [aa ’ﬂ =
max f(¢), if v<a.

Y<€<a

wheref (&) = &, with ¢ > 0. So we have§a|a,v] = ¢a.
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In fact, we set
V>0, Upap(t) = Falty (0, U7 1) (5.14)
Therefore, we obtain the following semi-discrete flux
Wt >0, Usia/a(t) = GUsy plt). (5.15)

Applying the previous procedure to comp&gl/z(t) and replacing in (5.13), we get
for everyt > 0 and everyi €1, N, ],

%(t’xi) + B% (uijrl/Z(t) - uﬁl/z“)) = Gt xi),

%(t’xi) B B% (Vitl/Z(t) - Vitl/z(t)) = Ga(t, ), (5.16)

DV (t,2;) = Galt,z).

Consequently summing up the three equation lines in (5.46)using Remarks 5.1
and 5.2, we obtain

du

E(t’mi) + A% (“111 2() = U 5(t) — (V;Uz(t) - V;r_l/z(t))) =0.

Now, coming back to the conservative variables, we obtairetery: < [1, N,] and
everyt > 0,

%—?(t,mi) = _2‘%1: (U;_]_/z@) - Ui__l/z(t) + ‘P(wi__,_l/z(t) - wi__]_/z(t)))
+2A%m (,Ui—,——l/Z(t) B U;—l/Z(t) + (p(w;:-l/z(t) - w;—_l/z(t))) )
u(0,7;) = wuo(w;), (5.17)
u(t,a) ug(t),
u(t,b) = up(t).

We recall that by formally setting = 0 in the scheme (5.5), we have= —%‘&Ew
andw = (u). Therefore we can compute

1
+ + + +
Vit12 = _5(8ww)z‘+1/2 and w;’; , = B(u; ),

Where,wiﬁl/z, are performed using again an ENO reconstruction, see fam{d.4)-

(7.5) in Annex 7.1; while the derivatives fnfil , are approximated using a recon-
struction polynomial with a centered stencil, see formuld@)-(7.12) in Annex 7.2.

We wish to emphasize that the scheme of system (5.9) redoitles time advance-
ment of the single variable solution of (5.1).
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5.3. Time discretization

In order to have a fully discrete scheme, we still need toi§ptte time discretization.
According to [17], we use a discretization based on an eixicnge-Kutta scheme,
see [36], for instance.

We start discretizing the system (5.17) using, for simpli@ uniform time stept.
For every: € [1, N, ], we denote by.* the numerical approximation af(¢t™, z;)
with t" = mAt, m =0,..., Ny, whereN, is the number of time steps.

The v-stage explicit Runge-Kutta scheme with> 1, associated to (5.17) can be
written for everyi €[[1, N,.], as follows,

A e ~
utt =t = 5 SRR, 518)
k=1

where,\ = % and the stage values are computed at each time'stepd for every
ke[1,v] as

(k) _ (k)= (k)— (k)— (k)— (k)+ (k)+ (k)+ (k)+
F =00 = v H (Wi o — Wity p) = 0015 + 000 — P(Wi 0 — w7 ),
. (5.19)
B _ om AR 0 0+ . )+ )+
u; = Ui — 3 1—21 alez‘( ) Ui+)1/2 = _%www(l))wl/w wi+)l/2 = 5(“E+1/2)-

Here(ay;, l;k) is a pair of Butcher’s tableaux [21], of diagonally expliRitinge-Kutta
schemes. This finally completes the description of the d@testic numerical method.

Remark 5.3.In the case whert is Lipschitz but possibly degenerate, the authors
of [17], showed theL!-convergence of a semi-discrete in time relaxed scheme, see
Theorem 1, Section 3 in [17]. In fact, they extended the pod@8] to the case of &-
stages Runge-Kutta scheme. Moreover, [17] provided theWalg stability condition
of parabolic type,

At < Cha?, (5.20)

where, C is a constant depending ©nAt the best of our knowledge, no such results
are available in the case wheftes not Lipschitz.

6. Numerical experiments

We use a Matlab implementation to simulate both the detestiérand probabilistic
solutions. Concerning the plug-in bandwidth selectiorcpoure described in Section
4 and based on [42], we have improved the code produced bilarg&n and available
onhttp://ww. stat.unc. edu/facul ty/ marron/ marron_software.

ht m , by speeding up the root-finding algorithm used to solve)(4drthermore, the
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deterministic numerical solutions are performed usingghN® spatial reconstruction
of order 3 and a third order explicit Runge-Kutta schemeifoetstepping. We point
out that the deterministic time step, denoted from now omihy,, is chosen with

respect to the stability condition (5.20).

6.1. The Classical porous media equation

We recall that wherB(u) = u.|u|™ 1, m > 1, the PDE in (1.1) is nothing else but
the classical porous media equation (PME). The first nurakeixperiments discussed
here, will be for the mentioned. Indeed, in the case when the initial conditiogis

a delta Dirac function at zero, we have an exact solutionigealin [4], known as the
density of Barenblatt-Pattland given by the following explicit formula,

1
Ult,x) =t P(C — ket 2R, t>0, (6.1)
where
\/_ 2(m—1) .
1 m — 1 K m+1 2 m+1
= — = — C = B = (o{0) m—1
= e O (5) = [ oo

We would now compare the exact solution (6.1) to an approbachprobabilistic solu-
tion. However, up to now, we are not able to perform an effid@mdwidth selection
procedure in the case when the initial condition is the lava dfeterministic random
variable. Since we are nevertheless interested in exmip(6.1), we considered a time
translation of the exact solutidii defined as follows

v(t,2) =U(t+1,z) VreR, Vt>0. (6.2)

Note that one can immediately deduce from (6.2), thstill solves the PME but now
with a smooth initial condition given by

vo(z) =U(Lz) VxeR. (6.3)

In fact, in the case when the exponenis equal to 3, the exact solutianof the PME
with initial conditionvo(z) = U(1, z) is given by the following explicit formula,

1 2 1
<f+1>‘v RN, if o] < (-4 )42,
o(t.z) = ™3 12/t +1 (6.4)

0 otherwise

Simulation experiments: we first compute both the deterministic and probabilistic
numerical solutions over the time-space gjdd1.5] x [—2.5,2.5], with space step
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Az = 0.02. We sei\ty.; = 4 x 10°, while, we usen = 50000 particles and a time
stepAt = 2 x 1074, for the probabilistic simulation. Figures 1.(a)-(b)«(d), display
the exact and the numerical (deterministic and probaigilisblutions at times = 0,
t =0.5,t =1andt = T = 1.5 respectively. The exact solution of the PME, defined
in (6.4), is depicted by solid lines.

Besides, Figure 1.(e) describes the time evolution of Hutdiscretd.? determin-
istic and probabilistic errors on the time interj@J 1.5].
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Figure 1. - Deterministic (doted line), probabilistic (dashed line)and exact solutions
(solid line) values at t=0 (a), t=0.5 (b), t=1 (c) and t=1.5 (d The evolution of the L? de-
terministic (dote line) and probabilistic (dashed line) erors over the time interval [0, 1.5]

(e).

The L errors behave very similarly as well in the present case #iteaviside
case, treated in subsection 6.2.
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6.2. The Heaviside case

The second family of numerical experiments discussed lemgernss defined by
(1.3). Since we do not have an exact solution of the diffugimblem (1.1), for the
mentioneds, we decided to compare the probabilistic solution to theradmation
obtained via the deterministic algorithm described in Bad. Indeed, we shall simu-
late both solutions according to several types of initidhdg and with different values
of the critical threshold.,..

Empirically, after various experiments, it appears thatadixed threshold.., the
numerical solution approaches some limit function whichnse to belong to the "at-
tracting” set

J=1{f e IN®)| / f@)de =1, |f] < ue); (6.5)

in fact 7 is the closure in.t of 7o = {f : R — R| 3(f) = 0}. At this point, the
following theoretical questions arise.
(1) Does indeed.(t, -) have a limitus, whent — co?

(2) If yes doesu, belong to7?
(3) If (2) holds, do we have(t, -) = us for ¢ larger than a finite time?

A similar behavior was observed for differeftwhich are strictly increasing after
some zero.

6.2.1 Trimodal initial condition

For the 8 given by (1.3), we consider an initial condition being a raiet of three
Gaussian densities with three modes at some distance froimodizer, i.e.

1

'U’O(x) = § (p((E,,LL]_, Ul) —l—p(m, M2, 02) —|—p(x,,u3, 03)) ) (6.6)

where,
2

exp(— (xz_ag) ). (6.7)

(e.11,0) = —
p x? 70- -
s V2ro
Simulation experiments: for this specific type of initial conditiomo, we consider
two test cases depending on the value taken by the criticaslioldu.. We set, for
instanceu; = —u3z = —4, u2 = 0 ando; = 0.1, 02, = 0.2, 03 = 0.3.

Test case 1 we start withu, = 0.15, and a time-space grj@, 0.6] x [-7,7], with a
space stepz = 0.02. For the deterministic approximation, we Aéf.; = 4 x 107°.
The probabilistic simulation uses= 50000 particles and a time stép = 2 x 1074
Figures 2.(a)-(b)-(c), displays both the deterministid probabilistic numerical solu-
tions at timeg = 0,¢ = 0.3 andt = T' = 0.6, respectively. On the other hand, the
time evolution of theZ?>-norm of the difference between the two numerical solutions
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is depicted in Figure 2.(d).

Test case 2 we choose now as critical value. = 0.08 and a time-space grid
[0,4] x [-8.5,8.5], with a space stepz = 0.02. We setdty; = 4 x 107° and
the probabilistic approximation is performed using= 50000 particles and a time
stepAt = 2 x 10~4. Figures 3.(a)-(b)-(c) and 3.(d), show respectively theerical
(probabilistic and deterministic) solutions and th&norm of the difference between
the two.

6.2.2 Uniform and Normal densities mixture initial condition

We proceed with3 given by (1.3). We are now interested in an initial conditiay
being a mixture of a Normal and an Uniform density, i.e.,

uo() = 3 (plr, ~1,0.2) + g y()) (6.8)

where,p is defined in (6.7).
Simulation experiments:

Test case 3 we perform both the approximated deterministic and priiséb
solutions in the case whete = 0.3, on the time-space gri@), 0.5 x [—2.5, 2], with
a space stefiz = 0.02. We use: = 50000 particles and a time sté&p = 2 x 10~
for the probabilistic simulation. Moreover, we &y, = 4 x 10°°. Figures 4.(a)-
(b)-(c) illustrate those approximated solutions at times 0,¢t = 0.1 andt = T =
0.5. Furthermore, we compute tieé-norm of the difference between the numerical
deterministic solution and the probabilistic one. Valuéthes error, are displayed in
Figure 4.(d), at each probabilistic time step.

6.2.3 Uniform densities mixture initial condition

Now, with 5 given by (1.3), we consider an initial conditiarpy being a mixture of
Uniform densities, i.e.,

o) = (2) + 215 5 (@), (6.9)

Simulation experiments:

Test case 4 we approximate the deterministic and probabilistic Sohg in the
case where,, = 0.3, on the time-space gri@, 0.6] x [—1.5,3.5], with a space step
Az = 0.02. The deterministic time stefts.; = 4 x 1078, while the probabilistic
solution is computed using = 50000 particles and a time stép = 2 x 10~%.
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We illustrate in Figure 5.(a)-(b)-(c), both the determiigisind probabilistic numerical
solutions at timeg = 0,¢ = 0.1 and¢t = T = 0.6 respectively; while the time
evolution of theL?-norm of the difference between them, is shown in Figure)5.(d

6.2.4 Square root initial condition
Finally, the last test case concerns an initial conditigrlefined as follows :

uo(x) = VT -1(x). (6.10)

Simulation experiments:

Test case 5 we simulate the probabilistic and deterministic solusioner the time-
space grid0,0.45 x [—2,2], using a space stefr = 0.02 and setting the critical
thresholdu, = 0.35. Moreover, the deterministic time stAp;.; = 4 x 1076, On the
other hand, we use = 50000 particles and a time st&p = 2 x 10~* to compute the
probabilistic approximation.

Figures 6.(a)-(b)-(c), show both the deterministic andptilistic numerical solu-
tions attimeg = 0,¢t = 0.04 andt = T = 0.45, respectively.

The evolution of thel.2-norm of the difference between these two solutions, over
the time interval0, 0.45), is depicted in Figure 6.(d).

6.3. Concluding remarks

(1) Figure 7, displays a single trajectory for each one of thieci@ses described above.
In fact, we observe that, in all cases, the process trajgestops not later than
the instant of stabilization of the macroscopic distribati

(2) We have performed deterministic and probabilistic nunagsolutions for (1.1),
with a coefficients defined by (1.3). Even though the procedures being used
were different, the simulation experiments clearly shoat tioth methods pro-
duce very close approximated solutions, all over the cemsiitime interval.

(3) We point out that, the error committed by the Monte Carlo $ations largely
dominates the one related to the Euler scheme. Consequibetighoice of the
probabilistic time step is not so important.

(4) The probabilistic algorithm can be parallelized on a GreghProcessor Unit
(GPU), such that we can speed-up its time machine executiorthe other
hand, for the deterministic algorithm, this transformatis far from being ob-
vious, see [18].
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7. Annexes

Let V € R such thatl; = v(z;), Vi € [[1, N, ], wherev is a function defined on
[a,b]. Note that the point$z;) are still defined as in Section 5. Moreovgt,,, ,,(R)
denotes the linear space of real matrices withows andn columns.

7.1. Interpolating polynomial of a function

We aim to approximate(z;,1/,) andv(z;_y,) for everyi € [1, N, . In order to do
this, we use properly chosen Lagrange interpolation pohiats of degred: — 1 .

On every interval (or celly; = [x;_1/2,7;41/0], With i € [1, N, ]|, we construct
an interpolation polynomidP;, ; by selectingt consecutive points containing : the
so-calledstencildenoted by

S(Z) = {IZ‘,T, N ,IZ'+S}

and defined by{x;—,, zj—p+1, ..., Tits—1, Tits }, Wherer, s are positive integers and
r+ s+ 1= k. We denote byR(i), the value taken by for the intervall; with an
ENO stencil, see [44].

The Lagrange interpolation polynomial of degfeel, on the interval;, associated
to the stencilS(7) is then given by :

k-1
Plh(x) = Vi L (@), Vr el (7.1)
7=0
where,
k-1 o
L) = [ (7.2)
1o Li—r+j — Timr+l
I#

Now, we need to compute the polynomial defined in (7.2) at tetpx;_;,, and
z;,1/2. In fact, since the points are equidistant, we have for epery) <0, k — 1F,

k—1
[r] r—1—1/2
L (@ = —_—
Yo = ==
I#j
k—1
T T — l =+ 1/2
L (@i0p2) = 1 Tl/
1]
Then, we definé€€ € M1 ,(R), as follows
k—1
r—1-—1/2 .
Crinpnn= [[ =22, vorj eloklx[ok-1].  (7.3)

—o 7 !
l#j
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Substituting (7.3) in (7.1) and using the ENO stencil, wevget [ 1, N, ],

k-1
R(i
v(Ti—1/2) ~ U;ll/g = PL; N 12) = Z Vi—R(i)+iCR(#)+1,j+15 (7.4)
0
k-1
0(Ti41/2) R0 = PEC (Tiv172) = ZVZ R(i)+iCR(i)+2,j+1- (7.5)

J=

7.2. Interpolation polynomial for the derivative of a function

Now, we would like to approximat%%(xi), g—g(xi_l/z) andg—g(xiﬂ/z), for every
€[[1, N.]. In fact, deriving equation (7.1), implies

dpg:]z k—1 dLM
_ Rt — g ] .
dl‘ (x) ; ‘/tL—’r‘-F] dl‘ (ij), vm e I’L' (76)

On the other hand, for everye [[0,! — 1], we have

(.T,' - l'i,,qu)

o) R
J — ’ .
L (2) = 14 , Va € I, (7.7)

k—1 k-1
(r=1)
[r] =0 =0
dLy’ . mAim
d (i) = k-1
el ()
1=0
I#j
and
k—1 k-1 k=1 k-1
' [[e-1-12 ' (r—1+1/2)
r m=0 1=0 T m=0 1=0
T () = L T (v = T
de’ 17]_/2 k—1 9 dm Z+l/2 k—1
AmH(]—Z) AmH(]—Z)
=0 =0
I#] I#]
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Then, we defin@ € M, ;(R) by

Dyy1j41 = L Y(r,j) €[[0,k — 1]F, (7.8)

(r—1-1/2)

~
Ke)

=0
#jl

k—1
A G -1

=0
I#j

33
®

3

)

» V(rg) €[0,k]><[0 k —1]. (7.9)

Drigj+1 =

Therefore, replacing (7.8) and (7.9) in (7.6), for every[[1, N,.]|, we obtain :

dv d]pg] k—1
a(%‘) ~ dv = dxﬂ (z;) = Z Vier4iDri1 41, (7.10)
=0
[r] k—1
d’U de _
%(mifl/Z) ~odvl g, = WZ(% 12) =Y VieriDrij1, (7.11)
j=0
do B ]ph] k-1 B
%(mi-&—l/Z) Rdv g, = %(%H/Z) Vier+jDri2jy1. - (7.12)

=0

&:
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