
HAL Id: inria-00534906
https://inria.hal.science/inria-00534906

Submitted on 10 Nov 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Theoretically Investigating Optimal µ-Distributions for
the Hypervolume Indicator: First Results For Three

Objectives
Anne Auger, Johannes Bader, Dimo Brockhoff

To cite this version:
Anne Auger, Johannes Bader, Dimo Brockhoff. Theoretically Investigating Optimal µ-Distributions
for the Hypervolume Indicator: First Results For Three Objectives. Parallel Problem Solving from
Nature (PPSN XI), Sep 2010, Krakow, Poland. �inria-00534906�

https://inria.hal.science/inria-00534906
https://hal.archives-ouvertes.fr


Theoretically Investigating Optimal µ-Distributions
for the Hypervolume Indicator:

First Results For Three Objectives?

Anne Auger1 Johannes Bader2 Dimo Brockhoff1

1 TAO Team, INRIA Saclay, LRI, Paris Sud University, 91405 Orsay Cedex, France
firstname.lastname@inria.fr

2 Computer Engineering and Networks Lab, ETH Zurich, 8092 Zurich, Switzerland
johannes.bader@tik.ee.ethz.ch

Abstract. Several indicator-based evolutionary multiobjective optimization al-
gorithms have been proposed in the literature. The notion of optimal µ-distribu-
tions formalizes the optimization goal of such algorithms: find a set of µ solutions
that maximizes the underlying indicator among all sets with µ solutions. In partic-
ular for the often used hypervolume indicator, optimal µ-distributions have been
theoretically analyzed recently. All those results, however, cope with bi-objective
problems only. It is the main goal of this paper to extend some of the results to
the 3-objective case. This generalization is shown to be not straight-forward as a
solution’s hypervolume contribution has not a simple geometric shape anymore
in opposition to the bi-objective case where it is always rectangular. In addition,
we investigate the influence of the reference point on optimal µ-distributions and
prove that also in the 3-objective case situations exist for which the Pareto front’s
extreme points cannot be guaranteed in optimal µ-distributions.

1 Introduction

Several evolutionary multiobjective optimization (EMO) algorithms have been pro-
posed to tackle multiobjective optimization problems. Among them, the indicator-based
algorithms are the most recent developments [17, 6, 13]. These algorithms often explic-
itly optimize a unary quality indicator which maps a set of solutions to a single real
value. This not only allows to decouple preference articulation from the search algo-
rithm [17] but also transforms the multiobjective problem into a single-objective one:
the goal is no longer to find or approximate the so-called Pareto front, but to find a
solution set of fixed size (typically the population size µ) that maximizes the indicator.
Therefore, it is important to characterize these solution sets to understand the optimiza-
tion goal implicitly defined by a given indicator. In particular when benchmarking algo-
rithms on certain test functions, it is highly useful to know the largest possible indicator
value achievable with µ points. Throughout the paper, and in line with [2], we use the
term optimal µ-distribution for those sets of µ solutions optimizing a given indicator.

One of the most often used quality indicators within indicator-based EMO algo-
rithms is the hypervolume indicator or S-metric which maps a set of solutions to the size
of the objective space covered [18]. It has the nice property of being a refinement of the

? This is an author version of the PPSN’2010 paper published by Springer Verlag. The final
publication is available at www.springerlink.com.
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Pareto dominance relation [19] which implies that the optimal µ-distributions contain
only solutions that are mapped to the Pareto front [10]. The question of how the optimal
µ-distributions are spread over the Pareto front, interestingly, has only gained attention
recently. Besides specific results on optimal µ-distributions in the case of linear Pareto
fronts [9, 5], optimal µ-distributions have been theoretically investigated in more detail
in [2, 1] for bi-objective problems. The main results are an exact characterization of op-
timal µ-distributions for problems with arbitrary linear Pareto fronts and a limit result
in terms of a density for general front shapes that can be described by a continuous and
differentiable function f . The density result proves that the empirical density of points
converges to a density proportional to the square root of the negative of the first deriva-
tive of the front. In other words, it is only the slope of the front which determines how
the points that maximize the hypervolume indicator are distributed—independent of the
second derivative, i.e., whether the front is convex or concave. It has also been proven
in [2] that for certain types of fronts, no finite reference point of the hypervolume indi-
cator allows to have the extreme points in the optimal µ-distribution; for the remaining
cases, it has been shown where to place the reference point such that the extremes are
included. Later, the relation between optimal µ-distributions for the hypervolume in-
dicator and the approximation ratio has been investigated theoretically as well [11, 7].
However, also in these studies, the results are restricted to only two objectives. The
main reason why almost no results about optimal µ-distributions for 3-objective prob-
lems are known3 is that the geometry of the hypervolume becomes more complicated
in higher dimensions. We will see later on that, e.g., the hypervolume contributions of
single points are not anymore simple rectangles or cuboids if 3-objective problems are
considered and that all solutions can have an influence on the optimal placement of one
point—in comparison to the local property proven in [2] for bi-objective problems.

Contributions of this paper. In this paper, we present for the first time theoretical re-
sults about optimal µ-distributions for the hypervolume indicator for more than 2 objec-
tives, in contrast to [2, 1, 11, 7] where only bi-objective problems were tackled. Besides
fundamental results on the existence and the monotonicity of optimal µ-distributions
(Sec. 3), we prove fundamental, yet often not obvious statements about the shape of
the hypervolume contribution of a single solution (Sec. 4) and investigate their impli-
cations on optimal µ-distributions—in particular on the influence of the reference point
(Sec. 5). More specifically, we prove that situations exist (and characterize them) for
which the extreme points of the Pareto front will never be contained in an optimal µ-
distribution for 3-objective problems which covers the results for the bi-objective case
of [2]. The results show in particular, that the investigation of optimal µ-distributions
is, indeed, more difficult for 3-objective problems than in the case of 2 objectives.

2 Preliminaries

Without loss of generality (w.l.o.g.), we consider minimization problems where the
vector-valued objective function is defined as F : X → Rk and k is the number of
objectives. In this paper, k = 3 most of the time. We say F maps a solution x ∈ X

3 The only exception is a conjecture in [3] about the influence of the dimension on the density.
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Fig. 1. 3-dimensional fronts implicitly described by f3d(x, y, z) = 0 and restricted to the cube
[0, 1]3 (left and middle), and to [0, 0.6]× [0, 1]× [0, 1] (right). Left: f3d = x3 + (.1 · (sin(5π ·
y)+ 10)) · y+ z− 1; Middle: f3d = x2 + y2 + z2 − 1; Right: f3d = x2/3 + y2/3 + z2/3 − 1

from the decision space X to its objective vector F(x) = (F1(x), . . . ,Fk(x)) ∈ Rk
within the objective spaceF(X) ⊆ Rk. As the single objective functionsFi, in general,
cannot be simultaneously minimized and therefore no single optimal solution exists,
we denote the sought set of so-called Pareto-optimal solutions (or Pareto set) as the set
{x ∈ X |@y ∈ X: y � x and x 6� y}. Thereby, the relation � is defined as: x � y if
and only if Fi(x) ≤ Fi(y) for all 1 ≤ i ≤ k and we say, x is weakly dominating y if
x � y. The image of the Pareto set is called Pareto front or front for short. Note that in
the remainder of this paper, we make an abuse of terminology and use the term solution
both for a solution in the decision space and for its corresponding objective vector.
Moreover, in order to increase readability, we also define � on objective vectors.

The Hypervolume Indicator. The hypervolume indicator of a solution set has been
introduced as the size of the objective space covered [18]. Here, we formalize the hy-
pervolume indicator IH(A, r) for sets of objective vectors A ⊆ Rk and a reference
point r ∈ Rk according to [2] to ease readability compared to defining IH for solutions
in X as in the original paper: IH(A, r) = λ

(⋃
a∈A C(a, r)

)
where C(a, r) = {z ∈

Rk | a � z � r} is the (hyper-)cuboid containing all objective vectors that are weakly
dominated by a and themselves weakly dominate r. λ is the Lebesgue measure.

Notations for 3-objective problems. For the specific case of 3-objective problems, we
assume the Pareto front to be implicitly describable as the points (x, y, z) ∈ R3 for
which a function f3d : R3 → R is zero4: f3d(x, y, z) = 0. W.l.o.g., we restrict the
front to a cuboid [xmin, xmax] × [ymin, ymax] × [zmax, zmin], see Fig. 1. Besides a few
exceptions of disrupted fronts, the Pareto fronts of well-known test problems, e.g., from
the DTLZ [8], IHR [13], or WFG [12] test suites, can be described as assumed. Further-
more, we denote the reference point of the hypervolume by r = (r1, r2, r3). For some
proofs, we will need an explicit description of the front, i.e., in terms of z = f(x, y)
(resp. y = f(x, z), x = f(y, z)). Note that it is not always possible to find an explicit
representation of an implicit equation f3d(x, y, z) = 0. However, it is possible locally
assuming regularity of f3d as stated by the implicit function theorem [14]. Therefore,
assuming an explicit representation is not very restrictive.

4 In addition, in order to describe a Pareto front, the partial derivatives of f3d with respect to the
first, second, and third variableare not supposed to change their sign, see for example [15].
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3 General Results on Optimal µ-Distributions in 3-Objective
Problems

In this section, we generalize some basic results of [2] about the existence of optimal
µ-distributions and their monotonicity in µ to the 3-objective case. The proofs comprise
the same ideas as in the bi-objective case though they are a bit more technical.

Theorem 1 (Existence of optimal µ-distributions for 3-objective problems). As-
sume a 3-objective problem and assume that the front is described explicitly by a 2-
dimensional function f , i.e., points of the Pareto front satisfy z = f(x, y) (or y =
f(x, z) or x = f(y, z)). If the function f is continuous, there exists (at least) one set of
µ points maximizing the hypervolume.

Proof. Assume w.l.o.g. that the front is described via z = f(x, y). Let p1, . . . , pµ be µ
points ofR3. A point pi writes as (xi, yi, f(xi, yi)). Since f is continuous, the mapping
((x1, y1), . . . , (xµ, yµ))→λ(

⋃
iC((xi, yi, f(xi, yi)), r)), whereC((xi, yi, f(xi, yi)), r)

is the cuboid with space diagonal defined by the extremes pi and r, is continuous ac-
cording to the Lebesgue dominated convergence theorem [4]. Moreover IH is upper
bounded by the hypervolume of the entire front. From the Extreme Value Theorem,
there exists a set of µ points maximizing the hypervolume indicator. ut

Note that the previous theorem states the existence but not the uniqueness, which
cannot be guaranteed in general and that, in principle, the result can be easily general-
ized to the weighted hypervolume of [16]. A set of points maximizing the hypervolume
whose existence is proven in the previous theorem will be called optimal µ-distribution.
The associated value of the hypervolume is denoted as IµH .

The following proposition establishes that the hypervolume of optimal (µ + 1)-
distributions is strictly larger than the hypervolume of optimal µ-distributions in the
case of 3-objective problems and when the Pareto front contains at least µ + 1 distinct
points. This result is a generalization of Lemma 1 in [2].

Proposition 1 (Strict monotonicity in µ of the optimal hypervolume value). Let
xmin, xmax, ymin, ymax, zmax, zmin ∈ R, f3d : R3 → R, and let P =

{
(x, y, z) ∈ R3 |

f3d(x, y, z) = 0 ∧ (xmin ≤ x ≤ xmax) ∧ (ymin ≤ y ≤ ymax) ∧ (zmin ≤ z ≤ zmax)}
describe the corresponding Pareto front. Let µ1 and µ2 ∈ N with µ1 < µ2, then

Iµ1

H < Iµ2

H

holds if P contains at least µ1 +1 elements (xi, yi, zi) for which xi < r1, yi < r2, and
zi < r3 holds where r = (r1, r2, r3) is the hypervolume’s reference point.

Proof. To prove the proposition, it suffices to show the inequality for µ2 = µ1 + 1
where we denote µ1 by µ for readability. Assume the optimal µ-distribution is Dµ =
{(xµ1 , y

µ
1 , z

µ
1 ), . . . , (x

µ
µ, y

µ
µ , z

µ
µ)} with xµi , y

µ
i , z

µ
i ∈ R and f3d(x

µ
i , y

µ
i , z

µ
i ) = 0 for all

1 ≤ i ≤ µ. Since P contains at least µ + 1 elements, the set P\Dµ is not empty and
we can pick any pnew = (xnew, ynew, znew) ∈ P\Dµ to define a set S = Dµ ∪ {pnew}.
As IH(Dµ2) ≥ IH(S) holds, it remains to prove that IH(S) > IH(Dµ). To this end,
let us sort the points in Dµ with respect to each objective and pick the solution with the
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smallest x- (y-, z-) value which is larger than xnew (ynew, znew) and denote it by x (y, z).
If such a solution does not exist in Dµ, we set x to r1 (y to r2, z to r3):

x = min {{xµi | (x
µ
i , y

µ
i , z

µ
i ) ∈ Dµ ∧ xnew < xµi < r1} , r1}

y = min {{yµi | (x
µ
i , y

µ
i , z

µ
i ) ∈ Dµ ∧ ynew < yµi < r2} , r2}

x = min {{zµi | (x
µ
i , y

µ
i , z

µ
i ) ∈ Dµ ∧ znew < zµi < r3} , r3}

Then, all objective vectors within Hnew := [xnew, x) × [ynew, y) × [znew, z) are weakly
dominated by pnew but are not dominated by any vector inDµ. Furthermore,Hnew is not
a null set (i.e. has a strictly positive Lebesgue measure) since xnew < x, ynew < y, and
znew < z. This additional contribution makes IH(S) strictly larger than IH(Dµ). ut

Although the result is proven only for the 3-objective case, the generalization to
an arbitrary number of objectives is straightforward though technical such that we re-
frain from presenting it here. Moreover, the same monotonicity directly follows for the
weighted hypervolume indicator of [16] by replacing Lebesgue by weighted Lebesgue.

4 Geometrical Properties of the Hypervolume Contributions of
Single Solutions in 3-Objective Problems

As we have seen so far, some basic results about optimal µ-distributions can be eas-
ily transferred to the 3-objective case. For some other results of [2], mainly regarding
the exact distribution of µ solutions that maximize the hypervolume indicator, gener-
alizations to higher dimensions are more difficult. The main reason is the fact that the
optimal placement of a single solution is not determined by only two neighbors any-
more as it is the case for bi-objective problems, see [2, Proposition 1]. As we will see in
this section, the hypervolume contribution of a single solution in a 3-objective scenario
can be influenced by all other solutions. The stated properties of the possible shape
of a solution’s hypervolume contribution will be used in the following section to gen-
eralize a non-trivial result of [2] about the absence of the extreme points in optimal
µ-distributions to the 3-objective case.

Before we investigate the general shape of the hypervolume dominated by a single
solution, let us define a geometrical object to be a generalized cylinder if there exists
one coordinate axis for which all cross sections of the geometrical object, perpendicular
to this axis, yield the same 2-dimensional shape and the corresponding projections of
the cross sections along this axis on the coordinate system are the same. The usual
cylinder with a circular cross section is one specific case of such a generalized cylinder
when oriented along a coordinate axis. Figure 3 shows an example of a generalized
cylinder with a steplike cross section. With this definition, we can state the first result
about the volume solely dominated by a single solution in 3 objectives, see Fig. 2:

Lemma 1. Given a set A ⊆ R3 of 3-dimensional objective vectors, the hypervolume
solely dominated by a single point a ∈ A is an axis-aligned cuboid, with the point itself
and the reference point as the end points of one of the cuboid’s space diagonals, from
which three generalized cylinders are cut—one parallel to each coordinate axis with
steplike base areas, which depend on the other points in A.
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Fig. 2. Hypervolume contribution of a point (unfilled circle) on a three dimensional sphere func-
tion. The remaining nine points (black circles) all affect the shape of the contribution

Proof. The points that are weakly dominated by a specific 3-dimensional point p =
(x, y, z) ∈ R3 and that weakly dominate the hypervolume’s reference point form a
cuboid [x, r1] × [y, r2] × [z, r3] with the point p as one corner and the reference point
r = (r1, r2, r3) as the other end of its space diagonal. If we investigate now the points
that are solely dominated by the point p, we have to subtract from this cuboid all so-
lutions that are weakly dominated by other points a = (a1, a2, a3) ∈ A, i.e., by the
corresponding cuboids of which one corner is also the reference point. This gives the
following set of points that are solely weakly dominated by p which can be obtained by
deleting a general cylinder with steplike base area in each dimension from the cuboid
associated to p: ([x, r1]× [y, r2]× [z, r3]) \

(⋃
a∈A[a1, r1]× [a2, r2]× [a3, r3]

)
. ut

Note that the previous result does not only characterize the special shape of the hy-
pervolume contribution of a single solution but also that this hypervolume contribution
can be influenced by an arbitrary number of other solutions in a set A.

Interestingly, the shape of the space solely dominated by a single solution is becom-
ing a generalized cylinder itself if we consider extreme solutions of a solution set A,
see Fig. 3 (left). A solution ai is thereby called extreme with respect to A (or extreme
point of A) and objective Fi, if no other solution in A has larger values in objective Fi,
i.e., ai∈argmax{a′∈A |@a′′∈A : Fi(a′)<Fi(a′′)}. Note that extreme points are not
unique in the 3-objective case in general and that their objective values do not always
coincide with the values xmax, ymax, and zmax, see, e.g., Fig. 1. We denote the obtained
maximal values of extreme points in the three dimensions as x, y, and z respectively.

Lemma 2. Given a set of 3-dimensional objective vectorsA ⊆ R3. An extreme point of
A, i.e., a point with the largest objective value among all points in A for (at least) one
objective, solely dominates a region the shape of which is itself a generalized cylinder
with a steplike base area.

Proof. Let us consider w.l.o.g. only one extreme point in x-direction and its hypervol-
ume contribution, i.e., a point pxmax = (x, y, z) with the largest x-value x among µ
solutions on the front. Without any other point, the hypervolume contribution of pxmax
would be again the cuboid from above with the point itself as one corner and the hy-
pervolume’s reference point as the other end of the cuboid’s space diagonal starting
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Fig. 3. Illustration of the hypervolume contribution of an extreme point in x-direction. Left: hy-
pervolume solely dominated by the extreme point pxmax which is depicted by a black circle;
Middle: hypervolume solely dominated by the moved point pxmax − ε; Right: illustration of
benefit and deficit in hypervolume if we move the extreme point towards pxmax − ε; in all three
plots, the reference point is depicted by a cross and the remaining points influencing the extreme
point’s hypervolume contribution are depicted by unfilled circles

at pxmax. Due to other incomparable solutions on the front, this cuboid is pruned in a
specific way. To investigate how the hypervolume contribution of pxmax is influenced
by other points on the front, we consider the projection of all points to the y-z-plane,
see Fig. 4. Two statements can be easily proven: (i) no point in the lower left region of
pxmax exists (otherwise it would be dominating pxmax due to its better objective values
in x-, y-, and z-direction) and (ii) all other solutions dominate a cuboid themselves and
therefore cut this cuboid from the extreme point’s cuboid (all solutions obviously dom-
inate a volume that is a cuboid and the points are in addition not worse in x-direction
and therefore their dominated volume is reaching in x-direction over the entire cuboid
of pxmax). This results in a volume solely dominated by pxmax, that has a steplike projec-
tion and is a general cylinder in x-direction, see the leftmost plot of Fig. 3. ut

5 Fronts For Which It Is Impossible to Obtain the Extreme Points

Given the knowledge about the shape of the hypervolume solely dominated by ex-
treme solutions obtained above, we are able to generalize another result on optimal
µ-distributions of [2] to the 3-objective case: There are cases where no finite refer-
ence point allows to have an extreme point of the Pareto front contained in optimal
µ-distributions. In the 3-objective case, this corresponds to the cases where the (finite)
partial derivative of the front at an extreme with respect to the first (second, third) axis
is perpendicular to the first (second, third) axis:

Theorem 2. Let f3d be a continuous and differentiable function describing the front
with gradient ∇f3d continuous in [xmin, xmax] × [ymin, ymax] × [zmin, zmax]. If the
gradient ∇f3d(x, y, z) = (∂1f3d(x, y, z), ∂2f3d(x, y, z), ∂3f3d(x, y, z)) of the front at
an extreme point (x, y, z) (at an extreme point (x, y, z), or at (x, y, z)) is finite, i.e., the
single components of the gradient are finite, and the gradient is perpendicular to the
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Fig. 4. Projection of all points to the y-z-plane

x-axis (y-, z-axis), i.e., if ∇f3d(x, y, z) · (1, 0, 0) = 0 (∇f3d(x, y, z) · (0, 1, 0) = 0 ,
∇f3d(x, y, z) · (0, 0, 1) = 0), the corresponding extreme point is not included in any
optimal µ-distribution with µ ≥ 1.

Proof. W.l.o.g., we consider only the case of the extreme point pxmax := (x, y, z) where
∇f3d(pxmax) · (1, 0, 0) = 0 and therefore ∂1f3d(pxmax) = 0. The proof idea is similar to
the bi-objective case in [2]: we consider the hypervolume that we gain and the hyper-
volume that we lose if we move the extreme point pxmax towards larger values of y and
z. To this end, we use the notations of Fig. 3. In particular, we move pxmax by a small
value εx > 0 in x direction towards smaller x-values and at the same time parallel to
the plane defined by the x-axis and the gradient∇f3d(pxmax) along the front:

pxmax − ε = pxmax −

 εx
εy
εz

 = pxmax −

 εx
0
0

+ ν

 0
∂2f(pxmax)
∂3f(pxmax)

 (1)

where ν ∈ R and the last equality follows from the assumption that the gradient
∇f(pxmax) is perpendicular to the x-axis. Note that at least one of the values εy and
εz has to be negative since all points on the Pareto front are incomparable and a point
with all three objectives smaller than pxmax would therefore not lie on the front.

If we choose εx small enough, i.e., as long as there is no other point p′ = (x′, y′, z′)
with x′ > x − εx, y′ > y, and z′ > z among the µ solutions under consideration,
the hypervolume contribution of the moved extreme point keeps its shape, see Fig. 3.
According to the rightmost plot of Fig. 3, we denote the area of the y-z-projection
of the new point’s hypervolume contribution as A, by az the height of this area in z-
direction, and by ay the length of this area in y-direction. Then, the benefit and deficit
in hypervolume if we move the extreme point from pxmax to pxmax − ε can be written as

benefit: εx ·A deficit: (εy · az + εz · ay + εy · εz) · (r1 − x) .

Now, it remains to be shown that the ratio between deficit and benefit goes to zero when
εx converges to zero. To this end, we decompose the ratioR between deficit and benefit
as

lim
εx→0

deficit
benefit

= lim
εx→0

εy · az · (r1 − x)
εx ·A

+
εz · ay · (r1 − x)

εx ·A
+
εy · εz · (r1 − x)

εx ·A
= 0

Because A is lower bounded by a constant and ax and az are upper bounded by a
constant, showing that limεx→0

εy
εx

= 0 and limεx→0
εz
εx

= 0 will directly prove that
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the ratio R converges to zero. W.l.o.g., we are only going to prove limεx→0
εy
εx

= 0 in
the following. The proof of limεx→0

εz
εx

= 0 can be done in the same way by exchanging
the roles of εy and εz .

Assuming ∂2f3d(pxmax) 6= 0 (otherwise, limεx→0
εy
εx

= 0 follows directly), we
know from Eq. 1 that ν =

εy
∂2f3d(pxmax)

and therefore that

εz = εy
∂3f3d(pxmax)

∂2f3d(pxmax)
. (2)

Since the gradient of f3d is continuous within the cuboid restricting the front, we
can expand f3d(pxmax − ε) with the Taylor formula as f3d(pxmax − ε) = f3d(pxmax) −
∇f3d(pxmax) ·ε+O(||ε||2) which indicates that∇f3d(pxmax) ·ε−O(||ε||2) = 0 for any
ε ≥ 0 as f3d equals zero for all points on the front by definition. From ∇f3d(pxmax) ·
ε−O(||ε||2) = 0 we can conclude that limε→0∇f3d(pxmax) ·ε = limε→0O(||ε||2) and
even limε→0 (∇f3d(pxmax) · ε/||ε||) = limε→0O(||ε||) = 0. Since ∂1f3d(pxmax) = 0
and the other partial derivatives ∂2f3d(pxmax) and ∂2f3d(pxmax) are finite and constant,
the previous equation can be rewritten as

lim
ε→0

∂2f3d(pxmax) · εy + ∂3f3d(pxmax) · εz√
ε2x + ε2y + ε2z

= lim
ε→0

∂2f3d(pxmax) +
(∂3f3d(pxmax))

2

∂2f3d(pxmax)√
ε2x
ε2y

+ 1 + (∂3f3d(pxmax))
2

(∂2f3d(pxmax))
2

= 0

Using (2) in the previous equation and factorizing the numerator and denominator by
εy we obtain

lim
ε→0

∂2f3d(pxmax) +
(∂3f3d(pxmax))

2

∂2f3d(pxmax)√
ε2x
ε2y

+ 1 + (∂3f3d(pxmax))
2

(∂2f3d(pxmax))
2

= 0

which implies that limε→0
εy
εx

= 0. ut

Remark. Note that the case covered by the previous theorem is not an artificial case but
obtained for some well-known test problems, e.g., DTLZ2–4 [8] and WFG4–9 [12]. It
also covers the bi-objective case proven in [2] which, however, used a slightly different
notation due to a simpler description of the front shape.

6 Conclusions

Obtaining optimal µ-distributions for a certain quality indicator I , i.e., a set of µ so-
lutions maximizing I , is the optimization goal of several indicator-based multiobjec-
tive evolutionary algorithms [2]. In particular, the hypervolume indicator, among others
employed in the SMS-EMOA [6] and the MO-CMA-ES [13], received interest as a
selection criterion in multiobjective algorithms due to its property of being a refine-
ment of the Pareto dominance relation. However, theoretical investigations of optimal
µ-distributions for the hypervolume indicator are rare and limited to the bi-objective
case so far [9, 5, 2, 1, 11, 7].
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Here, we obtain first theoretical results on optimal µ-distributions for the hypervol-
ume indicator in 3-objective scenarios. It turns out that the hypervolume contribution
of a single point has a specific shape that is not as simple as in bi-objective problems
anymore—indicating that all solutions have an influence on where to optimally place a
solution instead of only two solutions in the bi-objective case. Besides generalizations
of basic statements of [2] to the 3-objective case, we prove in particular that also in
3-objective problems there are situations where no finite reference point can ensure the
extreme solutions of the Pareto front within an optimal µ-distribution.
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