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Abstract

The polyhedral model is a well-known compiler optimization frame-
work for the analysis and transformation of affine loop nests. We present
a new method concerning a difficult geometric operation that is raised by
this model: the integer affine transformation of parametric Z-polytopes.
The result of such a transformation is given by a worst-case exponen-
tial union of Z-polytopes. We also propose a polynomial algorithm (for
fixed dimension), to count points in arbitrary unions of a fixed number of
parametric Z-polytopes. We implemented these algorithms and compared
them to other existing algorithms, for a set of applications to loop nest
analysis and optimization.
Keywords: Polyhedral model, memory hierarchy optimization, paramet-
ric Z-polytopes transformation and enumeration, Ehrhart polynomials,
counting solutions to Presburger formulas.

1 Introduction

Many affine loop nests analyses and optimizations raise the problem of counting
the number of images by an affine integer transformation of the lattice points
contained in a parametric polytope. This problem was raised in this area a
twenty years ago [25, 26]. Since then, many solutions have been proposed, but
none of them conclusively solves it. The problem of counting solutions to a Pres-
burger formula is equivalent to counting points in the image by integer affine
transformations of a union of parametric Z-polytopes. A parametric Z-polytope
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is the intersection between a parametric polytope (a bounded polyhedron, de-
fined by a set of constraints depending linearly on formal parameters) and an
integer lattice.

Early solutions compute an approximation of this number [38, 29]. Some
solved the subproblem of counting the integer points in a polytope (or equiva-
lently in a single Z-polytope), depending on one [2, 10] or many [7, 35, 36, 1]
parameters. Then, some exact methods to count integer affine images of Z-
polytopes were proposed for the non-parametric case [24, 5, 39]. Some appli-
cations were developed without solving the general-case problem, but many of
them did not reach optimality [38, 29], or were restricted as they did not support
formal parameters [39]. Other applications need the exact solution [21, 32].

Pugh [26] first proposed an algorithm to solve the general-case problem,
based on the Fourier-Motzkin variable elimination [9]. However, it seems that
no implementation is available, probably due to the complexity of this method:
the number of splinters which have to be built is an exponential function of
the coefficients of the formula. Moreover, it is not clear whether it is able to
eliminate more than one existential variable without scanning an exponentially
large number of polytopes.

Verdoolaege et al. [34] proposed to apply simple rewriting rules (removing
existential variables that are unique or redundant, decomposition in indepen-
dent splits) to a disjoint union of parametric sets computed using the Omega
library [25]. If these rewriting rules fail, they solve a parametric integer linear
programming problem (using the PIP library [13]), like Boulet and Redon in
[6]. But the input of their algorithm, the disjoint union of sets computed from
a Presburger formula, is worst-case exponential; and PIP is worst-case expo-
nential. They also do not compute the actual integer affine image of the union
of parametric Z-polytopes, but count the integer points of an equivalent set: if
the application needs not only the number of points, but also the image itself,
it cannot be used.

Another algorithm for computing the integer projection of a polytope was
first proposed by Barvinok and Woods [3], and then extended to parametric
case by Verdoolaege and Woods [37]. Even if this algorithm is theoretically
polynomial-time (for fixed dimension), we believe that it still remains unusable
in practice, because it uses algorithmic flatness theory and iterated Boolean
combinations of rational generating functions. Indeed, this algorithm has fre-
quently been referred to as ”unimplementable” [17]. A first-ever preliminary
implementation of Barvinok-Woods’s algorithm has been reported by Köppe
et al. [17]. But this implementation seems to be rather slow even for simple
examples. The implementation itself is considered a challenge.

More recently, Lasaruk and Sturm [19] proposed a framework consisting in
a generalization of Presburger arithmetic, where the coefficients are arbitrary
polynomials in non-quantified variables. The elimination of the existential vari-
ables may result in a large number of atomic formulas function of the parameters
(even for small examples). Furthermore, the atomic formulas may still contain
bounded quantifiers. In order to expand this result into disjunctions, the pa-
rameters have to be instantiated. Hence the final result could not be given in a
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symbolic form (as a function of the parameters).
In this paper, we propose a new method handling this problem: (i) a

polynomial-time algorithm to count points in the union of a fixed number of
parametric Z-polytopes of fixed dimension, (ii) an algorithm to compute the
integer affine image of a union of parametric Z-polytopes, in the form of a
worst-case exponential union of parametric Z-polytopes. We also compare our
implementation with other interesting and recent approaches, and show that it
is efficient and can be used to optimize real applications.

We will provide the reader with some references on using our work in com-
piler design and program optimization. The class of parametric affine loop nests
(programs based on affine references to arrays in affine bounded loop nests, con-
taining unknown variables at compile time) has been tackled in the past by many
researchers, since it occurs frequently and is resource-consuming, in applications
like calculation-intensive scientific applications, digital audio/video, graphics,
compression/decompression, radar and DSP, etc. In this context, array lin-
earization for hardware design [32], cache access optimization [14, 8, 21, 31],
memory size computation [38, 39], and data distribution for NUMA-machines
[15], reduce to the problem of computing integer affine images of a union of
parametric Z-polytopes and enumerating them. Other applications have been
reported in economics and in mathematics, in the context of combinatorics, rep-
resentation theory, statistics and discrete optimization (see [10] for references).

The paper is organized as follows: after presenting some basic concepts in
section 2, we describe our algorithm for computing the integer affine image of
a Z-polytope in section 3. Section 4 presents our algorithm for counting points
in arbitrary unions of parametric Z-polytopes. In section 5 we provide a com-
parative study of our implementation with related work and some applications
to loop nest optimization. Finally, the conclusions are given in section 6.

2 Basic concepts

In this section we recall some polyhedral and lattice definitions as well as some
theoretical results on counting lattice points in parametric polytopes.

Definition 2.1 A rational polyhedron P ⊂ Qd is a set of rational d-dimensional
vectors x defined by linear inequalities

P =
{

x ∈ Qd | Ax ≥ c
}

, (1)

with A ∈ Zm×d and c ∈ Zm. The system Ax ≥ c may contain pairs of inequali-
ties that are equivalent to an equality (called implicit equalities). In such a case,
the polyhedron is said non-full-dimensional.

A bounded rational polyhedron is commonly called a rational polytope.

Definition 2.2 The affine hull of a set S ⊂ Qd is the set {λ1x1+ · · ·+λkxk |
{ x1, . . . xk } ⊂ S, λi ∈ Q,

∑

i λi = 1 }.
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Definition 2.3 The dimension of a rational polyhedron P ⊂ Qd is the dimen-
sion of its affine hull. Equivalently, it is equal to the dimension d of the ambient
space Qd minus the number of linearly independent (implicit) equalities in the
system Ax ≥ c.

Definition 2.4 A rational parametric polytope Pp with n parameters p is
a set of rational d-dimensional vectors x defined by linear inequalities on x and
p

Pp =
{

x ∈ Qd | Ax ≥ Bp+ c
}

, (2)

with A ∈ Zm×d, B ∈ Zm×n and c ∈ Zm, and such that for each fixed value p0

of p, Pp0
defines a (possibly empty) rational polytope in Qd.

Definition 2.5 A d-dimensional integer lattice is a subset of Zd defined
by integer linear combinations of linearly independent integer vectors, called
lattice-generating vectors (or lattice basis), plus an affine part.

L =
{

Ax+ c | x ∈ Zd
}

, (3)

where A is a d × d integer matrix whose column vectors are the generators of
the lattice and c is a constant integer vector. We also denote such a lattice by
L(A, c).

Definition 2.6 A Z-polytope is a regular subset of the integer points con-
tained in a rational polytope. It can also be seen as the intersection between a
rational polytope and an integer lattice of the same dimension.

Definition 2.7 A d-dimensional standard Z-polytope is the intersection be-
tween a rational d-polytope and the standard lattice Zd.

Definition 2.8 An integer affine transformation of a d-dimensional Z-
polytope Z = P ∩ L is the transformation of its points by an integer affine
function:

T : Zd → Zk

x 7→ Ax+ c
(4)

where A is an integer matrix and c an integer vector.

Definition 2.9 A Presburger formula is a set of linear (in)equalities linked
by the logical operators (¬, ∧, ∨), and the universal and existential quantifiers
(∀, ∃).

2.1 Ehrhart Theory

Definition 2.10 A rational n-periodic number U(p) is a function Zn → Q,
such that there exists a period q = (q1, . . . , qn) ∈ N+n

, with U(p) = U(p′)
whenever pi ≡ p′i mod qi, for 1 ≤ i ≤ n.
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Periodic numbers can be represented by an n-dimensional lookup-table Up

such that U(p) = Up[p1 mod q1, . . . , pn mod qn]. Such lookup-tables are typ-
ically written as a list or matrix of values enclosed in square brackets. E.g.,
UN =

[

1, 34
]

N
is a 1-periodic number with period q1 = 2; UN = 1 ifN mod 2 ≡ 0

and UN = 3
4 if N mod 2 ≡ 1. A 2-periodic number of period (2, 3) can be rep-

resented as

[

a b c
d e f

]

N,M

=
[

[a, b, c]M , [d, e, f ]M
]

N
, which is equal to b if

N = 0 and M = 1.
The lookup-table representation of periodic numbers has the advantage that

it can be fully simplified, but it is worst case exponential [35, 36]. Other repre-
sentations avoid representing periodic numbers with an exponential number of
coefficients exist, such as integer parts, modulo and fractional representations.
E.g., the lookup-table periodic number UN =

[

1, 34
]

N
is equivalent to the fol-

lowing functions: 1− N
4 − 1

2

⌈

−N
2

⌉

, 1−N
4 + 1

2

⌊

N
2

⌋

, 1− 1
4 (N mod 2) or 1− 1

2

{

N
2

}

,

where
{

N
2

}

is the fractional part of N
2 .

Definition 2.11 A quasi-polynomial of degree d in n variables p = (p1, p2,
..., pn) is a polynomial expression of degree d in p over the rational n-periodic
numbers

∑

i∈I

Ui(p)p
i, (5)

with I ⊂ Nn, i = (i1, ..., in),
n
∑

k=1

ik ≤ d, Ui periodic numbers and pi = pi11 pi22 ...p
in
n .

The period of a quasi-polynomial is the componentwise least common multiple
(lcm) of the periods of its coefficients Ui.

Definition 2.12 The enumerator E(Pp) of a parametric polytope Pp (or a
parametric standard Z-polytope Z = Pp ∩ Zd) is a function from the set of n-
dimensional integer vectors Zn to the set of natural numbers N. The function
value at p0, denoted E(Pp;p0), is the number of integer points in polytope Pp:

E(Pp) : Zn → N

p0 7→ E(Pp;p0)

E(Pp;p0) = #
({

x ∈ Zd | Ax ≥ Bp0 + c
})

where # denotes the number of elements of the set.

We first consider a special case of parametric polytopes Pp that can be
written as the convex combination of a fixed set of parametric vertices, where
each vertex is an affine function of the parameters, i.e.,

Pp =







x ∈ Qd | x = V (p)λ, 0 ≤ λj ,
∑

j

λj = 1







, (6)

where the columns Vj(p) of V (p) are the vertices of Pp, i.e., Vj(p) = Gjp+ hj

for some Gj ∈ Qd×n and hj ∈ Qd. Ehrhart [11] showed that the enumerator of
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such a set can be represented as a quasi-polynomial function of p, as defined by
(5). That is to say, a polynomial which coefficients depend periodically on p.

Clauss and Loechner [7] showed that the parameter space of a general para-
metric polytope Pp as defined by (2) can be divided into a set of chambers
(called “validity domain” in their paper: a union of adjacent polytopes covering
the parameter space), such that in each chamber, Pp has a fixed set of paramet-
ric vertices that are affine combinations of the parameters. In each chamber, the
parametric polytope can therefore be written as (6). Using this decomposition,
Clauss and Loechner [7] proved the following theorem.

Theorem 2.13 The enumerator of a d-dimensional parametric polytope Pp is
a quasi-polynomial (commonly known as Ehrhart quasi-polynomial) of degree d
in p on each chamber. The componentwise period of the quasi-polynomial in a
given chamber divides the componentwise lcm of the denominators that appear
in the vertices defined on that chamber.

We recently proposed a polynomial algorithm (for fixed dimension) [35, 36]
that counts lattice points in general parametric polytopes. This algorithm com-
bines Barvinok’s counting method [4] with Clauss and Loechner’s chamber de-
composition [7]. We also use this algorithm to count points in integer affine
transformations of parametric Z-polytopes.

3 Integer affine transformations of parametric

Z-polytopes

This section presents our algorithm for computing the integer affine transfor-
mation of a parametric Z-polytope as a union of Z-polytopes. The calculation
of the number of points in such a union is described in Section 4.

It has been shown that the integer affine transformation of a Z-polytope can
be written as a Presburger formula [26, 18]:

S = {x ∈ Zd | ∃x′ ∈ Zd′

: Ax′ +Bx+Cp+ c = 0, A′x′ +B′x+C′p+ c′ ≥ 0}
(7)

where A,B,C,A′, B′, C′ are integer matrices, c and c′ are integer vectors and
p is a parameter vector.

Example 1 The transformation of the parametric (N ∈ Z is a parameter)
standard Z-polytope

ZN = {(i, j, k) ∈ Z3 | 1 ≤ i ≤ N ∧ 1 ≤ j ≤ N ∧ 1 ≤ k ≤ N}

by the integer affine function T (i, j, k) = (3i+6k, 5i+2j +1) can be written by
adding two variables x = 3i+6k and y = 5i+2j+1, as the Presburger formula:

S = {(x, y) ∈ Z2 | ∃(i, j, k) ∈ Z3 :

1 ≤ i ≤ N ∧ 1 ≤ j ≤ N ∧ 1 ≤ k ≤ N ∧ x = 3i+ 6k ∧ y = 5i+ 2j + 1}.
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The problem of calculating the integer affine transformation of a Z-polytope
reduces to the elimination of the existential variables from a Presburger formula
(Eq. (7)). In such a formula, the conjunction of the equalities and inequalities
define a non-full-dimensional standard Z-polytope Ẑ in the combined space
Zd′+d (the cartesian product of the Z-polytope space Zd and the existential
variables space Zd′

). A common way to eliminate the existential variables of
the Presburger formula is to project them out of Ẑ. Our algorithm performs
this in two steps. It starts by eliminating a first set of existential variables using
equalities, as described in the next section. Then, our algorithm eliminates the
remaining existential variables using inequalities of Ẑ.

3.1 Non-full-dimensional Z-polytope preprocessing

When removing existential variables using a set of equalities in Z-polytope Ẑ,
one must ensure that there exist integer values of the variables to be eliminated
for each integer value of the other variables. Without loss of generality, we
consider the parameters as regular variables. Indeed, removing equalities from
a parametric Z-polytope is done in the same way as for a non-parametric Z-
polytope: parameters are free variables, and they are never eliminated whatever
the number of equalities. We also assume that the Z-polytope is standard,
since any arbitrary Z-polytope Z = P ∩ L can be transformed into a standard
Z-polytope containing the same number of integer points. This is done by
computing the preimage of polytope P by a matrix defining lattice L. Notice
that it is possible to rewrite the final result as a function of the original variables
by doing the inverse transformation, as explained in section 4.

Consider a (d′ + d)-dimensional standard Z-polytope Ẑ, defined by a non-
redundant system of linear constraints, with d′ existential variables and d free
variables. Let m be the number of equalities implying existential variables.
The system of equalities is upper-triangularized, with the existential variables
on the first columns. Let us denote the set of equalities implying existential
variables by E(y′,y), and the set of remaining constraints by E(y′,y), where
y′ is a vector of m variables chosen among the d′ existential variables, and y is
a vector of the k remaining variables, with k = d′ + d−m.

In order to eliminate the m equalities, it suffices to solve the system of
equalities E(y′,y) in y′ as a function of y, and to substitute the result in the
system of remaining constraints E(y′,y). The resulting standard Z-polytope Y
has then to be intersected with an integer lattice defining the valid values of y.
We call this lattice the validity lattice of Z-polytope Y. The result is a possibly
non-standard Z-polytope Z ′ = Y ∩ L. In the following, we explain how this
validity lattice L is calculated.

The system of equalities E(y′,y) can be written:

Ay′ +By + c = 0, (8)

where A is a full row-rank (m × m) integer matrix, B is an (m × k) integer
matrix and c is an m-vector. We want to derive the valid values of y from
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equation (8). In other words, we want a necessary and sufficient condition on y

for an integer solution y′ to exist.

Lemma 3.1 The integer values of y for which the system of equalities (8) ad-
mits an integer solution in y′, if it exists, are given by a k-dimensional integer
lattice L(G,y0). We call L(G,y0) the validity lattice over y induced by (8).

Theorem 1 The proof of lemma (3.1) is based on the lattice intersection com-
putation [28]. Indeed, the necessary and sufficient condition on y for the exis-
tence of an integer solution in y′ to (8) is the following:

∃z ∈ Zm, Ay′ = −By− c = z.

or equivalently that there is an integer solution in (y′,y, z) to the system of
equalities:

(

−A 0 Im
0 B Im

)





y′

y

z



 =

(

0

−c

)

, (9)

where Im is the (m×m) identity matrix.
The left hand-side matrix in equation (9) is, by construction, a (2m× (2m+

k)) full row-rank integer matrix. Hence, the integer solution to (9), if it exists,
is given as a function of k free variables:





y′

y

z



 =





E
G
F



 t+





y′

0

y0

z0



 , t ∈ Zk. (10)

The condition on y for the existence of an integer solution to (10) is then:

y = Gt+ y0, t ∈ Zk,

where G is a (k × k) integer matrix and y0 is an integer k-vector. Hence, y
should be part of the k-dimensional lattice L(G,y0).

Example 2 Consider the Presburger formula:

S = {(x, y, z) ∈ Z3 | ∃(i, j) ∈ Z2 : 1 ≤ i ≤ N ∧ 1 ≤ j ≤ N ∧ 1 ≤ x ≤ N ∧

3i+ 6j = y ∧ 5i = −2x+ z − 1}. (11)

In order to eliminate the equalities of this formula it suffices to eliminate
variables i and j (as in the rational case), and to intersect the result with the
validity lattice corresponding to values of x, y, z, and N for which the system of
equalities admits an integer solution for (i, j). The rational elimination of the
equalities results in a full-dimensional standard Z-polytope:

Y = {(x, y, z) ∈ Z3 | 27 ≤ 6x+5y−3z ≤ 30N−3∧6 ≤ −2x+z ≤ 5N+1∧1 ≤ x ≤ N}.
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However, not all integer values of (x, y, z) in this set correspond to integer values
of (i, j). The validity lattice of this Z-polytope is obtained by solving the system
of equalities:









−3 −6 0 0 0 0 1 0
−5 0 0 0 0 0 0 1
0 0 0 −1 0 0 1 0
0 0 2 0 −1 0 0 1

































i
j
x
y
z
N
z1
z2

























=









0
0
0
−1









.

The solution of this system can be computed as:

























i
j
x
y
z
N
z1
z2

























=

























0 0 1 0
0 0 0 1
1 0 0 0
0 0 3 6
2 0 5 0
0 1 0 0
0 0 3 6
0 0 5 0

































t1
t2
t3
t4









+

























0
0
0
0
1
0
0
0

























.

Hence,








x
y
z
N









=









1 0 0 0
0 0 3 6
2 0 5 0
0 1 0 0

















t1
t2
t3
t4









+









0
0
1
0









,

which defines an integer lattice L(G,y0) = L

















1 0 0 0
0 0 3 6
2 0 5 0
0 1 0 0









,









0
0
1
0

















.

The final result of eliminating equalities of formula (11) is the new Z-polytope
Z ′ = Y ∩ L(G,y0).

To continue the computation, let us call Z ′ = Y∩L the resulting Z-polytope
after eliminating the equalities implying existential variables in a Z-polytope Ẑ.
Two cases can occur.

• There are no remaining existential variables (it occurs when the number
of existential variables is smaller or equal to the number of equalities that
involve them, as in the example presented above). Then, Z ′ is the solution.

• There still remain existential variables to be eliminated in Z ′. In this
case, we first reorganize the lattice so that its basis matrix becomes upper
triangular. We then calculate the compression of Z-polytope Z ′, i.e., the
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preimage of Y by the matrix defining lattice L. Finally, we eliminate the
remaining existential variables as explained in section 3.3. In order to
preserve the original coordinates, we calculate the transformation of the
resulting Z-polytopes by the submatrix obtained by removing the lines
and columns corresponding to existential variables from the basis matrix
of L. The result is then intersected with the sublattice defined by this
latter submatrix to obtain the desired transformation.

In the following, we consider without loss of generality, that our formulas do
not contain equalities implying existential variables, and we focus on eliminating
the remaining existential variables.

3.2 Existential variable elimination and integer projection

A classical algorithm to eliminate variables from a system of constraints is the
Fourier-Motzkin elimination procedure [9]. It allows the elimination of a rational
existential variable from a system of affine inequalities, defined on the set of
rational numbers. Its main idea consists in rewriting the original system as a
set of lower and upper bounds on the variable to be eliminated. Then, each pair
of lower and upper bounds of the form {l(x,p) ≤ βz, αz ≤ u(x,p)} is to be
replaced by αl(x,p) ≤ βu(x,p), where z is the existential variable chosen to be
eliminated, l(x,p) and u(x,p) are affine functions of variables x and parameters
p independent of z, and α and β are strictly positive integer constants. This
procedure has been extended to integer existential variable elimination by W.
Pugh et al. [25, 26, 27] as follows:

Any pair of lower and upper bounds {l(x,p) ≤ βz, αz ≤ u(x,p)} defines:

• an exact shadow, corresponding to the rational projection of the points
belonging to this pair of constraints. This is given by αl(x,p) ≤ βu(x,p).

• a dark shadow, corresponding to the convex part of the exact shadow in
which any integer point has at least one integer preimage. This is given
by αl(x,p) + (α − 1)(β − 1) ≤ βu(x,p). Notice that if α = 1 or β = 1,
the dark shadow is equal to the exact shadow.

The part of the exact shadow that does not belong to the dark shadow may
contain integer points having integer preimages, and other integer points called
holes having only rational preimages in Pp (see Figure 1).

The Omega test [25] answers the question: “is there an integer point in the
projection having at least an integer preimage?” as follows:

• if the exact shadow does not contain any integer point, the answer is no,

• if the dark shadow contains at least one integer point, the answer is yes,

• otherwise, the answer is not obvious. In this case, we have to know whether
the part of the exact shadow which does not belong to the dark shadow
contains an integer point having integer preimage(s) in Pp.
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x

y

0

Dark shadow

Exact shadow

hole hole

(1,1)

(13,6)

Figure 1: The integer projection of a Z-polytope.

In order to answer this latter question, Pugh and Wonnacott [27] check whether
the intersection between a certain number (function of α and β) of hyperplanes
and the constraints of the original system contains an integer point (see section
5).

Note 1 The integer projection of a Z-polytope results in a unique dark shadow
(whatever the number of existential variables) and a union of Z-polytopes. Hence,
the challenge is that of computing such a union.

3.3 Our projection method

In this section, we focus on the projection of a single pair of lower and upper
bounds of the existential variable chosen to be eliminated. Indeed, the projection
of the whole Z-polytope is obtained by intersecting the projections of all its pairs
of bounds (like the well-known Fourier-Motzkin algorithm). The result is also
intersected with the constraints that are independent of the eliminated variable.

Consider a pair of lower and upper bounds {l(x,p) ≤ βz, αz ≤ u(x,p)}.
The projection of such a pair is given by the union of its dark shadow (αl(x,p)−
βu(x,p) + (α − 1)(β − 1) ≤ 0) and another set of integer points which can
not be obtained by applying simple rules. The following theorem defines the
hyperplanes on which the integer points lie.

Lemma 3.2 Let x, y be two rational numbers and ⌈x⌉, ⌈y⌉ (resp. ⌊x⌋, ⌊y⌋) be
their upper (resp. lower) integer parts. The following properties are equivalent:

1. ∃n ∈ Z such that x ≤ n ≤ y,

2. ⌈x⌉ ≤ ⌊y⌋,

3. ⌈x⌉ ≤ y,

4. x ≤ ⌊y⌋.
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Theorem 3.3 Consider the pair of bounds {l(x,p) ≤ βz, αz ≤ u(x,p)} and
let l(x,p) = ll(x,p) + cl and u(x,p) = lu(x,p) + cu, where ll(x,p) and lu(x,p)
are linear functions, cl and cu are integer constants. Let g be the greatest com-
mon divisor (gcd) of the coefficients of variables x and parameters p in the
linear function (αll(x,p)− βlu(x,p)). Then

• the points outside the dark shadow which belong to the integer projection
lie on hyperplanes of the form:

αl(x,p)− βu(x,p) + γ = 0, (12)

with γ ∈ Z, 0 ≤ γ ≤ αβ − α− β and g divides (βcu − αcl − γ).

• the values of γ for which the hyperplane (12) contains the points we are
interested in are those verifying the following inequality:

α(−l(x,p) mod β) ≤ γ, (13)

which is equivalent to:

β(u(x,p) mod α) ≤ γ. (14)

Theorem 2 We recall that the exact and the dark shadows are respectively given
by αl(x,p)− βu(x,p) ≤ 0 and αl(x,p)− βu(x,p) ≤ −(α− 1)(β − 1) [27]. By
definition, the part of the exact shadow containing the points outside the dark
shadow, which belong to the projection (see Figure 1), is given by −(αβ−α−β) ≤
αl(x,p)−βu(x,p) ≤ 0. This is equivalent to αl(x,p)−βu(x,p)+γ = 0, where
γ is an integer constant such that 0 ≤ γ ≤ αβ − α− β.

By substituting the values of l(x,p) = ll(x,p)+cl and u(x,p) = lu(x,p)+cu
in (12) we obtain αll(x,p) − βlu(x,p) = βcu − αcl − γ, where (αll(x,p) −
βlu(x,p)) is a linear function and (βcu − αcl − γ) is an integer constant. A
necessary and sufficient condition for this hyperplane to contain integer points
is that the gcd of the coefficients in the linear function (αll(x,p) − βlu(x,p))
divides the constant (βcu − αcl − γ).

On the other hand, {l(x,p) ≤ βz, αz ≤ u(x,p)} is equivalent to l(x,p)
β

≤

z ≤ u(x,p)
α

(since α, β > 0), where l(x,p)
β

and u(x,p)
α

are rational functions.
According to properties 1 and 2 of Lemma 3.2, there exists an integer z such

that l(x,p)
β

≤ z ≤ u(x,p)
α

if and only if:

⌈

l(x,p)

β

⌉

≤
u(x,p)

α
, (15)

with
⌈

l(x,p)
β

⌉

= 1
β
(l(x,p) + (−l(x,p)) mod β). By simplifying (15), we obtain:

α(−l(x,p) mod β) ≤ βu(x,p)−αl(x,p), with βu(x,p)−αl(x,p) = γ (according
to equality (12)). Hence, inequality (13) is satisfied. Applying Lemma 3.2, we
can similarly prove inequality (14).
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Note 2 If one of the bounds l(x,p) or u(x,p) is independent of the variables
and the parameters, the elimination of the existential variable results in only

one convex region, because in this case,
⌈

l(x,p)
β

⌉

or
⌊

u(x,p)
α

⌋

is a constant.

Example 3 Consider the pair of bounds {7 ≤ 4z, 3z ≤ 2x + 5p + 1}. That
is to say, l(x,p) = 7 (independant of the variables and parameters), u(x,p) =
2x + 5p + 1, α = 3 and β = 4. The integer elimination of z results, applying
inequality (15), in only one constraint:

⌈

7
4

⌉

≤ 2x+5p+1
3 , which is equivalent to

2x+ 5p+ 1 ≥ 5.

In the following, we describe how to calculate the solutions of inequalities
(13) or (14), in two different ways, depending on whether the coefficients α and
β are coprime or not.

3.3.1 Case of coprime coefficients

Theorem 3.4 Consider the pair of bounds {l(x,p) ≤ βz, αz ≤ u(x,p)}, with
α, β coprime. The calculation of the values of γ for which hyperplane (12)
contains the points, outside the dark shadow, and that belong to the integer
projection does not depend on the variables and the parameters, i.e., it depends
only on the constants α and β. In this case, inequalities (13) and (14) are
respectively equivalent to (16) and (17).

α((c1γ) mod β) ≤ γ, (16)

β((c2γ) mod α) ≤ γ, (17)

where c1 and c2 are integer constants such that c1α+ c2β = 1 (computing these
constants is straightforward from Bezout’s identity theorem).

Theorem 3 Since α and β are coprime, there exists two integer constants c1
and c2 such that (Bezout’s identity theorem):

c1α+ c2β = 1. (18)

Multiplying equality (12) by c1, we obtain c1αl(x,p) − c1βu(x,p) + c1γ = 0.
This is equivalent to (1− c2β)l(x,p)− c1βu(x,p)+ c1γ = 0 (according to (18)).
Hence,

l(x,p) = β(c2l(x,p) + c1u(x,p))− c1γ.

Substituting the value of l(x,p) in inequality (13), we obtain:

α((−β(c2l(x,p) + c1u(x,p)) + c1γ) mod β) ≤ γ ⇔ α(c1γ mod β) ≤ γ.

This proves Eq. (16). In the same way, one can prove (17), starting from
inequality (14).
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Example 4 Consider the following Presburger formula:

S = {x ∈ Z | ∃y ∈ Z : 2 ≤ 3y − x ≤ 5 ∧ −1 ≤ x− 2y ≤ N − 1},

where N is a positive integer parameter. This set is equivalent to the projection
on x of the Z-polytope Z pictured in Figure 1 for N = 2.

According to the pair of bounds {x−N + 1 ≤ 2y, 3y ≤ x+ 5}, we have:

l(x,N) = x−N + 1, u(x,N) = x+ 5, α = 3, β = 2.

We can choose c1 = 1 and c2 = −1 (c1α+ c2β = 1).
The constraint on the dark shadow corresponding to this pair of bounds is

x ≤ 3N + 5. The points of the projection that do not belong to the dark shadow
are given by:

αl(x,N)− βu(x,N) + γ = 0, 0 ≤ γ ≤ αβ − α− β and α((c1γ) mod β) ≤ γ

⇒ x− 3N − 7 + γ = 0, 0 ≤ γ ≤ 1 and 3(γ mod 2) ≤ γ.

Scanning the values of γ, we find that the only one satisfying these constraints
is γ = 0. The corresponding hyperplane is x = 3N + 7. Similarly, one can
calculate the point x = 1 from the other pair of bounds {x+2 ≤ 3y, 2y ≤ x+1}
generating the constraint x ≥ 3 on the dark shadow.

The integer projection of Z-polytope Z is then obtained by intersecting the
projections of both pairs, i.e., S = {x = 3N+7∨x ≤ 3N+5}∩{x = 1∨x ≥ 3}.
Since N is positive, this set is equal to:

S = {x ∈ Z | x = 1 ∨ 3 ≤ x ≤ 3N + 5 ∨ x = 3N + 7}.

3.3.2 Case of non-coprime coefficients

In the previous subsection, we showed how we calculate the projection of a
pair of bounds when the coefficients α and β are coprime. Let us now consider
the case of non-coprime coefficients. In this case, the calculation of the values
of γ for which the hyperplane (12) contains the points of the projection, and
that are outside the dark shadow, depends not only on α and β, but also on the
variables and the parameters. Let g′ = gcd(α, β), α′ = α/g′, β′ = β/g′ and g be
the gcd of the coefficients of the variables and parameters in the linear function
α′ll(x,p) − β′lu(x,p), with l(x,p) = ll(x,p) + cl and u(x,p) = lu(x,p) + cu
(see Theorem 3.3). One can then rewrite the equation of the hyperplane (12)
as follows:

α′l(x,p)− β′u(x,p) + γ = 0, (19)

with γ ∈ Z, 0 ≤ γ ≤ αβ′ − α′ − β′ and g divides (β′cu − α′cl − γ).
Inequalities (13) and (14) can be respectively rewritten as (20) and (21):

α′(−l(x,p) mod β) ≤ γ, (20)
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β′(u(x,p) mod α) ≤ γ. (21)

In this case, it may happen that only a subset of the integer points of hyperplane
(19) belongs to the projection. These points are defined by the intersection
between the hyperplane and a union of lattices obtained by solving one of the
following equalities.

−l(x,p) mod β = γ′, with 0 ≤ γ′ ≤ min
(⌊ γ

α′

⌋

, β
)

, (22)

u(x,p) mod α = γ′, with 0 ≤ γ′ ≤ min

(⌊

γ

β′

⌋

, α

)

. (23)

In practice, it is worth considering equality (22) when β < α and equality (23)
otherwise.

The solution to a modulo equality f(x,p) mod a = b is a lattice of the form:

L =

{

(

Ax Ap

)

(

x

p

)

+ c

∣

∣

∣

∣

x ∈ Zd, p ∈ Zn

}

, (24)

where Ax, Ap are integer matrices, c is an integer vector, x is a vector of the
variables space and p is a vector of parameters. We calculate this solution using
the technique presented in section 3.1. Indeed, f(x,p) mod a = b is equivalent
to ∃z ∈ Z : f(x,p) = az + b. It then suffices to calculate the validity lattice
of this latter equation by eliminating existential variable z, or in other words,
all integer values of x and p for which variable z is integer. Of course, only
non-empty lattices and hyperplanes are taken into account.

Example 5 Consider a pair of bounds for which the coefficients of the existen-
tial variable y are not coprime {x−N − 2 ≤ 2y, 4y ≤ x+ 5}. We have:

l(x,N) = x−N − 2, u(x,N) = x+ 5, α = 4, β = 2

⇒ gcd(α, β) = 2, α′ = 2, β′ = 1.

The corresponding constraint on the dark shadow is 2x ≤ 4N+15 ⇔ x ≤ 2N+7.
The points outside the dark shadow and belonging to the projection lie on the
following hyperplane:

x− 2N − 9 + γ = 0, such that 0 ≤ γ ≤ 1 and 2((x−N − 2) mod 2) ≤ γ.

For both values of γ, the solution to the above modulo inequality is a lattice:

L =

{(

2 1
0 1

)(

x
N

)

+

(

−2
0

) ∣

∣

∣

∣

x ∈ Z, N ∈ Z

}

.

Hence, points x = 2N + 9 and x = 2N + 8 (obtained by substituting the values
of γ in equality x − 2N − 9 + γ = 0) belong to the projection only if x and N
belong to lattice L.

The whole projection of the pair of bounds is then given by:

S = {x ∈ Z | (x = 2N+8∧(x,N) ∈ L)∨(x = 2N+9∧(x,N) ∈ L)∨x ≤ 2N+7}.
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Algorithm 1 Calculating the integer affine transformation of a Z-polytope

Input:
Z: Z-polytope
T : Transformation matrix

Output:
Zu: Union of Z-polytopes

Variables:
F,U : Union of Z-polytopes

F = EliminateEqualities (PresburgerFormula (Z, T ))

// Remaining existential variables elimination
For each z in variables to be eliminated

F = ReduceLattice (z, F )
U = Universe (Dim(F ) − 1) // U = ZDim(F )−1

For each (αu, βl) in pairs of bounds on z in F
D = DarkShadow (αu, βl)
If α = 1 or β = 1

U = U ∩D
Else

E = ExactShadow (αu, βl)
U = U ∩ (D ∪RemoveHoles(E −D,αu, βl))

End If
End For
F = U

End For
Zu = F

Projecting out a first existential variable from a Z-polytope may result in a
union of non-standard Z-polytopes. Therefore, in order to project out a second
variable, this union has to be projected again, and so on. The projection of each
non-standard Z-polytope is obtained by first transforming it into a standard Z-
polytope, then projecting it as explained before. The result is finally rewritten
as a function of the original variables and parameters. The whole method of
calculating the integer affine transformation of a Z-polytope is summarized in
Algorithm 1.

The result is given as a union of parametric Z-polytopes. In the following
section, we will be interested in counting points in such unions.
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4 Counting points in unions of Z-polytopes

We will now discuss an algorithm that deals with unions of parametric Z-
polytopes of the form Z = P ∩ L, with:

P =

{

x ∈ Qd,p ∈ Zn

∣

∣

∣

∣

(

Ax Ap

)

(

x

p

)

+ a ≥ 0

}

,

L =

{

(

Bx Bp

)

(

x

p

)

+ b

∣

∣

∣

∣

x ∈ Zd, p ∈ Zn

}

,

where P is a parametric polytope, L is a parametric integer lattice, Ax, Ap, Bx

and Bp are integer matrices, a and b are integer vectors, x is a vector of the
variables space and p is a vector of parameters.

Let Z1 = P1 ∩ L1 and Z2 = P2 ∩ L2 be two Z-polytopes. The number of
points of Z1 is equal to the number of integer points contained in P ′

1, where P
′

1

is the transformation of P1 by the matrix B1 defining lattice L1. In the same
way, the number of points of Z2 is equal to the number of integer points in
P ′

2 = B2P2. Unfortunately, the number of points in Z1 ∪ Z2 is obviously not
equal to that in P ′

1 ∪ P ′

2 since the applied transformations preserve the number
of points in Z1 and Z2 but do not preserve their original coordinates.

Example 6 Consider the two Z-polytopes pictured in Figure 2, Z1 = P1 ∩ L1

and Z2 = P2 ∩L2, where dots belong to Z1, squares belong to Z2 and diamonds
belong to both Z-polytopes:

P1 = {(x, y) ∈ Q2 | 1 ≤ x ≤ 10 ∧ 3 ≤ y ≤ 7},

L1 =

{(

2 0
0 2

)(

x′

y′

)

+

(

1
1

) ∣

∣

∣

∣

(x′, y′) ∈ Z2

}

,

P2 = {(x, y) ∈ Q2 | 3 ≤ x ≤ 12 ∧ 1 ≤ y ≤ 6},

L2 =

{(

3 0
0 2

)(

x′

y′

)

+

(

0
1

) ∣

∣

∣

∣

(x′, y′) ∈ Z2

}

.

Substituting x = 2x′+1 and y = 2y′+1 in P1 (resp. x = 3x′ and y = 2y′+1
in P2) we obtain P ′

1 and P ′

2 in which the numbers of points are respectively 15
and 12:

P ′

1 = {(x′, y′) ∈ Z2 | 0 ≤ 2x′ ≤ 9 ∧ 1 ≤ y′ ≤ 3},

P ′

2 = {(x′, y′) ∈ Z2 | 1 ≤ x′ ≤ 4 ∧ 0 ≤ 2y′ ≤ 5}.

One can check that the number of points in P ′

1∪P
′

2 is 19, whereas that in Z1∪Z2

is 23 as shown in Figure 2.

The previous methods [22, 39] to count points in unions of Z-polytopes are
lattice-union based, which is exponential in the size of lattice generators and
their least common multiple. Furthermore, Zhu et al.’s method [39] only deals
with non-parametric Z-polytopes.
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(P1)

(P2)

y

0 x

Figure 2: Union of two Z-polytopes

In contrast, our method is lattice-intersection based: its complexity is poly-
nomial, since the intersection between two lattices results in only one lattice,
whatever their generators. Previous algorithms start by calculating a disjoint
union of the input Z-polytopes. It is usually very hard to separate a union of
Z-polytopes into a disjoint union [39], and its complexity may be exponential
even for a fixed number of Z-polytopes.

In our algorithm (Algorithm 2), we start by applying the inclusion-exclusion
principle to the union of Z-polytopes. We therefore process on a set of signed
Z-polytopes: E(Z1 ∪ Z2), the number of integer points in the union of two
Z-polytopes Z1 and Z2, is equal to E(Z1) + E(Z2)− E(Z1 ∩ Z2).

After applying the inclusion-exclusion principle, the number of points in each
resulting Z-polytope Yi = Pi ∩ Li is calculated as follows:

We first transform the matrix generating the lattice:

Li =

{

(

Bx Bp

)

(

x

p

)

+

(

bx

bp

) ∣

∣

∣

∣

x ∈ Zd,p ∈ Zn

}

into a new matrix of

the form: M =

(

Bxx Bxp

0 Bpp

)

. Matrix M generates the same integer points

as the original matrix, and the rows of M defining the lattice in the parameter
space are independent of the variables. This is required to keep the variables
space compressed when rewriting the transformed Z-polytope as a function of its
original parameters. We calculate matrix M from the Hermite normal form [30]
of matrix

(

Bx Bp

)

, with rows and columns exchanged such that parameters
appear first. This is needed to obtain zeroes under Bxx in M . We apply the

affine transformation

(

M

(

bx

bp

) )

to Pi to get a polytope P ′. Then,

P ′ is rewritten as a function of the original parameters using the submatrix
(Bpp | bp) and finally, we use our counting algorithm [35, 36] to calculate the
Ehrhart quasi-polynomial corresponding to the number of integer points in the
resulting polytope. Note that when submatrix Bpp is not equal to the identity
matrix, the polytope is valid for only the parameter values generated by lattice
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Algorithm 2 Counting integer points in a union of parametric Z-polytopes

Input:
F : Union of Z-polytopes

Output:
L: List of (Validity domain, Ehrhart quasi-polynomial)

Variables:
S, S′: List of (sign, Z-polytope)
P : Polytope; I: Z-polytope

// Inclusion-exclusion principle
S = Empty
For each Z in F

S′ = S
For each (s,Y) in S

I = Z ∩ Y
If Not Empty (I)

S′ = S′ + (−1× s, I)
End If

End For
S = S′ + (+1,Z)

End For

// Enumeration of S
L= Empty ()
For each (s,Y) in S

Y.L = NormalizeLattice(Y.L)
P = Transform(Y.P,Y.L),
L = AddAndSimplify (L, s×Enumerate (P ))

End For

Lp whose basis is Bpp and affine part is bp. In this case, the resulting Ehrhart
quasi-polynomial is to be multiplied by one if the parameter values are valid
(i.e., if they belong to the points spanned by lattice Lp) and zero otherwise.

Example 7 Consider parametric versions of Z-polytopes Z1 = P1 ∩ L1 and
Z2 = P2 ∩ L2 from Example 6, with

P1 = {(x, y) ∈ Q2 | 1 ≤ x ≤ N + 5 ∧ 3 ≤ y ≤ 7},

L1 =











2 0 3
0 2 0
0 0 1









x′

y′

N ′



+





1
1
0





∣

∣

∣

∣

∣

∣

(x′, y′) ∈ Z2, N ′ ∈ Z







,
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P2 = {(x, y) ∈ Q2 | 3 ≤ x ≤ 2N + 7 ∧ 1 ≤ y ≤ 6},

L2 =











3 0 0
0 2 0
0 0 3









x′

y′

N ′



+





2
1
0





∣

∣

∣

∣

∣

∣

(x′, y′) ∈ Z2, N ′ ∈ Z







,

where N ∈ Z+ is a parameter. The number of points in the union Z1 ∪ Z2 is
given by:

E(Z1 ∪ Z2) = E(Z1) + E(Z2)− E(Z1 ∩ Z2).

Let (Z1 ∩ Z2) = Z3 = (P3 ∩ L3), with

P3 = P1 ∩ P2 = {(x, y) ∈ Q2 | 3 ≤ x ≤ N + 5 ∧ 3 ≤ y ≤ 6},

L3 = L1 ∩ L2 =











3 0 0
0 2 0
3 0 6









x′

y′

N ′



+





2
1
3





∣

∣

∣

∣

∣

∣

(x′, y′) ∈ Z2, N ′ ∈ Z







.

The number of integer points in Z3 is calculated as follows.

First of all, basis





3 0 0
0 2 0
3 0 6



 of lattice L3 is transformed into a new

basis M =





6 0 3
0 2 0
0 0 3



 in which the variable coefficients in the parameter

row are all equal to zero. The new basis spans the same integer points as the
original one since it is calculated from its Hermite normal form. Z-polytope Z3

is then transformed into a regular polytope P given by the preimage of P3 by

homogeneous matrix









6 0 3 2
0 2 0 1
0 0 3 3
0 0 0 1









:

P = {(x′, y′) ∈ Q2 | −3N ′ + 1 ≤ 6x′ ≤ 6 ∧ 2 ≤ 2y′ ≤ 5}.

Before counting points in P , we need to write it as a function of the original
parameter N . To do this, it suffices to calculate its transformation by matrix

M =









1 0 0 0
0 1 0 0
0 0 3 3
0 0 0 1









, and we obtain:

P ′ = {(x′, y′) ∈ Q2 | −N + 4 ≤ 6x′ ≤ 6 ∧ 2 ≤ 2y′ ≤ 5}.

The number of integer points in this polytope is given (using the algorithm
described in [35, 36]) by:

E(P ′) =
1

3
N +

[

2,
5

3
,
4

3
, 1,

8

3
,
7

3

]

N

,
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where
[

2, 53 ,
4
3 , 1,

8
3 ,

7
3

]

N
is a periodic number whose value is 2 when N mod 6 =

0, 5
3 when N mod 6 = 1 and so on.
The third row in matrix M states that N = 3N ′ + 3, with N ′ ∈ Z. In

other words, N must be a multiple of 3 (N mod 3 = 0). Therefore the resulting
polynomial is multiplied by a periodic number [1, 0, 0]N which is equal to one
when N mod 3 = 0 and zero otherwise. The result is then:

E(Z3) =

[

1

3
, 0, 0

]

N

N + [2, 0, 0, 1, 0, 0]N

The numbers of points in Z1 and Z2 are obtained in a similar way as:

E(Z1) =
3

2
N +

[

9,
15

2

]

N

,

E(Z2) = [2, 0, 0]NN + [3, 0, 0]N .

Finally, the number of points in Z1 ∪ Z2 is:

E(Z1∪Z2) = E(Z1)+E(Z2)−E(Z3) =

[

19

6
,
3

2
,
3

2

]

N

N+

[

10,
15

2
, 9,

19

2
, 9,

15

2

]

N

.

The complexity of our algorithm (Algorithm 2) depends on the complexity of
the significant polytope and Z-polytope operations, the complexity of counting
integer points in a parametric polytope and the number of the resulting Z-
polytopes after applying the inclusion-exclusion principle:

• The polytope operations rely on PolyLib, which is based on the dual rays
and constraints representations. All the operations that we use, namely
transform and intersection, are polynomial for fixed dimension.

• The only significant Z-polytope operation used in this algorithm is the
intersection, which is polynomial since the intersection between two poly-
topes is a concatenation of their constraints, and the intersection between
two lattices reduces to solving a system of linear equalities [23], which is
polynomial in the input size [30].

• Counting integer points in a parametric polytope is also polynomial in the
input size (for fixed dimension), as we showed in [35, 36].

• Finally, the Z-polytopes to be enumerated are given by the inclusion-
exclusion principle. When the number of input Z-polytopes is fixed, the
inclusion-exclusion principle provides a polynomial number of (non-empty)
Z-polytopes.

Hence, the whole algorithm is polynomial in the input size (for fixed dimension
and fixed number of input Z-polytopes).
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5 Related work and applications

In this section, we compare our work to some recent and interesting methods
over a set of problems that frequently arise in code optimization techniques. All
the execution times that are given were measured on a 3GHz Intel Pentium 4
with 1GB of RAM running Linux 2.6.23.

5.1 Omega test

We first illustrate the difference between our method and Pugh et al.’s Omega
test [25, 26, 27]. The Omega test answers the question: is there an integer
point in the integer projection of a polytope? as follows: it first computes the
exact shadow (real projection). If it does not contain any integer point, then the
answer is ”no”. Then it computes the dark shadow. If it contains at least an
integer point, then the answer is ”yes”; else Pugh and Wonnacott [27] propose
to check whether the intersection between a certain number of hyperplanes and
the constraints of the original system contains an integer point. Their solution
provides new constraints with possibly extra existential variables (the splinters)
which increases the complexity of further computations, such as:

• counting the number of integer points contained in the integer projection
of the Z-polytope?

• projecting the result along another dimension?

Note that the splinters provided by Pugh’s method are somewhat similar to our
Z-polytopes (when the coefficients of the existential variable are not coprime, see
Section 3.3.2). But it is not clear whether these splinters can be projected along
another dimension without scanning a possibly exponentially growing number
of Z-polytopes. Also, when the coefficients are coprime, Pugh’s method does not
propose a simple solution as we do, and no explanation is given for non-coprime
coefficients nor for the parametric case.

Example 8 Consider the following example (introduced in [27]):

S = {x ∈ Z | ∃y ∈ Z : 0 ≤ 3y − x ≤ 7 ∧ 1 ≤ x− 2y ≤ 5}.

The exact shadow defined by the elimination of y is given by 3 ≤ x ≤ 29 and
the dark shadow by 5 ≤ x ≤ 27.

Pugh and Wonnacott [27] calculate the set of constraints containing the
images which do not belong to the dark shadow as follows:

{x ∈ Z | ∃y ∈ Z : x = 3y ∧ 1 ≤ y ≤ 5 } ∪
{x ∈ Z | ∃y ∈ Z : x = 3y − 1 ∧ 2 ≤ y ≤ 6 } ∪
{x ∈ Z | ∃y ∈ Z : x = 2y + 5 ∧ 5 ≤ y ≤ 12}

which has to be intersected with the difference between the exact shadow and
the dark shadow in order to obtain the solution. While our rules provide these
images directly as {x = 3, x = 29}.
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5.2 Weak quantifier elimination

A recent and interesting work manipulating Presburger formulas is the one
due to Lasaruk and Sturm [19]. It consists in a generalization of Presburger
arithmetic, where the coefficients are arbitrary polynomials in non-quantified
variables. The authors use the term ”weak” to refer to the fact that the result
may still contain bounded quantifiers. In order to expand this result into dis-
junctions, the parameters have to be instantiated. In the following, we will show
that, at least for a subset of problems1, our method also handles parameters
and can do better, in particular in terms of execution time.

Let us consider an interesting issue raised by the code optimization commu-
nity, which is dependency analysis for automatic parallelization. More precisely,
we consider the example from [19] (section 5.2). The goal is to check whether a
data dependency occurs or not in the following loop nest:

for i = 0 to m do

for j = 0 to m do

A[n*i+j] = i+j

A data dependency for example occurs when two or more different loop
iterations write different values to a same array element. For this loop nest, this
condition can be expressed as the following Presburger formula:

∃i∃j∃i′∃j′(0 ≤ i ≤ m ∧ 0 ≤ j ≤ m ∧ 0 ≤ i′ ≤ m ∧ 0 ≤ j′ ≤ m ∧

(i 6= i′ ∨ j 6= j′) ∧ i+ j 6= i′ + j′ ∧ ni+ j = ni′ + j′).

Lasaruk and Sturm [19] compute in 3.53s that the weak quantifier elimi-
nation over integers from the above formula results in 25441 atomic formulas,
which can not be expanded unless the parameters are substituted. They also
raise the fact that it is more efficient to first plug in values for the parameters m
and n, and then to perform quantifier elimination plus expansion. When they
do so, they obtain ”true” for m = n = 4 in 0.28s and ”false” for m = 4 and
n = 5 in 0.29s.

Let us now see how this problem can efficiently be solved using our method:
When m = n = 4 we obtain ”yes” in 0.01s, and we obtain ”false” when

m = 4 and n = 5 in less than 0.01s.
Better, our method has only to plug in the value of parameter n (since we

do not handle polynomial constraints). In this case, we obtain:

• when n = 4: ”true” if m >= 4 and ”false” otherwise in less than 0.01s,

• when n = 5: ”true” if m >= 5 and ”false” otherwise in 0.01s.

Notice that the authors do not mention what could be the result in this second
case.

1Our method handles only linear constraints (polynomial constraints are not supported).
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Another information that can be given by our method is the array elements
causing the data dependency and their count. This is done by replacing equality
ni + j = ni′ + j′ by x = ni + j ∧ x = ni′ + j′ in the previous formula, where
x is a free-quantifier variable representing accessed array elements. Again, only
parameter n has to be substituted. For example, when n = 4, the number of
array cells causing a dependency is given as: {4 if m = 4, 10 if m = 5, 18 if m =
6 and 5m− 7 if m ≥ 7}.

5.3 Barvinok-Woods’s integer projection

In 2003, Barvinok and Woods [3] proposed an algorithm for computing the
integer projection of a polytope that is theoretically polynomial-time for fixed
dimension. However, no implementation of this algorithm has been reported
till 2008. Because it contains complicated theory such as algorithmic flatness
theory and iterated Boolean combinations of rational generating functions, this
algorithm has frequently been referred to as ”unimplementable” [17]. In 2008,
Köppe et al. [17] rose to the challenge of proposing the first-ever implementation
of Barvinok-Woods’s algorithm. In their paper, the authors present the results
of preliminary computational experiments. Unfortunately, their implementation
turned out to be rather inefficient, as shown in the experiments they reported,
in particular woods 2.1.7 and scarf 1. The following table summarizes execution
times (in seconds) obtained by Köppe et al.’s implementation.

ex1 woods 2.1.7 pugh scarf 1
# parameters 0 1 0 2
# free-quantifier variables 0 0 0 0
# existentially quantified variables 2 2 2 2
# inequalities 4 4 4 5
Köppe’s time without exploiting 0.11 29.2 0.09 126
small gapes in dimension 2
Köppe’s time exploiting small 0.08 2.7 1.1
gapes in dimension 2

For all these examples, our method computes the result in less than 0.01s.
Notice that we did not test our method on the param.pugh example, because
the authors did not make it public.

5.4 Verdoolaege’s integer projection

In this section, we compare our implementation with the one written by Sven
Verdoolaege and distributed in the Barvinok library [33]. This implementation
consists in applying simple rewriting rules to a set of disjoint union of parametric
sets computed using the Omega library [16]. If these rules fail, the PIP library
[12] is used to solve a parametric integer linear programming problem, in the
way of Boulet and Redon [6]. Notice that both tools (Omega and PIP) are
worst-case exponential.
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The particular advantage of our method over the one of Verdoolaege is its
ability to handle efficiently unions of projections. Indeed, in such a case, our
algorithm computes each projection independently of the others, even if the
original sets are not pairwise disjoint projections. The final result is then easily
obtained by doing the union of the resulting atomic projections. The number of
lattice points contained in this union is computed straightforwardly using the
algorithm proposed in section 4. Verdoolaege’s method could not do so since, in
contrast to our method, it does not compute the actual atomic projections but
equivalent sets having the same number of lattice points. Hence, the original
input sets have to be pairwise disjoint. Furthermore, the equivalent resulting
sets are usually of higher dimension than the actual projections. This, usually,
leads to higher lattice points counting times and results in larger Ehrhart quasi-
polynomials.

Example 9 Consider the following two loop nests accessing a one-dimensional
array:

for i = 1 to n do

for j = i+1 to n do

A[2*i+3*j] = ...

for k = 1 to n do

for l = 1 to k-1 do

A[k+2*l] = ...

Suppose we are interested in the number of array elements that are reached by at
least one of these loop nests iterations. This is useful, for example, to compute
the amount of data being accessed by this piece of program (the cache size used
by this computation could also be computed). This in turn reduces to the problem
of counting the solutions to the following Presburger formula:

∃i∃j(1 ≤ i ≤ n ∧ i+ 1 ≤ j ≤ n ∧ x = 2i+ 3j)∨

∃k∃l(1 ≤ k ≤ n ∧ 1 ≤ l ≤ k − 1 ∧ x = k + 2l).

Verdoolaege’s algorithm first uses the Omega library to compute three disjoint
formulas which still contain existential variables, and then applies the rewriting
rules and/or the PIP library to compute their integer projections, which results
in a set of disjoint polytopes. Applying the lattice points counting algorithm to
this set results in 3-degree Ehrhart quasi-polynomials. The solution is given in
0.12s computation time and the size of the output file is 2475 bytes.

In contrast to this, our method computes the result in only 0.01s and the
output file takes 256 bytes only. The result we obtain is: 2, 6, 11, 16, 22 when
n respectively goes from 2 to 6, and 5n − 7 when n is greater or equal to 7.
Notice that the size of the output file has to be as small as possible, since it
contains Ehrhart quasi-polynomials that are sometimes used in optimizing code
applications.
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In order to measure the efficiency of our method, we also ran a simulation
through a thousand of pseudo-randomly generated examples that model array
accesses in perfect loop nests. The examples are constructed as follows:

• the depth of loop nests (number of the existential variables) varies from 1
to 6,

• the dimension of arrays (number of free-quantifier variables) varies from
1 to 4,

• the number of parameters varies from 1 to 4,

• the number of equalities equals the array dimension,

• the number of inequalities equals 2 times the depth of the loop nest,

• the coefficients of the variables and parameters are chosen such that they
reflect what could be found in a real program.

Consequently, the number of dimensions of the generated sets2 varies from
3 to 14, and the number of constraints varies from 3 to 16. For these 1000
examples, we get the following execution times:

• For 804 examples, our implementation and Verdoolaege’s compute the
solution in 0.01s or less, and for 7 examples the two implementations have
the same computation time (between 0.02s and 0.10s).

• For 94 examples, our implementation does better than Verdoolaege’s.

• For 46 examples, Verdoolaege’s implementation does better than ours.

• For 49 examples, both implementations do not compute the solution in
less than 30s, which we set as timeout threshold.

Notice that, even if all the generated examples in this simulation are single
sets (no unions of projections have been computed), our method yields to better
results than the one of Verdoolaege.

This simulation was undertaken with the PolyLib library version 5.23 and
the Barvinok library version 0.28. In both implementations, PolyLib is used to
realize polyhedral operations, and the Barvinok library to count integer points
in parametric polytopes. In addition, Verdoolaege uses the PIP library [12] and
the Omega library [16] to simplify the input polytopes. All the computations
have been performed on a 3GHz Intel Pentium 4 with 1GB of RAM.

2We consider only non-empty sets.
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6 Conclusion

We presented a new algorithm for calculating the integer affine transforma-
tion of parametric Z-polytopes. The solution is given as a union of parametric
Z-polytopes, worst-case exponential but efficient in practical cases, and less
complex compared to other existing methods. A general polynomial algorithm
for computing the exact solution remains a challenge. We also proposed a new
polynomial algorithm to count points in arbitrary unions of a fixed number of
Z-polytopes (of fixed dimension).

These algorithms have been implemented using the PolyLib library [20] and
the Barvinok library [35, 36]. They have many applications, particularly in
compiler design (for example analyzing and optimizing loop nests), and in other
domains such as economics and mathematics (for example in combinatorics,
representation theory, statistics, discrete optimization).
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