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Abstract—Time evolution is one important feature of communi- and [9]. However, it fails to resolve the problem of overlagp
ties in network science. It is related with capturing critical events, community structure, in which nodes are allowed to be shared
characterizing community members, and predicting behaviars - payveen communities. There are also many resolutions, such

of communities in networks with time varying. However, most . . . .
of existing community detection techniques are proposed fo 25 the CPM [10] which considers the communities as adjacent

static networks. Here, we present a new framework to uncover k-cliques (where adjacency means sharing 1 nodes), the
community structure for each temporal graph over time. In fitness optimization [11] which is derived from the definitio
consideration of regularizing time-dependent communitis, the of communities in the strong sense and the weak sense [12],

high temporal variations will be prevented and the gained rsults o the |ink partition [13] which considers the problem af th
on community evolution become more reasonable. Having apield d . t the link . t
it on synthetic networks, the experimental results offer ne views node assignment as the fink assignment.

in dynamic networks. Furthermore, the problem of dynamic community detection
Index Terms—dynamic network, community structure, over- is another popular issue. Palla et al. [14] proposed a method
lapping community structure uncover communities by the CPM [10] and track communities

by the relative overlap. Sun et al. [15] suggested Graph&cop
to mine the evolution of communities in using the MDL. And

The study on structural evolution is an important issue dflucha et al. [5] developed a multi-slice modularity to captu
science research. To our knowledge, it provides possdsilit the community structure in time-dependent, multi-slices a
to capture critical events, characterize community mesibemultiplex networks.
and predict behaviours of communities in dynamic networks, In this paper, we introduce a new method to mine time-
for example, the discussions in Internet based systems (elgpendent overlapping communities. Rather than studyieg t
Facebook, Myspace, Twitter) suggest new topics and popusdiuctural properties without the consideration of comityun
subjects; the ENRON email networks [1] show the positiohistories, our approach investigates the evolution of com-
of employee and reveal the importances of employee duringunities by regularizing communities. Moreover, overliagp
the crisis; And the CELLPHONE call communication neteommunity structure is considered to improve the accurécy o
works [2] present the efficiency of cell phone call services.community mining results.

Currently, many researchers proposed and developed divers
technologies [3], [4], [5] to capture community structure o IIl. COMMUNITY DETECTION ON STATIC NETWORKS
networks. The traditional analysis treats the network a&s th Let us address the overlapping community detection in
static graph that is derived from the aggregation of intiwas  this section. Given a grapf(V, E), our method detects a
over time or is a particular temporal graph picked from thie neset of cores, then expands these cores by optimizing a local
work dataset. Although it provided meaningful information community fitness function.
netV\_/ork sciences, many important characteristics or pttq?ne A. Notations and definitions
are ignored such as the temporal change of communities. In_ , L ,
order to resolve this problem, we propose a new framework forrItness f_unct|on A commumty.fltn_ess fu_nct|0n reveals the
mining time-dependent communities. The found communiti§S9€ density of a subgragh, which is defined as:
correspond to community histories and the temporal gragh. W Yice kint
use synthetic graphs to demonstrate its availability. Week fe = S kM S ket (1)
our studies be helpful in network science. ee ee

|. INTRODUCTION

wherea is a tunable parameter, the internal degké€® and
Il. RELATED WORK external degre&?"! are the number of edges from noglef
In [6], the community structure is supposed as the partitién to other nodes inside af' or outside ofC', respectively.

of networks, such that each node belongs to one and only oné&revious studies [16] suggest the fitness function as a local
community, and the community structure corresponds to tR@timization strategy for overlapping community detetio
partition with the maximum modularity value, or at least And its optimization technique can be summarized as:
very high value. Then, modularity optimization becomes one 1) For each nodeé which is adjacent to a community,
important technique for community detection, such as [@], [ calculate its node fitness, i.€; = Foui — Fo;-



2) Select the nodé which brings the largest positive;. K is the number of running Louvain algorithm to gain the

3) If the nodei exists, add it toC' and repeat step 1; matrix P, M is the number of cores to be expanded.
otherwise, stop and return the final commurity

Cores of communitiesThe cores are embedded in commu- IV. OUR METHOD

nities. Our goal is expanding the cores by adding peripheralin this section, we describe our framework in detail. At
nodes (i.e. the nodes are not cores) to explore communiMes. 5 given time¢, we denote the temporal graph kg, the
choose strong clusters (i.e. a set of nodes keeps stable mgginmunity structure by, = {C1,...,Ccy}, and the set
berships) as cores. Our choice is motivated by the obsemvatpf cores byC,., = {Ci1.,...,Cset}. The principle is that
that, overlapping nodes fail to keep stable membership e community structur€; should follow certain structural
disjoint community detection. We assume that the probigibiliorganizations of},_; . It makes the community evolution more
pi; of a pair of nodegs, j) belonging to the same communityregular and reasonable.
implies membershipg(i) p;; > 3 representsi, j) holding a  \we mentioned the cores and the ordering of clustering nodes
stable membershig(= 100%, typically); and(ii) if (¢,j) € C' in Sec. IIl. Initializing each cor€;,,_1 € Cs.;_1 into a sub-
and(i,k) € C, then(j,k) € C. community before community detection g, the community
Under the assumption, a matrR = [p;;]nxn is applied structureC, is naturally related with its history. To make
to find strong clusters. Considering the results of an nofre community mining results more reasonable, we randomly
determined community detection algorithm depend on the @g|ect the portion € [0, 1] of the core nodes € Cy;_; into
dering of clustering nodes, we obtdihby repeating Louvain 3 single sub-community when running Louvain algorithm for
algorithm [7] until | P)*' — P || < £, where P}, represents the matrixP, calculation. Our modification makes our results
the results aftek: runs. S be affected with the parameter
~ Overlapping size The overlapping sizg is proposed t0  Fyrthermore, the problem of how to track the evolution of
identify communities at different time stepsandb in [14].  communities is critical in characterizing networks witmé
For two communities”;;, andCj,;, their overlapping size is: yarying. Motivated by Greene et al. [18], we select the set
R (O — |Ci.a N Cjp] ) of fronts 7 = {Fy,..., F;} to denote dynamic communities
50 (Ciza) = m @) D = {Di,...,D;}, where eachF; is the first core of
' community D; (i.e. when a community’;; is found and it
fails to match any dynamic community, we consider a new
a'ynamic communityD; is created whose front i§s;.;, where
Csi. is the core ofC;.). The matching between’y;; and
D; is through the overlapping siz@c, , (F;) with a matching
hresholdd € [0,1]: if Re,,,(F;) > 6, Cyy, is considered
s the observation ab; at time¢; if several fronts fit,Cs;.,
is matched in descending ordering of their overlapping;size

Among the founded partitions @f , we select the partition
Pmaz Which has the maximum modularity to choose core
For a communityC; € P4, We select the strong clustér
which has the largest overlapping si&e. (C;) to its core.

Extended modularity The modularity which is proposed
by Newman et al. [6] to find and evaluate the communit
structure has several modifications, such as [17]:

Q(C) = XC: ket k! ? 3) otherwise, a new dynamic community is formed and denoted
- - om  \om ' by the frontFy 11 = Cyiyz.
wherek " is the sum of weights of edges insidg, andk(" is V. EXPERIMENTAL STUDIES

the sum of weights of edges incident the nodes ingigewe
use the extend modularity to quantify the found communi
structure and select the tunahle(see Eq. 1) corresponding To validity our method, we apply it on the benchmark
the maximum extended modularity value. graphs, which are proposed by Greene et al. [18]. These graph
B. Overview of static community detection are constructed by embedding nodes into communities [11]:
' the edges are randomly assigned according to the grourd trut
We have reviewed the fitness funCtion, the cores of Corﬁnd a set of parameters (eg the mixing paramet@rzilsthe
munities, the overlapping size and the extended modularifyerage degree @0, the maximum degree i$0), while the

@/. Benchmark graphs

fUﬂCtiOf_l Then we outline our methoql in the fo!lowing:_ evolutions of communities are controlled by the community
1) Find strong cluster§” by repeating Louvain algorithm events: intermittent communities, in whictd% of existing
until the convergence dP. communities are unobserved for their concealment at each

2) Select one strong clusters’ which has the largest time step; expansion and contraction, in whitth randomly
overlapping size Wlth the CO_mmUHIWi_ € Prmaz 10 _the selected communities expand or contract tB&fi size at each
core for the expansion until no addition of peripheraime step; birth and death, in whictd new communities are

nodes would imprqve its fitness. _ constructed to replacé) existing communities; merging and
3) Go back and continue step 2 until all cores have beeplitting, in which40 communities are randomly selected to
expanded. be split, while40 cases of the merging of two random commu-

Supposing the Louvain algorithm [7] is applied, the runningities happen. Applying the parametric modularity [19] wit
time of our method is in complexit (K |E|+ M |E|), where the resolution parameter = 58, we obtain the community



structure having the similar number of communities as the
ground truth.

Figure 1 shows the comparison between the found commu-
nity structure and the ground truth in terms of NMI [11] for
a range of tunable parameterc [0.01,0.8]. The more the
result matches the ground truth, the higher the NMl is. If the
found result totally matches the ground truth, NMllisWe
observe that our method has the high accuracy in community
detection; the difference of NMI among results is few for
different parameter values and the proportionality = 0.50
has a better performance in the cases of merging and splittin
Generally, our method has good performances in community
detection on dynamic networks.

B. The blog dataset

Next, we apply the dynamic blog dataset which involves into
the post among blogs and is gained by aggregating interesctio
among blogs. Therefore, it's a growing pattern network.

For simplicity, we select the modularity (Eq.3) for commu-
nity detection, and only show the evolution of core nodes dur
ing {G1,...,G9} and{Gs1,...,Gso} for r = 0.01,r = 0.50
(with & = 0.10, see Sec. IV), where the color shows the
assignment of core nodes and the black denotes the absent
of the node or that it is not the core node at time

Comparing Fig. 2 and Fig. 3, we note that the evolution of
core nodes ifGy,...,Gg} is less stable thafiGss, . . ., Gso }:
more nodes are added into the core set, more parts of core
nodes change their memberships, and more emergence of new
dynamic communities over time in Fig. 2. It reveals that the
community structure is easily affected by the temporalarari
tion if the test network is not gained with certain aggrenyadi
of interaction information.

Considering the outputs for different values= 0.01,r =
0.50, we observe the few difference: the similar number
of dynamic communities, the similar core node assignment,
the similar modularity value and the similar tendency of
modularity (see Fig. 4). It seems that the outputs of our oeth
is little influenced by the proportionality. To prove it, we
select the core node set at time= 81 for » = 0.01 as the
front setF (see Sec. IV) to identify communities for= 0.50
(see Fig. 3). Then nearly all communities for= 0.01 during
{Gs1,...,0s9} can be observed in the community structure
for r = 0.50 (only 3 among28 for » = 0.50 are failed to be
identified), where results in Fig. 3 are gained following the
historic evolution since’; .

VI. CONCLUSION

In this paper, we introduce a new framework to resolve the
problem of dynamic community detection, which regularizes
communities by initializing sub-communities correspami
the cores and the proportionality To prove its availability, we
apply it on synthetic networks, and gain perfect experiralent
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performances. The outputs of our method on the blog datakigt 1. In terms of the NMI, performances of our method on feymthetic
show the results at the beginning of the time steps for Su%rﬁlphs containing different types of evolution events Wiithe variations.

an aggregation network are easily influenced by the temporal
variation. Additionally, the parameter valuéas slight effects
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