N

N
N

HAL

open science

Synchronization of chaotic systems via reduced observers

Gang Zheng, Driss Boutat

» To cite this version:

Gang Zheng, Driss Boutat. Synchronization of chaotic systems via reduced observers. IET Control

Theory and Applications, 2011, 5 (2), pp.308-314. 10.1049/iet-cta.2010.0078 . inria-00531492

HAL Id: inria-00531492
https://inria.hal.science/inria-00531492
Submitted on 9 Mar 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00531492
https://hal.archives-ouvertes.fr

Synchronization of chaotic systems via reduced

observers

Gang Zhengand Driss Boutat*INRIA Lille-Nord Europe, 40 Avenue Halley,
59650 Villeneuve d’Ascq, Franc&NSI de Bourges, Institut PRISME, 88,

Boulevard Lahitolle 18020 Bourges Cedex, France

Abstract

This paper treats synchronization problem of chaotic syst'om a novel point of view, by using
a change of coordinates to transform chaotic systems intonanon canonical form, for which the
synchronization problem can be easily studied via redutsémver. Sufficient and necessary conditions

are given and the proposed method is illustrated by the spnctation of Rdssler chaotic system.

. INTRODUCTION

Since chaotic system is quite sensitive to its parametetsnatnal conditions, it was thought to
be excluded in practice for a long time. After [16] succebgfynchronized two identical chaotic
systems with different initial conditions, chaos synchzation has been intensively studied in
various fields. Since the work of [14], unidirectional syrmhzation can be viewed as a special
case of observer design problem. Many techniques arismg fsbservation theory have been
applied to the problem of synchronization, such as obserwgth linearizable dynamics [9],
adaptive [7], generalized hamiltonian form based obserjd8], algebraic method [19], [2], and
so on [6], [5], [25].

However, most of proposed methods are based on the full aioserver, which needs to
estimate all states of the system, including the measustbtes which are the outputs. In order
to reduce the complexity of observer design, the so-caddeed observer was proposed, which
needs only estimate unmeasurable states of the studieshsyistvas firstly introduced for linear
systems to reduce the number of dynamical equations by &s#tigoonly the unmeasurable states.

Then it is generalized for nonlinear dynamical systems byasing the Lipschitz conditions for

July 27, 2010 DRAFT



nonlinear terms [8], [22], [20] and invariant manifold [10} is known that the formalism to
design nonlinear observer, including reduced observergémeral nonlinear systems is still
missing, hence some researchers tried to solve this problermtroducing the concept of
normal form, i.e. transform the nonlinear systems via aediffiorphism into the normal form,
which is easy to design an observer, and then estimate thenalristates by the inverse of
the diffeomorphism. For this technique, reader can refd1g, [17], [15], [12], [11], [3], [4],
[24], [23] and the references therein. Moreover, in [14}thaus pointed out that sufficient and
necessary conditions to guarantee the existence of a reédiserver are not reported, thus need
to be studied.

Inspired by the concept of normal form, for the synchronaaproblem of chaotic systems,
this paper proposes a nonlinear canonical form which psertoitdesigne a reduced observer.
Sufficient and necessary geometrical conditions are aldoai®l to determine whether nonlinear
systems can be transformed into such a form thought a ditbepinism. After that a reduced
observer is designed for the proposed canonical form.

The paper is organized as follows. In section Il we give notet, the definition of reduced
observer and also the problem statement. Then a nonlineganal form is proposed in
Section Il and Section IV gives necessary and sufficientnggtac conditions which allow us
to transform nonlinear systems into the proposed nonlioceaonical form. The corresponding

reduced observer is studied in Section V and an illustrakample is presented in Section VI.

[I. NOTATIONS, DEFINITIONS AND PROBLEM STATEMENT

Without loss of generality, we assume that the studied ahagstem can be written as follows:

jfl = Fl(ﬂf)
Ty = Fz(x) (1)
Y = T2

wherez; € R” andz, € R? are the states angle R” is the measured outpuk; : R™? — R”
and I, : R™™” — RP are smooth vector functions.
For (1), the following gives the definition of the reduced eber.

Definition 1: The dynamical system defined as follows:
3\1 = ﬁ1(f17$2)
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wherex, is the output of (1), is an asymptotically reduced obseroer(f) if
lim | () — a1 (t) [|= 0.
Moreover, it is said to be an exponentially reduced obseifver
1 21(t) = 21(t) 1< ae™ || 21(0) — 21 (0) ||

for t > 0, wherea, b are both positive constants.

Let recall the famous result of reduced observer for lingatesns. For the following system:

T = Apzy + Apwy
Ty = Anxy + Agpwy (2)
Y = T2
where A;; are decomposition matrices far< i, j < 2, then it is easy to see [13] the following

dynamic is a reduced observer for (2):
21 = An#i + Ao + K(Ayzy — Aniy), ©))

with As121 = ¥ — Asy. The observation errar = 27 — x; is determined by the following linear
system:
é = (AH — KAgl)e

which can be stabilized by the choice &f, provided that the paifA;;, A2;) is observable.
In fact, the reduced observer can be easily extended for a generic linear system than (2)

in the following form:

T = Apxy + A+ A
{ = Anxy + A + Az
V= p(2,¢,0)

L y= (T v]) = (97"

wherey, = 1 is another possible measured output, but a redundant onle.tNdse two outputs,

the reduced observer (3) can be still applied without takimg account the dynamid =
u(x, ¢, 9). Moreover this dynamic can be used to improve the robustoktse observation.

It is well-known that to design a reduced observer direatly ionlinear systems is still an
open problem, however this paper tries to solve this prodiemm another point of view: we

introduce a nonlinear canonical form which enables us tagdea reduced observer, in such
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a way if nonlinear systems can be transformed into such aimeal canonical form, then we
can design a reduced observer for nonlinear systems. Qomisidy) this paper deals with the
following problems:
« What is the canonical form which enables us to design a reddcabserver?
« What are the sufficient and necessary conditions to trangfononlinear systems (chaotic
systems) to such a canonical form?

« How to design a reduced observer for the proposed canonicairf?

[[l. CANONICAL FORM FOR REDUCED OBSERVER

In what follows, we will present first the nonlinear canohit@m which will be studied in
this paper, then the sufficient and necessary geometriatemmsito transform a generic chaotic
system to such an observable nonlinear canonical form wallabalyzed. An exponentially
reduced observer can be easily designed for the proposédiheamcanonical form, which will

be detailed in the next section.

A. Nonlinear canonical form

Assume that the studied chaotic system can be decomposethafollowing form:

io= Fi(2,¢9) = f(z,(9) (4)
¢ = Fa(z,¢,0) =n(QOH (@) +72(¢9) (5)
U = Fy(w,(0) =e(x,(,9) 6)
y = (¢07)" (7)

wherez ¢ R", ( e R, ¥ € R?, y € RPH f: R™PH S R H € R, v, € R andy, € R.
Moreover, it is assumed that (4-7) is observable and (4) sendable with respective t (z),

which implies that the following-forms:
0; =dLi'H (8)

for 1 < i <r are independent.
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Then, consider the following observable nonlinear caredrfierm:

(2= Az + By1)z + ply)
5 = a1(y1)zr + a2(y)
n=pu(z,y)
y=(Td)" = (€ ")"

(9)

where
z= (21, ,2)T €R"
B= (P, - ,6) €R
p=(p1,-,p)  €R
n=(m, - ,m)" €RP
EeR o eRas eR
and
0 0O 0 O
1 0O 0 O
A=
0 1 0 0
0 0O 1 0

with z, = Cz andC = (0,---,0,1).

Remark 1:Since the nonlinear canonical form (9) is supposed to bereékke, thusz, in
(9) can be observed from the outpyt which impliesa; (y) # 0.

In section V we will see that a reduced observer can be desitprehe proposed canonical
form (9). Thus the following sub section concerns the daduocof sufficient and necessary
conditions in order to transform (4-7) into (9).

V. SUFFICIENT AND NECESSARY CONDITIONS FOR THE EXISTENCE OF A BFEOMORPHISM

This section is devoted to seeking necessary and sufficemrhgtric conditions which allow
us to transform (4-7) into the proposed nonlinear canorfmah (9).
For (4-7), denote
F= (7 FN R = (R )T

and the decomposition df, into F,; and Fy, makesy; (¢) # 0.
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After having defined); for 1 < i < r in (8), then define the vector field according to the

following equations:
0i(r1) =0, forl<j<r—1
97«(7'1) =1

By induction, we can define the family of vector fieldsas follows:

(10)

Tj:[Tj—17f] for 2§j§7’

As we will see, the existence of a diffeomorphism necessariplies that all;; commutes with
each other, i.e[r;,7;] = 0for1 < i <randl < j < r. We suppose that this condition
is satisfied, and assume that v, --- ,1, are the vector fields determined by the following
equations:

1) (1,7 =m0l =[mv]=[o,u] =w,vs)=0for1 <i,j<randl <l s <p;

2) d¢(o) =1 anddi(o) = 0;

3) d¢(v;) = 0 anddv;(v;) = &) for 1 < i,j < p wheres/ represents Kronecker delta, i.e.

6F = 1if i = k, otherwisesf = 0.

Set

0 = (‘917”' 7‘97"7d<.7d1917”' 7d79p)T

T = (7‘1’...77-7.70"1/1’...7VP)T

and denote\ = §(r;,0,v;) for 1 <i <r andl < j < p the evaluation of) over . Due to the

observability propertyA is invertible, hence we can define the following mukforms

w=Ao=| (11)
)
wherew, = (d¢,ddy, - - ,dd,)" andw, is the rest ofw. Then we are ready to state our main
result.

Theorem 1:There exists a diffeomorphisix®, ¢7,n7) = ¢(x,¢,9) which transforms the
dynamical system (4-7) into the nonlinear canonical form if9and only if the following
conditions are satisfied:

1) [r,7]=0,for1 <i<randl <;j<r;

2) [, F] = V(y) is a vector field which only depends gn modulo the sub space spanned

by {r;,c} for 1 <i <r;
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3) [7j, F3] € kerw; for 1 < j <r—1.
[

Proof: Necessity: Indeed, if (4-7) can be transformed into (9) via the diffeopiosm
(27,7 0T = ¢(x, ¢, 0), thenn:a%forlgigr,a:a%andvl:a%forlglgp.And
it is easy to check that all conditions of Theorem 1 are satisfi

Sufficiency: Consider the multii-forms w defined in (11), we have(7) = L4 pi1)x(rtp+1)s

which impliesw(7;) for 1 <i <r, w(o) andw(v;) for 1 <1 < p are constant. Therefore,
dw(m;, 7) = Lyw(mk) — Lyw(m) — w([m, 7))
= —w([r, )
thus, we can calculate vector fieldsandvy, - - - , v,, such thafr;, o, v;} forms a basis, satisfying

the equations mentioned above. Following the same priecipé have

dUJ(TZ‘, O'k) = _W([Tiv Uk])a
dw(7i, vi) = —w([m, v))
dw (v, vp) = —w([vr, vy)

Sincew is an isomorphism, this implies the equivalence between
[Ti77—k] - [Ti7g] = [Ti,l/l] = [0-7 Vl] == [Vlayt] - 0

anddw = 0.
According to theorem of Poincaré [w = 0 implies that there exists a local diffeomorphism
(2T, 8 nT) = ¢(z, ¢, 9) such thatw = d¢. We notew; = d¢; for 1 < i < 2.
Since condition) in Theorem 1 is satisfied andis a basis, it implie®.(7;) = a%, O (0) =
e andg, (u) = 5-for 1 <i<randl<I<p.
Now let us clarify the affect of this transformation of{(x,(,«) defined in (4). By the
z
diffeomorphisme¢(z, ¢, ), we have| ¢ | = ¢.(F) where F = ) It is easy to see
n

y FA_ e +E) ) [ wlf)rw(f)
F, wy (f + F) wa (f) + wa (F)
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Then, forl < i < r, we get

0 (9. (F)) wi (7) w1 (f) +wi (F)]
0z [ws (73) ,ws () + ws (Fy)]

_ o ™
w2 (m) w2 () + wn ()] )
since condition ) [r;, 3] € kerw; for 1 <i <r — 1 impliesw; [1;, F5] = 0.
By integrating we obtainw, (F)) = Az + o(y, z,).
Moreover, as we know
C,,ZkH o™t =dH(t) = 01(73)
then according to the definition of in (10), we get

0

-1 _
02THO¢ B

which implies (5) can be written as

¢ =m0z +1(C) (12)
Hence, by setting, = d¢, where g, = I,11)<(p+1), then we get

Az + o(y, 2)
O (F) = | 7(y1)z +72(y) (13)
p(z,€,m)
Finally, by the conditionZ), we have
5 o ([ F))
= 6 (S Vi) + Win)o)
=2 i Vj(?/l)a% + W(yl)a%

which meansV (y,) = a;(y1) ando(y, z,.) in (12) can be decomposed as:

Q(y> ZT’) = ﬁ(yl)zr + p(y)

Thus we proved that (4-7) can be transformed to (9). [ |
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V. REDUCED OBSERVER DESIGN FOR THE CANONICAL FORM

If Theorem 1 is satisfied, then (4-7) can be transformed @itby a diffeomorphisniz*, %, n?) =
¢(z, ¢, ). This section is devoted to designing a reduced observethiordeduced nonlinear
canonical form. Once the states of the canonical form haee lstimated, by the inverse of the
diffeomorphism, we can then recover the states of origihabtic system in the form of (4-7).

First of all, for (9) if we can accurately measuge, 1y, and calculatey,, this allows us to

define a “new” outpul” being a function of known output and the derivative ofj; in (9):

Y =a; (1) (51 — aa(y)) (14)

Then we have the following preliminary result.

Proposition 1: The following dynamical system:
2= A2+ B(y)Cz + ply) — K(y)(Y — C2) (15)

where K (y;) = —f((y1) + x andY is defined in (14), is an exponentially reduced observer for
(9), if the chosens makes(A + xC') Hurwitz.
Proof: Lete = Z — 2z be the estimation error. Sineg = C'z, then we can easily derive the

dynamic of observation error from (9) and (15) as follows
e =[A+ (B(y1) + K(y1))Cle (16)
Since the gain matrid{(y;) can be freely chosen, hence without loss of generality we set

K(y) = —B(n) + &

which makes (16) become
é=(A+ rC)e. a7

Consequently, i is chosen in such a way that mat(iX + ~C') is Hurwitz, then the exponential
convergence ot to z can be guaranteed. [ ]
Let us remark that the proposed reduced observer (15) isdbasethe “new” outputy
defined in (14), which clearly shows that the derivative @& thal output); should be calculated
according to (14). However, it is well-known that the detive of noisy signal should be avoided
if possible in practice, since derivative operation will @ify the influence of noise. Hence, in

order to overcome this problem, we introduced an algebrsticmator as follows:
s=2+T(yn) (18)
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10

wherel(y1) = [ K (y1)oy (y1)dy:.

Remark 2: The termI'(y) always exists sincg; € R and «(y;) is invertible, and it can be
obtained by the following procedure:
1) being givenA and C, determinex such that(A + «C) is Hurwitz;
2) being givens(y;) and determined:, calculateK (y;) = —3(y1) + k;
3) being given the invertiblev(y;) and calculatedk (y;), compute the integral'(y;) =
J K)oy (y)dy:.

Remark 3:1t should be noted thdi(y,) defined above can be considered as a signal of filtered
y1, and thus limit the influence of noise on.
InsertingY” defined in (14) into (15), it leads:

F+ Ko (v)in = (A+Bu)C + K(y)C)2

+p(y) + K(y1)ar (y1)as(y)
In order to avoid the derivative af;, we take the new variable into account, then a more

(19)

practical reduced observer can be derived from (19) aswvisllo

¢ = (A+BW)C+ K(y)O) (s —I'(y1))
+p(y) + K(y1)ar (1) oz (y1)
= (A+rC)s+ply) — (A+rC)(y1)

+K (y1)a; (1) aa(y)

(20)

with I'(y; ) defined in (18).
The proof of the convergence of— I'(y;) in (20) to = of the canonical form (9) is evident,
and then one can estimateof (4-7) by ¢~'. The next section gives an example to illustrate the

feasibility of the proposed method.

VI. |LLUSTRATIVE EXAMPLE

In order to highlight the proposed method in this paper, tatstder the well-known Rossler
chaotic system as follows:

( .
Ty = To + axy

jZ’g = —X1 — I3 (21)
i’g :C+$3(l'2 —b)

(Y= T3
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11

with a =c=0.2, b =5.7.
Fig. 1 depicts the chaotic attractor of Rossler system whenc = 0.2, b = 5.7, from which

we can see that; is always positive, thus there is on observation singudgriof x; and z».

Fig. 1. Phase portrait of Rossler chaotic system withahitonditionsz1(0) = —0.8, z2(0) = —1 andz3(0) = 1.

By settingz = (21, :)s2)T and ( = x3, we can rewrite (21) into the following form:

;

. i’l Ty + axy
Tr = ] =
' T2 —r1 —( 22)
(=c+((r2—b)
L v=¢
which is of the form (4-6) with
+
Hig)=m, f=| """
—x1 —(

Fy=c+ (o —b),F= (7, F)"
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Then we can define the followingforms:

0, = dxo, 0y = —dxy — dxs and d¢ = dxs

which yields
—_i —_i+iandg—i
e 01'177—2 N a@xl 81'2 N 81'3
It is easy to check thdtr, ] = 0 and[r;, o] = 0 for 1 <1i < 2. Moreover we have:
_ 3} 0 0
_ 2
[7-27F] n (1 “ ) 81’1 +a8x2 +x381’3

= —T7 +amn+ 2307

In order to calculate the diffeomorphism, let compute:

01 0
A=b0r=1| 1 a -1
00 1
and it yields
—1 —a O
w=A1=1 0 1 0
0 0 1

which givesw, = (—z; — azs, 13)" .
Then one can check that [, 5] = 0, implying [, F5] € kerw;. Thus all conditions of

Theorem 1 are satisfied, and one deduces the following diféephism:

¢ = (Zl,Zz,f)T = (—931 — a2, T, C)T

which is a global change of coordinates and can transformi(2a

Z1=—2+a,Z =21+ az — &
€= mE+c—bE (23)
y=¢§

which is in the proposed normal form (9) with

00 1 as
10 a —£
C=(0,1),0n =y,a0 =c—by
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z, and Q

0 5 10 15 20
t(s)

Fig. 2. z; and the estimate af; with initial conditionsz;(0) = 1 and¢;(0) = 0.

One can then design a reduced observer for (23). Being glvand C' defined above, it is easy

to find ~ to make(A + ~C') Hurwitz. In our simulation, we chose
k= (—4,—4)"

such that(A + xC') has two equal eigenvalues2. With the above giver and the chosen,

one obtains
-3
K(y)=—-By) +x=
—a—4

Then, according to the definition @f(y), one gets

B -3 1 -3

T (y) Z/K(y)a 1(y)dy=/ ~dy = In [y|
—a—4 Y —a—4

As shown in Fig. 1y is always positive (ify = 0, then system (21) is not observable), thus
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20 T T T

-10 !

0 5 10 15 20
t(s)

Fig. 3. 22 and the estimate af, with initial conditionsz2(0) = —1 and¢2(0) = 0.

the deduced’(y) can be simply written as
I'(y) = Iny
—a—4
Thus, according to Proposition 1, the reduced observer28y ¢an be designed as follows:
2’1 = —22 + azs + 3 (2’2 — 22)
22 :21+CLZA’Q —23+(a+4) (22—22)
wherez, = (y + by — ¢) /y, which explicitly depends on the derivative of

Since the derivative of the output will amplify the influenaenoise, so in order to overcome

this problem, let introduce the following algebraic estiara

-3
c=z24+T(y) =2+ Iny
—a—4

Then, after a straightforward calculation, one has thevalg reduced observer for (23) in the
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10 T T T

4

8t o ql+3logy*

z, and its estimate

0 5 10 15 20
t(s)

Fig. 4. z: and its estimate with initial conditions; (0) = 1 and 2:(0) = <1(0) = 0.

coordinate of:
& = —4& 4 ay + (4a+ 16) Iny — 3 (c — by) Jy
Gr=¢ — 4% —y+ (da+13)Iny — (a+4) (c—by) [y
Fig. 2-7 are the simulations of the obtained reduced obséové23), and it is shown that the

deduced observer can perfectly estimate the unmeasutalds svithout estimating the output.

VIlI. CONCLUSION

The synchronization problem of chaotic systems via redwdesrver is studied in this paper.
We proposed a new canonical form which enables us to desigaced observer. Sufficient
and necessary conditions are given to determine whethenatichsystem can be transformed
into such a form. Then a reduced observer is studied for thpgsed canonical form, and the

feasibility is highlighted by an illustrative example.
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%

6 — - 42+(a+4)logy N

z, and its estimate

0 5 10 15 20
t(s)

Fig. 5. 22 and its estimate with initial conditions;(0) = —1 and 22(0) = ¢2(0) = 0.
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