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Abstract first introduced for single-level instruction caches [15] 2
and, later, extended to support the analysis of hierarchies
The use of multi-core architectures in real-time sys- of non-inclusive instruction [9], data [11] or unified [3]
tems raises new issues regarding the estimation of safecaches. Other branches of study focus on the use of spe-
and tight worst-case execution times. Indeed, the sharingcific mechanisms, like locking [24] or partitioning [10], to
of hardware resources occurring on such architectures is increase cache predictability.
a new source of indeterminism. Caches, as one of these  pylti-core architectures raise new issues in the context

shared assets, become harder to analyse; concurrent taskgf \WCET computation. Indeed, there might be hardware
may any time alter their contents. This paper presents resources shared between multiple cores. Caches, as one
a safe method to estimate conflicts stemming from dataof these resources, tend to be more difficult to analyse,
cache sharing and their integration in data cache analy- their contents being possibly altered at any time by a con-
ses. The other, and foremost, contribution of this paper is cyrrent task running on another core.

the introduction of bypass heuristics to reduce these con-
flicts, allowing for reuse to be more easily captured by
shared caches analyses.

Contributions tackling with this behaviour are pretty
scarce. On the one hand are contributions estimating and
taking into account the additional indeterminism caused
by concurrent tasks altering shared cache levels’ contents
[12, 7]. On the other hand are methods relying on the
preclusion of sharing-related conflicts using partiti@nin

Tasks in hard real-time systems, in addition to the cor- [10], Igcklng [24] or both [20]. .
rectness of computed values, have timing constraints; they ~ This paper presents a WCET computation method for

cluding the worst-case one. To attain this level of confi- inclusive data cache hierarchies. Similarly to [12, 7],
dence, theworst-case execution tim@VCET) of afore- ~ We estimate shared data cache related conflicts and con-
mentioned tasks has to be estimated. These estimate§ider them during the analysis of the aforesaid shared
must offer both tightness and safety properties. Tightnessdata cache. Therefore, we deal with indeterminism stem-
means that they must be as close as possible to the ac?ing from both non-deterministic data accesses and data
tual WCET of a task, not to overestimate the resourcescache sharing. The other, yet foremost, contribution of
required by the system. Safety is the guarantee that thetnis paper lies in the further introduction of bypass heuris

computed WCET is greater than or equal to any possibleticS.: Relying on the combination of a static decision
execution time. taken through software means and specific hardware, by-

Caches, whether they hold instructions, data or both, Pass provides some control on analysed tasks’ use of data
are a valuable mechanism when it comes to providing em-caches. The proposed bypass heuristics are based either
bedded real-time systems a sufficient throughput. Indeed 0N reuse information computed by prior data cache anal-
based on temporal and spatial localities of tasks, they helpYSes or on accessed data structures properties. These by-
to fill the increasing gap between fast micro-processorsPass heuristics aim at reducing inter-tasks conflicts and
and relatively slower main memories. However, caches Fhe pressure on shared cache levels, should it become too
come at the cost of a reduced predictability due to their Important.
dynamic behaviour which makes safe and precise WCET The rest of this paper is organized as follows. Sec-
estimations on architectures with caches harder. tion 2 surveys related works. Assumptions on the tasks

Much research has been undertaken during the last twoand hardware that can be analysed are presented in Sec-
decades with the objective of predicting WCET in ar- tion 3. Focusing on our proposals, Section 4, first,
chitectures equipped with caches. These methods wergresents conflicts estimation and integration in the con-

1 Introduction



text of shared data caches’ analysis. Then Section 5 in-agecache blocks and set them as bypassing shared cache
troduces a compiler-directed bypass mechanism and datalevels.

cache oriented heuristics to reduce these conflicts. Exper- Bypass was also used in previous studies [22, 13] in
imental results are given in Section 6. Finally, Section the context of data caches. In [13], structures accessed by
7 summarizes this study and gives directions for future unpredictable accesses, whose precise target address is no

works. known statically, are first identified. These structures are
then marked as non-cacheable to improve the precision of
2 Related works data cache analyses. Instead, [22] decides for each access

whether it should bypass a cache level or not. A dynamic

Analysing an architecture with caches to produce asafeand a static selection procedure are presented, each time

WCET estimate is a complex task due to the numerous'€¥ing on instructions’ hit rate. , o
predictability issues raised by their dynamic behaviour ~ Lik€ [12, 7], this paper follows the conflict estimation
and replacement policies. With this objective in mind, @nd integration in cache analyses approach, namely, the

many static cache analyses have been defined during thdt@ cache analysis introduced in [11]. However, since we
last lustra. Such analyses, to ensure the safety of supfocus on hierarchies of data caches, we address additional

sequent timing analyses, must estimate cache contents 46SU€S such as data coherency and sharing. We also in-
every point of the program while considering all execu- troduce static per-instruction bypass strategies whieh al

tion paths altogether. These possible cache contents caffWs for more fine-grained decisions when compared to
be represented either using setscohcrete cache states per-data structure based ones. Various bypass heuristics,

[16] or using the more compaabstract cache stateep- based on accessed structures properties or statically avai
resentation [21, 19, 6, 11]. able reuse information, are presented. The objective of

these bypass heuristics is to help reducing inter-task con-

One of the main approaches for the WCET analysis _ : 3
flicts stemming from data caches sharing.

of architectures with set-associative caches [21] relies o
abstract interpretatiori5] and abstract cache states to per-
form three fixpoint analyses. These analyses aim at com-3 Assumptions and notations

puting, respectively, if a memory block @wayspresent

in the cachemaybe present in the cache orpsrsistent Data caches being the core of this study, code is as-
in the cache, i.e. once inserted in the cache it will not sumed not to interfere with data in the analysed cache lev-
be evicted before its reuse. This information is then usedels. Whether this separation is achieved through hardware
to classify memory references’ worst-case behaviour with or software means is irrelevant.

respect to the cache. The studied cache hierarchies are made up/alata

Originally described for instruction caches, [21] was cache levels, the numbérbeing the closest to the pro-
extended to support imprecise accesses in [19, 6]. Thes&essor and conversely cache level numbebeing the
accesses, specific to data caches, arise as their target ifarthest. Each cache of the hierarchy is expected to im-
memory may not be precisely computable off-line. [11] plement the LRU replacement policy; when eviction is
then further extended [21, 19, 6] for increased analysis required in a cache level, the least recently used cache
precision and support for hierarchies of non-inclusivedat block is selected. Any cache level in the hierarchy may
caches. be shared between two or more cores.

Another solution to deal with this issue is the use of  Analysed hierarchies are assumed to implement the
Cache Miss Equation&5, 23, 13]. To achieve data cache non-inclusive policy. For load instructions, when in séarc
behaviour estimation, loops’ iteration space is represént for a piece of information, cache levels are investigated
as a polyhedronReuse vectorR27] are set between iter- one after the other from the top of the hierarchy, closest
ations and used as a basis to set up and solve cache mige the processor, until the required information is found.
equations to accurately locate misses. However, accord-The missing cache line will be inserted in all cache levels
ing to the authors, it suffers from a lack of support for non traversed during the search where it could not be found.
properly nested loops or non affine array indexes. Concerning store instructions, the use of thete-

Shared instruction cache analysis, in the context of throughpolicy is assumed in combination with theite
multi-core architectures, has also already been exploredi no-allocatepolicy; the modification issued by a store in-
prior works such as [20, 28, 12, 7]. The former study, [20], struction goes all the way to the main memory, updating
compares locking and partitioning as means of precludingall cache levels where the information is to be found on its
cache sharing-induced conflicts. [28] relies on the paral- way. Compared to therite-backupdate policy, thevrite-
lel analysis of two conflicting tasks to issue a classifica- throughupdate policy suffers from greater store latencies,
tion of accesses’ behaviour. Concerning [12, 7], they rely the price for a far higher predictability.
on conflicts estimation and integration in cache analyses. Tasks migration during execution and preemptions re-
Then [12] uses synchronisation between tasks to reducdated delays are out of the scope of this study and are
the sets of considered conflicts beyond each synchronisanot of our concern for the time being. Task synchroni-
tion point. On the other hand, [7] dete@tatic Single Us-  sation might be used in the analysed system but we do



not attempt to benefit from this information. Likewise, The first step of the presented analysis is to extract,
we do not try to take advantage of any knowledge aboutfrom the analysed executable, Gontrol Flow Graph
shared data, yet they are safely considered during datg CFG). Using this graph, a data address analysis is per-
cache analyses. Instead, we focus on the impact of cachdormed. The objective is to estimate, for each memory
sharing related delays. reference, a safe set of the data addresses it might access.
A memory referenceis defined as a referencedata Based on the analysis used in [8], both for global and on-
triggered by a load or store instruction in a fixed call con- stack accesses, the precise address of the accessed mem-
text. In addition, a memory reference does not issue moreory block is computed for scalars accesses whereas the
than one data-related memory operation. This assumptiorwhole array address interval is returned in case of array
is reasonable with regard to existing architectures. accesses. Insights on the subject of address analysis, for
Latencies to access the different cache levels, sharedhe interested reader, can be found in [2].
as well as privates ones, are assumed to be bounded and Then, caches of the hierarchy are analysed one by one,
known prior to the timing analysis, as an example using from the cache closest to the processor to the furthest one.

mechanisms such ame Division Multiple Accesf 8] Upon each level and for each instruction issuing mem-

or the bus arbiter introduced in [17]. ory operations (loads and stores in the context of data
Table 1 summarizes additional definitions, notations caches), its worst-case behaviour with regard to the data

and acronyms used throughout the present paper. cache is computed in terms ofGache Hit/Miss Classifi-

cation(CHMC). Three abstract interpretation-based cache
contents analyses are performed to achieve this classifica-
tion [21]. Given a program point, they respectively de-
termine cache blocks that will always be present (ensur-

Robust foundations are required when it comes to es-ing an Always-Hit-AH- classification), persistent cache
timating the contribution of both private and shared data blocks in loops, allowing for accesses to be classified as
caches in the timing analysis of a task. In the following, First-Miss (FM) and cache blocks that may be present.
the steps to build an analysis, considering a task withoutReferences to blocks that will not be present can be clas-
interferences due to concurrent tasks on other cores, arsified asAlways-Miss(AM). If none of these classifica-
first presented§(4.1). The estimation and integration of tions can be ensured, the reference’s classification is set t
cache sharing-related conflicts are introduced by extend-Not-Classified (NC)

4 Data cache analysis

ing this basis{ 4.2). The safety of the multi-level data cache analysis relies
on a so-calledCache Access Classificatid€@AC). The
4.1 Multi-level uni-core data cache analysis [11] CAC depicts, given a memory reference, a safe estimate

This section outlines a multi-level data cache analy- ©f Whether itwill Alwaysor Neveroccurs on a given cache
sis, which various steps are outlined in Figure 1. For the /€Vel- If no such guarantee can be statically given about a
time being, the analysed task has the monopoly over datgmemory refere_nce_occurren_ce onacache Igvel, it is classi-
caches in the hierarchy, it does not suffer from interfer- fied asUncertain Since the first cache level is always ac-
ences caused by tasks running on the other cores. Thé;essed, arklwaysCAC for all references to the L1 cache

consideration of data cache sharing is delayed to sectionS @ssumed. Concerning subsequent,cache levels’ CAC,
42, it depends on their direct predecessor's CAC and CHMC

classifications. As it is not the subject of this contribu-
Figure 1: Task analysis overview tion, we will not detail this computation. Interested read-
ers should refer to [9] for additional details.
The final stage, WCET computation with respect to
data caches uses both the CAC and CHMC for each cache

Task Executable

CFG Extraction level. Suffice to say that, given a memory reference, laten-
J. cies for all possibly accessed cache level should be con-
| sidered.

Address Analysis

Memory references
' To take cache sharing into account, the uni-core multi-

4.2 Multi-core shared data cache analysis

[Multi-Level Cache AnalysiSJ level data cache analysig4(1) needs to be extended. In-
Cache HitMiss Classification deed, rival tasks running on other cores might access a
Cache Access Classifications shared cache level, hence altering its contents. Not taking

'

such alterations in consideration would result in unsafe
[ Worst Case Analysis J

classifications of memory references’ behaviour with re-
gard to this shared cache level and subsequent ones, as a
consequence.

To tackle with this issue, we use a twofold process.

Worst-case Execution Time and Path



Category Name Description
Cache parameters CacheAssociativityr, Cache levelL associativity degree.

CacheSetr,(b) Memory blockb cache set on cache level
Memory reference memory reference Reference talatatriggered by a load or store instruction in a fixed call cohtex
Instruction, The instruction tied to memory reference
memory_references; | Taskt memory references.
memory_blocks,. 1, Memory blocks possibly accessed by referenom cache level.
Cache Classificationg CHMC,. 1, Memory reference Cache Hit/Miss Classification on cache level
AH Always-Hit CHMC classification.
FM First-Miss CHMC classification.
AM Always-MissCHMC classification.
NC Not-ClassifiedCHMC classification.
CAC, 1 Memory reference Cache Access Classification on cache ldvel
Conflict estimation con flict_blocks 1,(s) Conflicting cache blocks mapping to cache s#ir taskt on shared cache levél.
task_blocks; 1,(s) All cache blocks, task may store in cache sef cache levelL.
CCNy, 1.(s) Number of conflicting cache blocks mapping to cachessstcache levelL for task.
Bypass Bypass(i, L) True if instruction: bypasses cache level
RB Reuse Bypass strategy, selects instructions which acces®m blocks not detected as
reused.

next_referencer (r,b) | Closest memory references accessing memory bicaker r, such that there is a path
from r to this reference without any other possible referende to

hitCacher, (r) True if memory reference might hit on cache leveL.
successors(n, Q) Noden successors in grap.

CFG: Taskt Control Flow Graph.

CFGip>b Reduction ofC F'G; to memory references to blodk

mayTriggerHit(r, L) | True if memory reference brings into cache leveL blocks that may later be reused
before they are evicted.

AIB All Indeterministic Bypass strategy, selects indeterstinimemory references.
X-RCUB Reduced Cache Usage Bypass strategy, brings a task’s ceatpe loelow the specified
cache ways bound.
Evaluation metrics DMCUp- Data Cache Maximum Usage, the number of different memorgkisla task might store
in cache levelL2.
PHRL> Predicted Hit Ratio fod.2 cache level.

Table 1: Notations and acronyms

First, conflicts stemming from data cache sharing with the b € memory_blocks, ; N CAC, 1 # Never A
tasks running on other cores are estimated. Then, this con- CacheSety(b) = s}

flict estimation is used during the shared cache level anal-

ysis to update memory references’ CHMC. With memory_re ferences,, the set of memory refer-

ences in task:, memory_blocks, 1, the set of memory
blocks possibly accessed by memory reference cache
level L, CAC, 1, the CAC of memory reference with
Inter-task conflicts in the context of multi-core architec- respect to cache levél andT the set of tasks in the con-
tures stems aany task, atanytime, might alter shared sidered system.
cache contents. In the context of shared data cache anal- We do not need to keep the precise set of conflicting
ysis, the most intuitive approach to precisely model this memory blocks in the analysed shared cache and only
behaviour would be to study the interleaving of all tasks’ keep track of the number of blocks which might cause
memory references. However, the computation of this setconflicts in the cache. This number is hereafter named
is in practice far too much space and time consuming [26]. cache block conflict numb€ECN):

Instead, we abstract both accesses’ ordering and oc-
currence count from rival tasks. A task, concurrent to CCNy,1(s) = |conflict_blocks: ()]
the analysed one, is supposed to access all of its memory
blocks, any time, boundlessly, while the analysed task is4.2.2 Conflict integration
executed. The sebn flict_blocks: r(s) contains for task )
¢ and cache set of cache level those conflicting cache ~ Once thecache block conflict numbgiCCN) has been
blocks, used by other tasks, that may enter in conflict for Computed for task and cache level, a data cache anal-

cache space with the analysed task’s cache blocks: ysis of level L is performed using the aforementioned
multi-level data cache analysis with a slight modification.

To faithfully take into account cache conflicts stemming
conflict_blocks; ,(s) = U task_blocks., .(s) from sharing, the manipulated abstract caches states are
we(T—{t}) modified. For each cache sebf shared cache levdl,
at mostCC N, 1,(s) cache blocks may be allocated to the
task_blocks,,(s) = {b| Ir € memory_references,\  tasks running on other cores during tasknalysis: only

4.2.1 Conflict estimation



CacheAssociativity, — CC Ny 1(s) are, for sure, avail-  Bypass(i, L) is true if instruction: bypasses data cache
able for each cache set This potentially reduced avail- level L and false otherwise.

able cache space is reflected by an alteration of memory

references” CHMC, compared to the case where no con-accounting for bypass information

flicts were considered. ]
©nceBypass(i, L) has been computed for a given shared

Focusing on data sharing between tasks, shared cach :
blocks may have been broughtinto the cache by rival tasksCche level, a data cache analysis of the bypassed cache
level L and the subsequent ones is required to take this

and may be present during the analysed task execution, i - ) )
To model this phenomenon, memory references to suchinformation into accognt. Upon an mstrugtlon bypassing
shared blocks cannot be classifiedAlmays-Missany-  cache levelL, bypass is modelled by leaving cache con-

more for shared cache levels; thet-Classifiecclassifi- ~ (€Nts unchanged. Note that everifpass(i, L) = true,
cation is assumed instead. instruction: might still be classified a8lways-Hit First-

We also assume that accesses to shared data bypass Miss etc., as cache levélis still in_vestigated at run-time.
private cache levels. Knowing that no task has access to B:Upa‘_ss(l’ L) also _has an impact on data cache
private copies of shared data and usingwige-through sharing-induced conflicts. The computation of the set of

update policy, all copies of a datum are updated upon c:)tnﬂl(atmg ;:?che Flgclit?eneratlt_ebd tpy a ;Easlhas to bef
stores; no coherency protocol needs to be enforced. altered, not 1o include the contribution of memory reter-

ences bypassing cache level

task_blocks,, (s) = {b| Ir € memory_references,
b € memory_blocks, i N CAC, 1 # Never A

The conservatism inherent to conflicts consideration, —Bypass(Instruction,, L) A CacheSetr(b) = s}
as introduced in the previous section, might lead to lit-  With memory_references, the set of memory refer-
tle cache space detected as available by shared data caclences in task:, memory_blocks, 1, the set of memory
analyses; too many conflicts may have to be accounted forblocks possibly accessed by memory referenoe cache

In order to reduce these inter-task conflicts, we intro- level L, CAC,. 1, the CAC of memory referencewith re-
duce abypassmechanism{ 5.1). The decision for an  spectto cache level andInstruction, is the instruction
instruction to bypass a shared cache level is taken througHied to memory reference
software and implemented, at run-time, through hardware.
With the objective of reducing the pressure on shared 5.2 Bypass heuristics
cache levels, we define heuristics to statically select ac- For each load instruction and each shared cache level,
cesses to be bypassed at runtifhs.Q). we have to decide whether or not this instruction should
bypass this cache level. Exploring the whole solution
space would allow us to choose the most fitted solu-
tion, but this would be far too time consuming. Instead,
we introduce heuristics based either on statically com-
putable reuse informatior§%.2.1) or accessed data struc-
tures propertiessb.2.2).

5 Reducing conflicts using bypass

5.1 Bypass mechanism

Each load instruction can statically be set as bypassing
any shared cache level. Because this egainstruction
decision, different load instructions, with the same targe
in memory, may have different bypass behaviour. It also
implies that a given load instruction will have, at run-time
the same bypass behaviour in all execution contexts.

For a load instruction to bypass a cache level means
that, upon the execution of this instruction, if there is a TheReuse bypas$RB) strategy relies on principles sim-
miss on this cache level, the searched memory block will jjar to the ones introduced in [7] for instruction caches. In
notbe inserted in thatlevel. Whereas if the instruction hits [7], instruction cache blocks bypass a cache level if they
on a bypassed cache level, no cache block, in this cacheyre classified aStatic Single Usagé.e. they are not de-
level, will see its age altered in any way. Therefore, this tected as reused before their eviction from the cache. The
instruction does not contribute to the eviction of memory Static Single Usagstatus of cache blocks is determined
blocks from bypassed cache levels, it does not generateysing information on the CHMC and CAC obtained by
conflicts on these levels. prior cache ana|yses_

Such a mechanism requires specific hardware to be In the context of [7], instruction caches, a single in-
implemented. Architectures implementing I1A-64 locality struction will always access the same memory block and
hints [1], which share similarities with bypass, might pro- instructions accessing the same memory block are not
vide insights towards such an implementation. The bypassscattered all along the task’s CFG. On the other hand, in
decision itself is statically taken through software means our context, data caches, a same memory block can be the
e.g. the compiler. target of memory references issued by different load in-

In the following, Bypass(i, L) will define instruc- structions and conversely, a memory reference may target
tion ¢ behaviour with regard to cache levElsuch that many memory blocks.

5.2.1 Bypass strategy based on static knowledge of
reuse



Given an instruction, the RB strategy tries to deter- Such indeterministic references are the prime target of
mine if it may cause a hit in cachle For instruction to the All Indeterministic Bypass (AIB) strategy. All these
cause a hit means that it brings into the cache blocks thatreferences are bypassed by the AIB strategy to prevent ac-
are statically detected as reused, i.e. subsequent memorgesses’ indeterminism and its impact on data cache anal-
references to these cache blocks are classified as hits (AH/ses. Note that this is the most aggressive of all proposed
or FM) by a prior data cache analysis. If instructictoes solutions:
not meet these conditions, its impact on cache léved

expendable: Bypassars(i, L) =

) Ir € memory_references; A |memory_-blocks, | > 1
Bypassrg(i, L) = ¥r € memory._references;,

—mayTrigger Hit(r,L) Where memory_references; is the set of memory
references tied to instructiagrandmemory_blocks, 1, the
set of memory blocks possibly accessed by memory refer-
encer on cache level.

The Reduced Cache Usage Bypa¢X-RCUB) strat-
egy is a less aggressive parametrised strategy. Accesses of

With memory_references; the set of memory refer-
ences tied to instruction mayT'rigger Hit(r, L) is true
if memory reference may load, in cache levdl, infor-
mation that is statically detected as reused:

mayTrigger Hit(r, L) = Vb € memory_blocks,, L, a task are bypassed until it does no longer use more than
dnr € next_referencesr(r,b) A hitsCacher, (nr) a fixed numberX, of cache ways. X-RCUB allows for
control on the maximum shared cache space occupied by
hitsCachey (nr) = a task and therefore, allows for control on the conflicts it
(CHMChr, = AHV CHMChr,, = F M) generates on shared cache levels.

Where CHMC,,.; is the worst-case behaviour of We choose to bypass in priority accesses of a task with
memory referencer with regards to data cache level  the largest predicted accessed memory ranges. Because of
as computed by a pridi cache level analysi§4). their mdetern_umsm an_d heavier impact on the cache, they

Given a memory reference next_re ferencesy (r, b) are the less likely to trigger reuse captured by data cache
is the set of closest memory references followingnd ~ analyses:
accessing memory blodk a memory referencer be- while 3s € CacheSetr, |task_blocks: . (s)| > X do
longs to next_referencer(r,b) if both r and nr ac- pick reference- with the largesinemory_blocks,, 1,
cess the memory block such that there is a path Bypassx_wsis(Instruction,, L) < true
from r to nr without any other possible referenceito end while

next_referencer (r,b) contains memory references that Wheretask_blocks, 1(s) is the whole set of memory
may profit from memory block loaded in the cache by  pjocks, mapping to cache setf cache leveL, that might
reference: be brought in cache by task(§5.1) andInstruction,. is
next_referencer(r,b) = {r'|b € memory_blocks, A\ the instruction tied to memory reference

r’ € successors(r, CFGy>b)}

Wherememory_blocks, 1, is the set of memory blocks 6 Experimental results

possibly accessed by memory referencen cache level ,

L andsuccessors(n, G) is the set of successors of node ~ 6-1  Experimental setup

in graphG. CFG, b defines the CFG of tagkreduced to Cache analysis and WCET estimation: Experi-
memory references to memory bloekCFG; > b is con- ments presented hereafter have been conducted on MIPS
structed by removing from the CFG of taskasic blocks, ~R2000/R3000 binary code compiled with gcc 4.1 with-
then instructions, that are not memory references to mem-out any code optimization and using the default linker

ory blockb while keeping edges through transitivity. memory layout. WCET estimates were computed using
the Heptane timing analyser [4], more preciselylits

plicit Path Enumeration TechniquéPET). Memory ref-
erences were classified using the techniques presented in
previous sections;@). Based on this classification, data
Indeterministic references, which precise target in mem- caches WCET contribution is evaluated using the methods
ory cannot be statically computed, have two drawbacks. presented in [11]. Focusing on caches, WCET estimates
First, upon such a reference, we statically do not know its only take their contribution to the WCET. Contributions
precise target in memory. As a consequence, during dateof other architectural features are not integrated in the
cache analyses, we only know a set of memory blocks thatpresented results. This embodies pipelines and the tim-
maybe inserted in the cache. Secondly, having the assur-ing anomalies emerging from their interaction with caches
ance that an indeterministic reference hits in the cache re{14]. Assuming the cache classificatidiot-Classified
quires the whole set of memory blocks it may access to behas the same worst-case behaviour thanfheays-Miss
present in the cache, which may not be possible if this setone is thus safe. The cache analysis starts with an empty
is too big. cache.

5.2.2 Bypass strategies based on accessed data struc-
tures properties



Benchmarks: A subset of the benchmarks maintained 100
by Malardalen WCET research grduig used to conduct o g N
experiments. The characteristics of each benchmark are
exposed in Table 2 (from left to right are the sizes in bytes
of code, data, bsauninitialized data- and maximustack
sections).

Cache hierarchy: Results presented in this section
have been computed by assuming a two-level cache hi-
erarchy. A 4-way private data cache with a 32B block size
and a 1KB total size composes the first level of the hierar-
chy (L1). The second level of the hierarchy is made of an
8-way 4KB L2 shared data cache with the same 32B block
size. Small cache sizes are selected to allow for sharing-
related conflicts to arise. A perfect instruction cachehwit
a one cycle access latency, is assumed. Both the L1 an
the L2 data caches implement the LRU replacement pol-
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Figure 2: L2 cache predicted hit ratios for each bench-
mark in a uni-core architecture, within each bypass con-
éiguration.

ICY. reuse is captured on the L2 cache for their heavy foot-
print. jfdctint, ludcmpandminvershow in-between cap-
o ) o ] tured reuse of the L2 cache.

The objective of this section is to study the impacton  \yi the exception of the AIB strategy, bypassing the
tasks of conflicts related to data cache sharing and the con¢., -he has little to no effect on taskB'H R;,; if bypass
tributions of bypa;s to redl_Jcmg t_a.sks’ pressure on sharedyecreases L2 inter-task conflicts, this is not beneficial for
cache levels, and its resulting ability to lessen the numberatask alone. RB and 2-RCUB do not worseH R » and
of cqnfllcts. ) i RB may even give marginal benefifft,(ludcmp minver

First, we study the effect of bypass without taking any andqurt). However, AIB tends to reducBH Ry, in ex-

cachg sharing into account in se.ction 6.2.1. Th.ereby, Wechangefora reduced pressure on the L2 cache level as will
exhibit the impact of bypass on intra-task conflicts. The | tar pe illustrated.

ability of b_ypass to reduce inter-tas_k confiicts and the ef- ludcmpis an interesting exception as it benefits from
fects of said conflicts on tasks’ predicted performances arep ih the use of 2-RCUB and AIB strategies. Indeed,

studied in section 6.2.2. these heuristics bypass accesses to one of its data struc-
_ _ _ ture which would otherwise occult other accesses.
6.2.1 Bypass in the context of uni-core architectures The expected Strength of bypass lies in its capac-

In this paragraph, each task is assumed to be the sole taslY for reducing the pressure laid by a task on the
using both the L1 and the L2 cache levels. The objective shared data cache: the more accesses bypass_ the_L2
is to study the impact of our bypass heuristics on intra- data cache level, the less blocks are stor_ed_ in this
task conflicts and upon the pressure laid on the shared L ache level, as a consequence, the less c_onfhctlng_ cgche
data cache by each task. Four different configurations are?!0CKS are generated by a task. To estimate this im-
studied, each time our bypass heuristics are applied on thaCl; We introduce tasks’ maximum L2 cache usage,
L2 cache only: without bypass (No BP), using the reuse 2MCUz2 = | Usecacheset,, task-blocks,12(s)], in
bypass (RB), all indeterministic bypass (AIB) and the 2- Figure 3._DMC’UL2_ is the number of data memory blocks
Reduced Cache Usage bypass (2-RCUB) strategies. a task might store in cache level L2.

Note that for the sake of brevity we only study one con-
figuration for the RCUB strategy: 2-RCUB. This config-
uration corresponds to an even distribution of the L2 data
cache ways between members of four-task sets like the
ones considered in later experiments.

The predicted hit ratioP H Ry -, for the L2 cache level
along the worst-case path computed by our analyser, is
illustrated in Figure 2 for each task and each studied by-

6.2 Experimental results

B No BP
32 B RB

B AB
24 2-RCUB

L2 data cache maximum usage in cache blocks.

16
pass configuration, from left to right: No BP, RB, AIB and .
2-RCUB. @ S L
The analysed taSkS ShOW a heterogeneous prediCted us ° fit jfdctint  ludcmp matmult minver ns qurt statemate

of the L2 cache. Despite their small memory footprifit,

qurt and statemategreatly benefit from the second level Figure 3: Tasks L2 data cache maximum usage for each
cache.nsandmatmultexhibit the opposite behaviour, N0 task; using each bypass strategy and bounded to 64, in
terms of cache blocks count.

Lhttp://ww.mrtc.mdh.se/projects/wcet/benchmarkslhtm



Name Description Code size | Data size | Bsssize | Maximum Stack size
(bytes) (bytes) (bytes) (bytes)

fft Fast Fourier Transform 3536 112 128 288

jfdctint Fast Discrete Cosine Transform 3040 0 512 104

ludecmp Simultaneous Linear Equations by LU Decompp-2868 16 20800 920
sition

matmult Product of two 20x20 integer matrixes 1200 0 4804 96

minver Inversion of floating point 3x3 matrix 4408 152 520 128

ns Search in a multi-dimensional array 600 5000 0 48

qurt Root computation of quadratic equations 1928 72 60 152

statemate| Automatically generated code by STARC (STAte- 8900 32 290 88
chart Real-time-Code generator)

Table 2: Benchmark characteristics

Our proposed heuristics managed to reduce tasks’ pres- e light task set jfdctint, minver, qurt, statematg is
sure on the L2 data cache. In general, AIB, which has a composed of tasks with the smallest data memory

negative impact on task$® H R 1.2, exhibit a high conflict footprint. They do not need a lot of cache space; their

reduction potential. It is followed by the less aggressive cumulatedDM CUp., estimated without bypass, is

RB and finally the 2-RCUB strategies. of 55 cache blocks while the L2 cache level can hold
2-RCUB does its job and brings taskie’M CU ., be- 128 cache blocks.

low the specified 2-ways bound. In our context, ololg-
cmp matmulf minverandnsare concerned. Furthermore,
as expected, no reuse was detected for the largest accesses
of these tasks.

Speaking of RB, except fdift and jfdctint, it has an
interesting strong impact on the cache usage of all bench-

e heavy task set ihatmult ns 2 instances ofud-
cmp uses tasks with a more important use of the
cache (1595 cache blocks in the cumulated tasks’
DMCUps). If ludcmpbenefits from the L2 cache
level, matmultandnsdo not.

marks, without any negative impact on th&if R . e mixedtask setihatmult ns qurt, ffit) comprises tasks
As for fft andjfdctint, their high L2 data cache reuse theheavyset and théight one with the addition offt.

rate leaves little room for RB to work with. The case of The cumulation of its composing taskBM CU s

jfdctint is not as straightforward as the caseffbfiwhich reaches 262 cache blocks out of which 27 belongs to

has a highPH R;>. Many of the structures accessed by fft andqurt together.

jfdctint are classified as persistent by the L2 data cache o ) )
analysis, and cannot be eliminated by the RB strategy. 1 Rr2is given for tasks of théght, heavyandmixed
However, accesses to these structures are located in loopS€tS In Figures 4, 5 and 6 respectively. Again, our bypass
with small iteration counts and the first occurrences of Neuristics are used only on the shared L2 data cache level
these accesses are accounted for as misses, to load tHi"d the same heuristic is used for all tasks at the same
time. The four scenarios are: without bypass (No BP),

structure in the L2 cache, hence a smiall R;,5. b (RB), all indet nistic b (AIB) and
- . : . reuse bypass , all indeterministic bypass an
Th fmatmultand | t ting. Nei-
e case ofnatmultandnsis also interesting. Nei 2-reduced cache usage bypass (2-RCUB).

ther deterministic accesses nor indeterministic ones are A ted for théiaht task set ting f
detected as reused by L2 data cache analyses. RB theﬂ_ S expected for thaght task set, accounting for con-
icts seems to be a reasonable solution. Exceptjot,

outperforms AIB because it eliminates both families of . : .
accesses while AIB focuses on indeterministic ones only. tasks of thdight set are ur]affected by conflicts gtemmmg
from L2 cache sharing with the other tasks. Without by-
pass or using the 2-RCUB strategyyrt does not have
6.2.2 Impact of bypass in the context of multi-core ~ enough room in the L2 cache level. With the help of
architectures RB, qurt manages to use some cache space. In summary,
conflict estimation is reasonable and our heuristics behave
From now on, we assume that the L2 data cache is sharedvell when there is little pressure on shared cache levels.
between multiple tasks. Compared to the previous sec- For theheavytask set on the other hand (Figure 5), con-
tion, cache analyses now take into account the inter-tasksidering cache sharing-related conflicts without bypass,
conflicts that may arise from data cache sharing. We esti-no reuse is detected in the shared L2 cache level. Us-
mate both the impact of inter-task conflicts and of bypass ing bypass, only the instanceslaticmpbenefit from this
on tasks’ L2 cache usage using the predicted hit ratio oncache level. Either way, neith@s nor matmultexhibit
the L2 cachePH Rp». captured reuse: bypass cannot improve their behaviour
To evaluate the behaviour of a task regarding a sharedwhich are not due to inter-task conflicts but intra-task
cache level, we need to know the concurrent tasks con-ones. Nonetheless, bypass reduces these tasks’ impact on
flicting for the said cache. Three different task sets have the shared cache level, so much so thdtmpcan benefit
been built to exhibit some form of contrast. Each task in a from the room freed by bypass on this cache level. Note
set runs on its own core and is in conflict for the L2 cache that the better performances of AIB and 2-RCUB, Ifat-
with the other tasks of the set: cmp are related to their impact on intra-task conflicts and
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not inter-task ones for this task 6.2.1). On such cache-
heavy tasks, using a majority of large data structures, all
three heuristics perform well.

Concerning themixedtask set, again, without bypass,
cache sharing-related conflicts are too important for reuse
to be detected in the shared L2 cache level. With or with-
out bypass, consideringatmultandns no reuse of the
shared cache level is captured. Still, their impact on this
cache level is alleviated by our bypass heuristics; with by-
pass, things get better féit andqurt. The negative impact
of AIB on fft's PH R is the only responsible of its low ft  matmult ns  qutt
PH Ry in this context. Concerningurt, the differences
between RB and 2-RCUB originate from the better perfor- Figure 6: Mixed task set tasks predicted L2 hit ratio for
mances of RB at reducing M CUr., and thus conflicts,  each bypass strategy while competing for the shared L2
for all tasks of the set. data cache.
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% 70 N guirements might result in low or null predicted hit ratios

£ 60 in shared cache levels. In addition, increasing the preci-

E 50 sion of conflicts estimation might be costly.

2 4 :EEBP A mechanism to reduce this amount of conflicts has

g % HAB been explored in this paper with the objective of bringing

P & 2-RCUB back the system shared cache usage under a reasonable

g 2 limit, but without under exploiting shared cache levels (as

§ 10 _this might results in poor average case performanc_e). The

N 0 S 2 introduced bypass strategies, aware of tasks behavieur, ar
jfdetint - minver qurt statemate a solution to this problem to a certain extent, i.e. when the

pressure on shared cache level due to useful accesses is
Figure 4: Light task set tasks predicted L2 hit ratio for not overwhelming. Using RB, once not-reused memory
each bypass strategy while competing for the shared L2references have been removed, a lot of pressure may still
data cache. lie on shared caches. More aggressive heuristics, like AIB
or the controlled 2-RCUB, are an interesting trade-off be-
tween individual task performances and global pressure
on shared cache levels.

N

S

2 10

= 7 Conclusion

% B No BP

3 6 :ZBB In this paper, we have presented a multi-level shared

o 4 § 2-RCUB data cache analysis. This approach first estimates inter-

g , tasks conflicts stemming from data cache sharing, con-

£ flicts which are accounted for in the shared data cache

§ 0 analysis. We also presented data-cache aware heuristics,
ludemp  matmult - ns based on the bypass mechanism, which aim at reducing

these conflicts. Results show that plainly considering data
Figure 5: Heavytask set tasks predicted L2 hit ratio for  cache sharing related conflicts, without any mechanism to
each bypass strategy while competing for the shared L2reduce their number, is not a scalable approach as it tends
data cache. to result in little to no reuse captured in shared cache lev-
els. The bypass heuristics proposed in this document were
Finally, considering computation time, the full analysis shown to be an interesting solution to this issue.
of a system (all tasks, both cache levels), in all bypass Focusing on data cache sharing, it might be interest-
scenarios previously presented, always took less than 3ng to compare conflicts estimating methods to conflicts
minutes on an Intel Core 2 Duo (2.53Ghz) with 4 GB of precluding ones such as locking or partitioning. Or even
RAM. combine both methods to reduce hot spots in the shared
These experimentations raise many issues regardingcache or reduce the number of tasks that have to be con-
conflicts estimation and integration in the analysis of sidered as conflicting with the analysed one. Including
shared data caches on multi-core architectures. Considtasks preemptions or migrations between cores during ex-
ering altogether tasks with massive cache maximum re-ecution might be other interesting extensions.
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