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Abstra
tOver the last de
ade, IPv6 has established itself as the most mature network proto
ol for the futureInternet. While its a

eptan
e and deployment remained so far often limited to a
ademi
 networks, itsre
ent deployment in both 
ore networks of operators (often for management purposes) and its availabilityto end 
ustomers of large ISPs demonstrates its deployment from the inside of the network leading to theedges.For many enterprises, the transition is seen as a tedious and error prone task for network administra-tors.In the 
ontext of the Cis
o CCRI proje
t, we aim at providing the ne
essary algorithms and tools toautomate the transition. In this report, we present the se
urity poli
y that must be deployed on the sitein 
onjun
tion with the addressing plan.



Chapter 1Introdu
tion and ContextIP networks are widely spread and used in many di�erent appli
ations and domains. Their growth
ontinues at an amazing rate sustained by its high penetration in both the Home networks and the mobilemarkets. Although often postponed thanks to tri
ks like NAT, the exhaustion of available addresses, andother s
ale issues like routing tables explosion will o

ur in a near future.IPv6 [5℄ was de�ned with a bigger address spa
e (128 bits) and 
omes along with new built-in servi
es(address auto
on�guration [12℄, native IPSe
, routes aggregation, simpli�ed header...). Despite its slowstart, IPv6 is today more than ever the most mature network proto
ol for the future Internet. To fasterits a

eptan
e and deployment, it has however to o�er autonomi
 
apabilities that emerge in severalre
ent proto
ols in terms of self-x fun
tions redu
ing and often eliminating the man in the loop. Weare 
onvin
ed that su
h features are also required for the evolutionary aspe
ts of an IP network, thetransition from IPv4 to IPv6 being an essential one.In this proje
t, we are interested in the s
ienti�
 part of the te
hnologi
al problems that highly impa
thuman a

eptan
e. Many network administrators are indeed relu
tant to deploys IPv6 be
ause, �rst,they do not know well the proto
ol itself, and they do not have su�
iently ri
h algorithmi
 support toseamlessly manage the transition from their IPv4 networks to IPv6. To address this issue, we investigate,design and aim at implementing a transition framework with the obje
tive of making it self-managed.As the IPv4 to IPv6 transition is a very 
omplex operation, and 
an literally lead to the death of thenetwork, there is a real need for a transition engine to ease and se
ure the network administrator's task;the ideal being a "one 
li
k" transition.We made the assumption that the IPv6 network is 
onstru
ted from s
rat
h, without dire
t mapping ofthe IPv4 network into IPv6, as for many di�erent reasons (di�erent physi
al devi
es, di�erent topologies...)both network are not ne
essarily identi
al. In order to o�er the possibility to the administrators to adaptthe IPv6 network to their needs and requirements, we de�ned a set of 
onstraints that our algorithms useto de�ne the addressing plan or se
urity poli
y. These 
onstraints permit an administrator, for example,to for
e a pre�x on a subnet or link, to for
e the upstream router in 
ase of multihoming, reserve somepre�xes on a router for planned network extensions, or spe
ify the behavior of a parti
ular subnet (e.g.DMZ or IPv4 NAT). We fo
us on network devi
es and do not modify or 
on�gure anything on the endhosts.The network topology is represented by an oriented graph, providing a logi
al view of the network toaddress. The root of the graph is the border router 
onne
ted to the IPv6 Internet. The inter
onne
tionbetween the border router and the IPv6 provider is out of s
ope here, as there are already many do
umentsand guidelines that 
an assist the administrator. On this part however, this inter
onne
tion is 
onsideredfrom the �ltering point of view, as we set �rewall rules at the border to prote
t the network. From theinterior, the IPv6 
onne
tion is seen as native, and both the 
on�guration and addressing are based onthat assumption.We de�ned a metri
 standing for the needs of a router or interfa
e in terms of /64 pre�xes it requireswhen transitioning to IPv6. This metri
 is propagated from the leaves to the root in the graph as shown2



in �gure 1.1.

Figure 1.1: Metri
 PropagationThen, the addressing plan is de�ned from the root to the leaves as depi
ted in Figure 1.2.These algorithms have been implemented in a Transition Engine prototype and where su

essfullytested and validated on several topologies.

3



Figure 1.2: Addressing Heuristi
The next step in this study 
onsists in des
ribing the se
urity poli
y and �ltering rules that have to bedeployed in 
onjun
tion with this addressing plan in order to follow the transition pro
edure we de�nedto ensure a smooth and safe transition:1. Identify the network infrastru
ture2. Identify the needs in term of addressing and request site pre�x3. Set ingress �ltering4. Conne
t the border router to the IPv6 world5. Identify the 
onstraints6. Determine an addressing plan7. De�ne and set �rewall rules8. Update DNS entries9. Con�gure routing infrastru
ture and address routers10. Address nodes11. Verify addressing of 
ore servi
es12. Advertise the pre�x and DNSIn this report, we present a study on the se
urity of the newly generated IPv6 network. We will �rstpresent the site global se
urity poli
y and the related �ltering rules. Then, we will spe
ify the se
urityengine and present its implementation. Finally, we will dis
uss our study regarding the existing work.4



Chapter 2Site Global Se
urity Poli
yIn order to represent the se
urity rules to apply on the network devi
es, we need to de�ne a site se
uritypoli
y. To do so, we de�ne a default poli
y. But this poli
y must be 
on�gurable and adaptable tothe needs and 
onstraints of ea
h network. Therefore, we de�ne a data model representing this se
uritypoli
y. This data model is expressed by a RelaxNG XML s
hema. In this se
tion, we present the di�erentaspe
t of the se
urity poli
y we 
onsidered and how they 
an be 
on�gured in the data model.In this data model, we have 2 levels of se
urity poli
ies. The �rst one is the global poli
y of the sitethat will be applied on the border router. The se
ond one is a subnet level poli
y, where some subnetsmay require spe
i�
 rules, su
h as ones for a DMZ. In this 
ase, the rules are applied on all the upstreamrouters 
onne
ted to that subnet.In the following se
tion, we detail the se
urity poli
y of the site. We present the default behaviorand a
tions to perform, these aspe
ts being 
on�gurable in the data model. We present some generalre
ommendations to follow when de�ning su
h a poli
y. Then, we des
ribe some global variables that
an be used in both site and subnet levels. Then, we present some spe
i�
 aspe
ts to the site (at theinter
onne
tion with the ISP) or to a subnet, before detailing the poli
y to be applied.2.1 General re
ommendationsIn this se
tion, we highlight the general re
ommendations that should be 
onsidered when de�ning thesite global poli
y:
• All �rewalls deployed are stateful �rewalls.
• All �rewalls deployed have stri
t Reverse Path Filtering (RPF) enabled.
• Their default poli
y is to drop all inbound pa
kets that do not mat
h expli
it pinholes.
• The outbound default poli
y 
an be DROP if the tra�
 is restri
ted or ACCEPT if it is unrestri
ted.If the outbound tra�
 is restri
ted, some pinholes need to be de�ned to allow the desired servi
esto su

essfully bypass the �ltering.
• The pinholes are as restri
tive and detailed as possible (n-tuples with sour
e, destination addressesand ports, proto
ol...).
• The minimum default set of permitted servi
es if the outbound tra�
 is restri
ted are HTTP(S),SSH and FTP.
• If a pa
ket is �ltered, the �rewall should send an ICMPv6 Destination Unrea
hable (Administra-tively Prohibited). 5



• If a DMZ is present with a DNS server, name resolution is permitted toward the server in thatsubnet, otherwise it is allowed toward the Internet.
• All Neighbor Dis
overy [10℄ pa
kets with a hop limit di�erent from 255 should be dropped.
• In general, all pa
kets with link lo
al sour
e or destination with a hop limit di�erent from 255should be dropped.
• When addressing the routers, it is re
ommended not to use an obvious sequential addressing (e.g.::1, ::2, ::3...). This feature 
an be 
on�gured within the transition engine, so that it is taken intoa

ount in the addressing plan. It is possible to use a 
on�gured sequential addressing (with a givenstart an in
rement), EUI-64 or identi�ers following RFC 4941 [9℄.Pa
ket inspe
tion and 
onne
tion tra
king is a
tivated as well. As stated in RFC5382 [6℄, the time-outfor TCP established idle 
onne
tions is 7440 se
onds (2 hours 04 minutes), and the transitory time-out is0. For UDP, the idle time-out is 20 se
onds. This gives us the follow inspe
tion rules on a Cis
o router:ipv6 inspe
t audit-trailipv6 inspe
t max-in
omplete low 150ipv6 inspe
t max-in
omplete high 250ipv6 inspe
t one-minute low 100ipv6 inspe
t one-minute high 200ipv6 inspe
t udp idle-time 20ipv6 inspe
t t
p idle-time 7440ipv6 inspe
t t
p finwait-time 3ipv6 inspe
t t
p synwait-time 15ipv6 inspe
t t
p max-in
omplete host 40 blo
k-time 0ipv6 inspe
t name v6_fw t
p timeout 300ipv6 inspe
t name v6_fw ftpipv6 inspe
t name v6_fw udpipv6 inspe
t name v6_fw i
mpThese rules will be set for inbound and outbound tra�
 inspe
tion on all interfa
es. For Net�lter�rewalls, these operations are performed with the state module.As we 
onsider the internal to be native IPv6, 6to4 and Teredo tunneling are prohibited. Out-bound rules deny the usage of su
h addresses as sour
e, and inbound �ltering drops pa
kets to su
h adestination, while permitting to 
ommuni
ate with nodes using these te
hnologies in the Internet. Pro-hibiting these two te
hnologies requires IPv4 �ltering, by blo
king UDP port 3544 and the resolution ofteredo.ipv6.mi
rosoft.
om for Teredo or proto
ol 41 (IPv6 in IPv4 en
apsulation) for 6to4. This 
anbe bypassed by using 6to4 relays within the site. RFC 3964 [11℄ 
ontains useful information on how to
ounter this kind of threat.2.2 Global variablesTo simplify the de�nition of the se
urity poli
y, we proposed a set of aliases that may be used to identifythe sour
e or destination of the �ltering rules:

• internal All global or ULA pre�xes deployed within the site
• lo
al Only ULA pre�xes deployed within the site
• external Global pre�xes from partners and providers to allow a

ess to spe
i�
 servi
es or hosts forbusiness related 
ommuni
ations
• management Allowed to perform management operations
• any The default when nothing is spe
i�edThese aliases are lists of pre�xes and/or hosts that mat
h the des
ription. They 
an be used for thesite global poli
y or subnets poli
y. 6

teredo.ipv6.microsoft.com


2.3 Site-ISP inter
onne
tion: bogon pre�xes �lteringProte
ting the network with tra�
 �ltering is not su�
ient. The announ
es re
eived by the routingneighbors must be �ltered as well to prote
t against advertisement of depre
ated or bogus pre�xes. Thisoperation is 
alled Bogon Pre�xes Filtering, and should be enabled for all inbound and outbound routingproto
ol updates.We identi�ed the following pre�xes that should be �ltered in both the inbound and outbound pre�x-list:
• ::/8 le 128 IPv4 Compatible and Mapped addresses
• fe00::/9 le 128 Link and Site Lo
al Addresses
• f
00::/7 le 128 Unique Lo
al Addresses
• �00::/8 le 128 Multi
ast Addresses
• 2001:db8::/32 le 128 Do
ument Addresses
• 3�e::/16 le 128 6Bone Addresses
• 2001:10::/28 le 128 ORCHIDTeredo and 6to4 are spe
ial 
ases. The pre�x used for these tunneling me
hanisms should be a

epted,to enable tra�
 sent to these hosts, but smaller pre�xes should be dropped:
• Teredo permit 2001::/32deny 2001::/32 le 128
• 6to4 permit 2002::/16deny 2002::/16 le 128Finally, the pre�xes assigned to the site should be �ltered as well. At the inter-
onne
tion with theISP, the pre�x must be �ltered for inbound announ
es: deny PSite le 128. Inside the network, inboundannoun
es of the site pre�x must be a

epted, to allow routing between the site subnets: permit PSite le64. For outbound announ
es, at the site-ISP inter-
onne
tion, we permit the site pre�x (permit PSite),and within the site, ea
h router is allowed to advertise the pre�x it routes: permit PRouter .To express the pre�xes that are valid, we de�ned two mode of bogon �ltering:
• relaxed permit 2000::/3 le 48; does not require regular update, at least not until all 2000::/3 havebeen assigned to the Regional Internet Registries (RIRs)
• stri
t expli
itly permit only pre�xes assigned to the RIRs by the IANA 1; requires an update when anew pre�x is assigned (last pre�x assigned the 13th of May 2008)By default, the relaxed mode is set.In the 
on�guration, it is possible to spe
ify whether the router should a

ept announ
es 
ontainingthe default route. This may be useful in some 
ases within the site. by default, even if this feature isa
tivated, it is not set on the inter-
onne
tion between the site and the ISP.In all 
ases, the default rule is to deny everything that has not been expli
itly permitted: deny ::/0 le1281http://www.iana.org/assignments/ipv6-uni
ast-address-assignments/
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2.4 Subnet templatesSubnets 
an have di�erent roles in the network. Based on these roles, di�erent �ltering rules or behaviorsare expe
ted, whi
h are expressed by the following templates:
• DMZ Stateful �rewall, deny as default poli
y for inbound and outbound tra�
, pinholes to allowtra�

• IPv4 NAT Stateful �rewall, deny as inbound default poli
y with pinholes to allow tra�
, outbounddefault poli
y of a

ept
• Lo
al no Internet a

ess, all non-ULA pre�xes are expli
itly �ltered, limit sour
e and destinationaddresses of the pa
kets to the internal aliasIPv4 NAT means that the IPv4 subnet migrated to IPv6 was using this te
hnology. In this 
ase, wewant to keep the basi
 se
urity implied by the address translation. Here, we also re
ommend the usage ofPriva
y Extensions [9℄ for that subnet, but as it is host-oriented and does not require any 
on�gurationat the network level, we 
an not do it automati
ally. Other bene�ts of NAT 
an be a
hieved as statedin RFC4864 [4℄, but they are hard to implement on an automated basis, and we are not 
onvin
ed thatthese bene�ts are really required in su
h a 
ase.For other types of subnets, we do not re
ommend the usage of Priva
y Extensions, and in parti
ularthe temporary addresses, as it makes di�
ult the monitoring and lo
al tra
king of hosts, even if thebene�ts at a larger s
ale have been proven.Some tools su
h as NDPMon 2 
an help resolving that problem of host tra
king lo
ally if the usageof Priva
y Extensions is desired.Me
hanisms su
h as NAT66 [14℄ or other IPv6 NAT proposals 
an be of some interest if they rea
hedthe standard status and 
ould be added as another template here, and handled as another 
onstraint inthe addressing algorithm.Of 
ourse, it is also possible to de�ne a di�erent poli
y for a subnet by setting the di�erent parametersexpli
itly.A lo
al subnet is restri
ted to tra�
 from and to the site. It is possible to spe
ify whether the inboundtra�
 is restri
ted or not. If it is, the only servi
es that are a

essible are the ones that generate pinholes.Su
h a pinhole is propagated within the site, but not on the inter-
onne
tion with the ISP. As the �rstrules that are set 
on
ern reverse path �ltering and a lo
al pinhole has an internal pre�x as sour
e, itwould be dropped anyway. If the subnet is not restri
ted, all tra�
 initiated from the site itself passesthrough the �rewall. Moreover, as no pa
kets from the Internet 
an rea
h this subnet, to avoid routingsu
h pa
kets through the network when it is not ne
essary, all tra�
 to/from this subnet is denied at theinter-
onne
tion between the site and the ISP.2.5 Common rulesIn this se
tion, we de�ne the default �ltering rules that should be applied on the border and on ea
hinternal �rewall. These rules are set in all inbound or outbound ACL as de�ned in the following subse
-tions.2.5.1 Anti-spoo�ng and abnormal tra�
 �lteringAs it has been done for the routing advertisements, we must �lter the bogon and depre
ated pre�xes inthe pa
kets themselves.Moreover, as stated in RFC 5095 [1℄, an IPv6 pa
ket with Routing Header 0 should be dropped, andother types should be a

epted.2http://ndpmon.sf.net 8
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Figure 2.1: From the Internet to the SiteA
tion Sour
e Destination Proto
ol Port CommentDROP any ::/128 any any Unspe
i�ed Address::/128 any any anyDROP any ::1/128 any any Loopba
k Address::1/128 any any anyDROP any ::/96 any any IPv4 Compatible Addresses::/96 any any anyDROP any ::��:0:0/96 any any IPv4 Mapped Addresses::��:0:0/96 any any anyDROP any fe80::/10 or longer any any Link Lo
al Addressesfe80::/10 or longer any any anyDROP any fe
0::/10 or longer any any Site Lo
al Addressesfe
0::/10 or longer any any anyDROP any f
00::/7 any any Unique Lo
al Addressesf
00::/7 any any anyDROP any 2001:db8::/32 any any Do
ument Addresses2001:db8::/32 any any anyDROP any 3�e::/16 any any 6Bone Addresses (depre
ated)3�e::/16 any any anyDROP any 2001:10::/48 any any ORCHID (Overlay Addressing)2001:10::/48 any any anyDROP any 2001::/32 any any Teredo as destinationPERMIT 2001::/32 SITE any any Teredo as sour
eDROP any 2002::/16 any any 6to4 as destinationPERMIT 2002::/16 SITE any any 6to4 as sour
eDROP any any any any Default rule
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Figure 2.2: From the Site to the InternetA
tion Sour
e Destination Proto
ol Port CommentDROP any ::/128 any any Unspe
i�ed Address::/128 any any anyDROP any ::1/128 any any Loopba
k Address::1/128 any any anyDROP any ::/96 any any IPv4 Compatible Addresses::/96 any any anyDROP any ::��:0:0/96 any any IPv4 Mapped Addresses::��:0:0/96 any any anyDROP any fe80::/10 or longer any any Link Lo
al Addressesfe80::/10 or longer any any anyDROP any fe
0::/10 or longer any any Site Lo
al Addressesfe
0::/10 or longer any any anyDROP any f
00::/7 any any Unique Lo
al Addressesf
00::/7 any any anyDROP any 2001:db8::/32 any any Do
ument Addresses2001:db8::/32 any any anyDROP any 3�e::/16 any any 6Bone Addresses (depre
ated)3�e::/16 any any anyDROP any 2001:10::/48 any any ORCHID (Overlay Addressing)2001:10::/48 any any anyDROP 2001::/32 any any any Teredo as sour
ePERMIT SITE 2001::/32 any any Teredo as destinationDROP 2002::/16 any any any 6to4 as sour
ePERMIT SITE 2002::/16 any any 6to4 as destinationDROP any any any any Default rule
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Tra�
 from the site to the Internet needs to be spe
i�
ally permitted, and restri
ted to the site'spre�x as sour
e only. In the same way, tra�
 from the Internet to the site must be limited to the site'spre�x as destination, and dropped if a pa
ket 
oming from the Internet has the site pre�x as sour
e.Reverse Path Filtering must be a
tivated on all interfa
es and expli
it �ltering rules should be set aswell. A
tion Sour
e Destination Proto
ol Port CommentPERMIT SITE any any any Legitimate Tra�
DROP any any any any Spoofed sour
eFigure 2.3: From the site to the InternetA
tion Sour
e Destination Proto
ol Port CommentDROP SITE any any any Spoofed sour
ePERMIT any SITE any any Legitimate tra�
Figure 2.4: From the Internet to the site
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2.5.2 ICMPv6As spe
i�ed in RFC 4890 [3℄, the following rules should be applied on ICMPv6 tra�
.In the following table, we present the rules that should be applied in the FORWARD table. Theterminology used is the same than RFC 4890. We take the assumption that we want the same rulesfrom and to the Internet. This 
ould be modi�ed by the administrator to mat
h its own preferen
es, forexample by dropping E
ho Request pa
kets from the Internet to the site.A
tion Sour
e Destination Proto
ol Type Code CommentPERMIT any any i
mpv6 1 any Destination Unrea
hable (MUST NOT)PERMIT any any i
mpv6 2 any Pa
ket too big (MUST NOT)PERMIT any any i
mpv6 3 0 Time Ex
eeded (MUST NOT)PERMIT any any i
mpv6 4 1-2 Parameter Problem (MUST NOT)PERMIT any any i
mpv6 128 any E
ho Request (MUST NOT)PERMIT any any i
mpv6 129 any E
ho Reply (MUST NOT)PERMIT any any i
mpv6 3 1 Time Ex
eeded (SHOULD NOT)PERMIT any any i
mpv6 4 0 Parameter Problem (SHOULD NOT)PERMIT any any i
mpv6 144 any HA Addr Dis
o Req (SHOULD NOT)PERMIT any any i
mpv6 145 any HA Addr Dis
o Resp (SHOULD NOT)PERMIT any any i
mpv6 146 any Mobile Pre�x Sol (SHOULD NOT)PERMIT any any i
mpv6 147 any Mobile Pre�x Adv (SHOULD NOT)DROP any any i
mpv6 139 any Node Info Query(SHOULD)DROP any any i
mpv6 140 any Node Info Response (SHOULD)DROP any any i
mpv6 138 any Router Renumbering (SHOULD)DROP any any i
mpv6 100-101 any (SHOULD)DROP any any i
mpv6 127 any (SHOULD)DROP any any i
mpv6 200-201 any (SHOULD)DROP any any i
mpv6 255 any (SHOULD)DROP any any i
mpv6 any any Default ruleFigure 2.5: ICMPv6 Tra�
 to Filter (FORWARD)The rules for types 144 to 147 should only be applied if MIPv6 [8℄ is used on the site, whi
h issomething that needs further investigation.We must also 
onsider that two modes 
an be de�ned for ICMPv6, as it has been de�ned for theBogon Pre�x List:relaxed ICMP �ltering rules de�ned in RFC 4890 and presented herestri
t More restri
tive �ltering to prote
t against the dis
overy of the internal topology (e.g. e
horequests and replies would be denied from the Internet).

12



A
tion Sour
e Destination Proto
ol Type Code CommentPERMIT any IPFW i
mpv6 1 any Dest Unrea
hable (MUST NOT)PERMIT any IPFW i
mpv6 2 any Pa
ket too big (MUST NOT)PERMIT any IPFW i
mpv6 3 0 Time Ex
eeded (MUST NOT)PERMIT any IPFW i
mpv6 4 1-2 Parameter Problem (MUST NOT)PERMIT any IPFW i
mpv6 128 any E
ho Request (MUST NOT)PERMIT any IPFW i
mpv6 129 any E
ho Reply (MUST NOT)PERMIT any IPFW i
mpv6 133-134 any RS/RA (MUST NOT)PERMIT any i
mpv6 135-136 any NS/NA (MUST NOT)PERMIT any FF02::/16 i
mpv6 133-134 any RS/RA (MUST NOT)PERMIT any FF02::/16 i
mpv6 135-136 any NS/NA (MUST NOT)PERMIT ::/128 IPFW i
mpv6 135 any NS for DADPERMIT any IPFW i
mpv6 141 any Inv NDP Sol (MUST NOT)PERMIT any IPFW i
mpv6 142 any Inv NDP Adv (MUST NOT)PERMIT any IPFW i
mpv6 130 any MLD Query (MUST NOT)PERMIT any IPFW i
mpv6 131 any MLD Report (MUST NOT)PERMIT any IPFW i
mpv6 132 any MLD Done (MUST NOT)PERMIT any IPFW i
mpv6 143 any MLDv2 Report (MUST NOT)PERMIT any IPFW i
mpv6 151 any Mult Router Adv (MUST NOT)PERMIT any IPFW i
mpv6 152 any Mult Router Sol (MUST NOT)PERMIT any IPFW i
mpv6 153 any Mult Router Term (MUST NOT)PERMIT any IPFW i
mpv6 3 1 Time Ex
eeded (SHOULD NOT)PERMIT any IPFW i
mpv6 4 0 Parameter Problem (SHOULD NOT)DROP any IPFW i
mpv6 148 any Cert Path Sol (MUST NOT)DROP any IPFW i
mpv6 149 any Cert Path Adv (MUST NOT)DROP any IPFW i
mpv6 137 any Redire
tDROP any IPFW i
mpv6 139 any Node Info QueryDROP any IPFW i
mpv6 140 any Node Info ResponseDROP any IPFW i
mpv6 100-101 any (SHOULD)DROP any IPFW i
mpv6 127 any (SHOULD)DROP any IPFW i
mpv6 154-255 any (SHOULD)DROP any IPFW i
mpv6 any any Default ruleFigure 2.6: ICMPv6 Tra�
 to Filter (INPUT)where IPFW stands for any address set on the �rewall interfa
e on whi
h the pa
ket is re
eived, andFF02::/16.NDP messages RA/RS and NA/NS are also allowed with FF02::/16 as destination. This permits tore
eive messages multi
asted to the all-nodes, all-routers... addresses.NDP NS with unde�ned sour
e is a

epted as well in INPUT in the s
ope of the DAD pro
edure.This rule must be set before the rules de�ned in se
tion 2.5.1.Rules for types 148 and 149 must be set to PERMIT if SEND [2℄ is used on the site. Otherwise, theserules must apply the DROP a
tion. As we do not 
onsider SEND in our study, and we do not believethat it is something that may be of any interest for the networks, regarding its 
omplexity, we set theserules to DROP.Rules for types 128 and 129 (e
ho request and reply) are shown here in mode relaxed. A stri
t modehas been de�ned as well that limit this messages to the management alias. All other sour
es or destinationare prohibited to ping the hosts on the network. However, the hosts are allowed to ping any 
omputer inthe Internet. 13



A
tion Sour
e Destination Proto
ol Type Code CommentPERMIT IPFW any i
mpv6 any any Default ruleFigure 2.7: ICMPv6 Tra�
 to Filter (OUTPUT)where IPFW stands for any address set on the �rewall interfa
e from whi
h the pa
ket is emitted.2.5.3 Multi
astPa
kets with a multi
ast address as sour
e should be dropped in any 
ase. Moreover, spe
ial attentionmust be brought to the s
ope of the pa
kets: no pa
ket must be forwarded beyond its s
ope.To do so, we must 
onsider 4 s
enarios.Inter
onne
tion with the ISPAt the site boundaries, only multi
ast pa
kets whi
h have a multi
ast destination with global s
ope shouldbe forwarded. Pa
kets with node, link, site or organization s
ope should be dropped.A
tion Sour
e Destination Proto
ol Port CommentPERMIT any FF0E::/16 ASM Global Multi
astPERMIT any FF1E::/16 ASM Global Multi
astPERMIT any FF3E::/16 SSM Global Multi
astDROP any FF00::/8 Default ruleDROP FF00::/8 any Sour
e Multi
astFigure 2.8: Multi
ast from the Internet to the SiteA
tion Sour
e Destination Proto
ol Port CommentPERMIT PSite FF0E::/16 ASM Global Multi
astPERMIT PSite FF1E::/16 ASM Global Multi
astPERMIT PSite FF3E::/16 SSM Global Multi
astDROP any FF00::/8 any any Default ruleDROP FF00::/8 any Sour
e Multi
astFigure 2.9: Multi
ast from the Site to the Internet
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Forwarding within the siteA
tion Sour
e Destination Proto
ol Port CommentPERMIT any FF0E::/16 ASM Global Multi
astPERMIT any FF1E::/16 ASM Global Multi
astPERMIT any FF3E::/16 SSM Global Multi
astPERMIT PSite FF05::/16 Site s
opePERMIT PSite FF08::/16 Organization S
opeDROP any FF00::/8 any any Default ruleDROP FF00::/8 any Sour
e Multi
astFigure 2.10: Forwarding within the siteINPUT on the �rewallA
tion Sour
e Destination Proto
ol Port CommentPERMIT any FF0E::/16 ASM Global Multi
astPERMIT any FF1E::/16 ASM Global Multi
astPERMIT any FF3E::/16 SSM Global Multi
astPERMIT PSite FF05::/16 Site s
opePERMIT PSite FF08::/16 Organization S
opePERMIT PLink FF02::/16 Link Lo
al S
opePERMIT FE80::/10 FF02::/16 Link Lo
al S
opeDROP any FF00::/8 any any Default ruleDROP FF00::/8 any Sour
e Multi
astFigure 2.11: INPUT on the FirewallOUTPUT from the �rewallA
tion Sour
e Destination Proto
ol Port CommentACCEPT IPFW FF00::/8 any any Default ruleDROP FF00::/8 any Sour
e Multi
astFigure 2.12: OUTPUT on the Firewall
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2.5.4 Firewall INPUT/OUTPUT tra�
In
oming tra�
 to the �rewall should be stri
tly restri
ted. Besides ICMPv6, bogus and multi
ast�ltering presented in the earlier se
tions (2.5.1, 2.5.2 and 2.5.3), all tra�
 should be dropped. The onlytra�
 that should be permitted is management tra�
. This in
ludes SNMP, NTP, Telnet or SSH forremote 
on�guration, FTP or TFTP for 
on�guration up/download... This tra�
 should be restri
tedto expli
it IPv6 addresses, i.e. the management alias de�ned earlier.In the following table, IPM stands for the IPv6 addresses of the management alias, and IPFW for theIPv6 address of the �rewall. If ULAs are deployed on the network, it is preferable to use these addressesfor management a

ess to the �rewall.A
tion Sour
e Destination Proto
ol Port CommentPERMIT IPM IPFW t
p ssh A

ess to the SSH serverPERMIT IPM IPFW t
p telnet A

ess to the Telnet ServerPERMIT IPM IPFW t
p snmp A

ess to the SNMP ServerDROP any any any any Default ruleFigure 2.13: Tra�
 to the Firewall (INPUT)Depending on the 
on�guration method sele
ted in the Transition Engine, we will open Telnet and/orSSH for remote 
on�guration. Spe
ial attention must be brought to the routing proto
ol used, and rulesmay be set a

ordingly, to avoid dropping pa
ket used for internal or external routing. Depending on therouting proto
ol used, the following rules are applied on ea
h 
on
erned interfa
e of the router.RIPng uses TCP or UDP port 521 and multi
ast group FF02::9 or uni
ast to the IPv6 Link Lo
aladdress on the router's interfa
e. Even if UDP towards the multi
ast group is mainly used, all rulesshould be permitted to avoid missing any information.A
tion Sour
e Destination Proto
ol Port CommentPERMIT any FF02::9 udp 521PERMIT any FF02::9 t
p 521PERMIT any IPFW udp 521PERMIT any IPFW t
p 521Figure 2.14: RIPng in INPUTA
tion Sour
e Destination Proto
ol Port CommentPERMIT IPFW FF02::9 udp 521PERMIT IPFW FF02::9 t
p 521PERMIT IPFW any udp 521PERMIT IPFW any t
p 521Figure 2.15: RIPng in OUTPUTOSPF runs dire
tly over IP with the proto
ol number 89. It uses the multi
ast groups FF02::5 andFF02::6, or uni
ast to the IPv6 Link Lo
al address on the router's interfa
e.Finally, BGP uses TCP on port 179 with known BGP neighbors (spe
i�ed in the transition engine).FTP or TFTP tra�
 is generally issued by the �rewall. There is no need to allow the return pa
ket asthe stateful �ltering will allow this tra�
. The tra�
 issued by the �rewall does not require any �ltering,besides the 
ommon rules for anti-spoo�ng, multi
ast and i
mpv6.The rules de�ned above for routing proto
ols in output are thus not required.16



A
tion Sour
e Destination Proto
ol Port CommentPERMIT any FF02::5 89PERMIT any FF02::6 89PERMIT any IPFW 89Figure 2.16: OSPFv3 in INPUT
A
tion Sour
e Destination Proto
ol Port CommentPERMIT IPFW FF02::5 89PERMIT IPFW FF02::6 89PERMIT IPFW any 89Figure 2.17: OSPFv3 in OUTPUT
A
tion Sour
e Destination Proto
ol Port CommentPERMIT IPneighbor IPFW t
p 179Figure 2.18: BGP in INPUT
A
tion Sour
e Destination Proto
ol Port CommentPERMIT IPFW IPneighbor t
p 179Figure 2.19: BGP in OUTPUT
A
tion Sour
e Destination Proto
ol Port CommentPERMIT IPFW any any any Default ruleFigure 2.20: Tra�
 from the Firewall (OUTPUT)17



2.5.5 Bla
klistIt is possible to de�ne a bla
klist of hosts or pre�xes that are not allowed to 
ommuni
ate with the siteor subnet. These hosts or pre�xes will be expli
itly prohibited in the ACLs.
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Chapter 3PinholesAs already said in se
tion 2.1, we use stateful �rewalls. This implies that we need to expli
itly openpinholes to allow a

ess to the servi
es within the site or a subnet of it. These pinholes 
reate rules asdetailed as possible that permit some tra�
 to pass the �rewall.The pinholes 
an be set in input (e.g. to a

ess a WEB server in the DMZ), in output if it is restri
ted(e.g. permit host within a NAT subnet to surf on the Internet), or both (e.g. a DNS server in the DMZmust be a

essible from the internal network, but also needs to join other DNS servers in the Internetfor re
ursion). Other pinholes are by default restri
ted to the management alias (e.g. SSH a

ess to theservers in the DMZ).3.1 Spe
i�
ationThe pinholes 
an be expressed via servi
e aliases or via expli
it rules3.1.1 Servi
es aliasesAn alias 
onsists in a 
ouple 
omposed of the name of the servi
e and the host or pre�x to use asdestination. If the servi
e runs on another port than the default one, it 
an be spe
i�ed. Moreover, thea

ess 
an be restri
ted to a given set of sour
es (hosts, pre�xes or aliases), the default being any.We de�ned rules for the following aliases: SSH, HTTP(S), NTP, DNS, SMTP(S), POP3(S), IMAP(S),Windows Shares, NFS, FTP, SNMP, SCTP, DCCP, IPSe
 (AH+ESP).The de�nition of DNS di�ers from the other aliases, be
ause we need to allow re
ursion over theInternet. We must thus spe
ify a primary and eventually a se
ondary server for whi
h the re
ursion willbe permitted.Moreover, we do not 
onsider here the se
urity that should be performed on the server itself, e.g.disabling re
ursion for the DNS server if the request is issued by an external node.All aliases must follow the following RelaxNG S
hema:<element name="servi
e"><interleave><!-- the name of the servi
ea
ts as the name of the aliasAliases for far: http, https, smtp, smtps, ssh, snmp, dns--><element name="name"><data type="string"/></element><!-- The host on whi
h the servi
e is running19



if not set, the whole site/subnet is used as destination--><optional><element name="destination"><oneOrMore><
hoi
e><element name="prefix"><ref name="ipv6-network-repr"/></element><element name="host"><ref name="ipv6-address-repr"/></element><!-- aliases to the variables defined at the start --><element name="internal"><empty/></element><element name="lo
al"><empty/></element><element name="external"><empty/></element><element name="management"><empty/></element><element name="any"><empty/></element></
hoi
e></oneOrMore></element></optional><!-- The port, if different than the default one from the alias --><optional><element name="port"><ref name="port-or-range-or-servi
e-
ontent"/></element></optional><!-- The sour
e 
an bedefault: anyinternallo
alexternalmanagementa prefixa hostFor ea
h sour
e a rule is set--><optional><element name="sour
e"><oneOrMore><
hoi
e><element name="prefix"><ref name="ipv6-network-repr"/>20



</element><element name="host"><ref name="ipv6-address-repr"/></element><!-- aliases to the variables defined at the start --><element name="internal"><empty/></element><element name="lo
al"><empty/></element><element name="external"><empty/></element><element name="management"><empty/></element><element name="any"><empty/></element></
hoi
e></oneOrMore></element></optional></interleave></element>All the aliases must follow the same interfa
e, and it must be possible and easy to add dynami
allynew aliases. It is important to do
ument ea
h alias 
orre
tly to avoid mis
on�gurations.3.1.2 Custom rulesIt is impossible to have default aliases for all possible servi
es. Therefore we allow the de�nition of 
ustomrules by sub
lassing the generi
 rules presented in se
tion 4.2.2.3.2 Consisten
yAs we have several �rewalls in our network, the 
onsisten
y of the se
urity poli
y between them isimportant and will require spe
ial attention. If the usage of the 
ommon bogon and ICMPv6 �lteringwill ensure part of the 
onsisten
y, the pinholes are more 
hallenging. We have to propagate the pinholeson all �rewall on the path to the border.As the se
urity and transition engine are meant to work together to a
hieve out the transition pro
e-dure, we have a

ess to the information about the network representation as a graph, and more spe
i�
allyon the an
estors and su

essors of a node. Given this information, we need to de�ne an algorithm, thatensures the 
orre
t propagation of the pinholes.Studies addressing the 
onsisten
y, veri�
ation and validation of se
urity poli
ies exist. The algorithmsand me
hanisms des
ribed in these studies 
an be applied, or modi�ed to be applied, to this 
onsisten
yto verify that the propagation of the rules is in adequa
y to the site poli
y.
21



Chapter 4ImplementationIn this se
tion, we present the �rst thoughts and 
on
lusions on the implementation of the se
urity engine.4.1 Planned ar
hite
tureThe se
urity engine will work in 
ooperation with the transition engine, as we need information aboutthe network graph. It takes the se
urity poli
y de�ned in se
tion 2 as a parameter and outputs the rulesfor the �rewalls in XML �les respe
ting the s
hema de�ned in 4.2.2. These �les 
an then be translatedin the s
hema 
orresponding to the �rewalls implementation and pushed on the devi
e via Net
onf.Figure 4.1 presents the planned ar
hite
ture.

Figure 4.1: Se
urity Engine Ar
hite
tureIn the 
urrent version of the framework, the XML �le will be serialized in CLI or Net�lter s
ript andpushed on the devi
es via SSH or Telnet. The work on Net
onf will be kept as a ba
kground task.
22



4.2 XML s
hemas for �rewall rulesAs we de
ided sin
e the beginning of the proje
t to work with XML data models, in order to reuse themlater on with Net
onf, we de�ne some s
hemas to handle the �rewall rules.We begin by the s
hemas for ip6tables and the Cis
o IOS �rewall, whi
h are the two �rewalls imple-mentations we sele
ted in this study. Then, by analyzing both the similarities and our needs, we designeda generi
 XML s
hema.4.2.1 Ip6tables and 
is
oWe de�ned two RelaxNG XML s
hemas for ip6tables version 1.4.4 and Cis
o IOS Firewall version12.4(11)T2. The main di�eren
e resides in the ar
hite
tural organization of the two �rewalls.In ip6tables, the rules are split in several independent tables, ea
h one taking 
are of a spe
i�
 task:FILTER is the default table used for �ltering, MANGLE is used for pa
ket alteration, and RAW is usedfor 
on�guring exemptions from 
onne
tion tra
king. In ea
h table, the rules are organized in 
hains (a
hain is an ACL a

ording to the Cis
o terminology), and we have some prede�ned 
hains (e.g. INPUT,FORWARD and OUTPUT in the FILTER table) or user-de�ned ones. A 
hain or a rule 
an be appliedto an interfa
e inbound or outbound tra�
. It 
an also be applied to the transit between two interfa
es.Several 
hains 
an be set on the same interfa
e, in the same table or not, if the 
onditions are notoverlapping.In Cis
o, the rules are organized in ACLs. An ACL 
an be set on one or more interfa
es in input oroutput, or both, but we 
an only set one ACL per interfa
e in ea
h dire
tion.The di�eren
e in organization (ip6tables tables) 
an be easily bypassed. In our s
enario, we 
an limitourselves on the FILTER table, and thus make the assumption that all 
hains are set in that table. If wedo so, we have the following representations for a rule allowing a host to 
onne
t on the SSH server onanother:ip6tables -A INPUT -s 2001:db8:4501:32::2/128 -d 2001:db8:4501:8::1/128-i eth0 -p t
p -m t
p --dport 22 -j ACCEPT<ip6tables><INPUT><rule rulenum="1"><sour
e type="host">2001:db8:4501:32::2/128</sour
e><destination type="host">2001:db8:4501:8::1/128</destination><interfa
e-in>eth0</interfa
e-in><proto
ol><t
p ><destination-port type="value">22</destination-port></t
p></proto
ol><target>ACCEPT</target></rule></INPUT></ip6tables>permit t
p host 2001:db8:4501:32::2 host 2002:9851:7278:8::1 eq 22<a

ess-lists><a

ess-list><name>internal-in</name><interfa
e><name>eth0</name><in/></interfa
e><rule><a
tion>permit</a
tion><sour
e type="host">2001:db8:4501:32::2/128</sour
e><destination type="host">2001:db8:4501:8::1/128</destination><proto
ol><t
p ><destination-port type="value">22</destination-port></t
p></proto
ol></rule> 23



</a

ess-list></a

ess-lists>The main di�eren
e that subsists 
on
erns the handling of the interfa
e on whi
h the rule is applied,and the presen
e of the prede�ned 
hains in ip6tables. But, if we 
orre
tly de�ne the usage of thesedi�eren
es and adapt the way we use ip6tables to one similar to Cis
o, we still manage to express thesimple/basi
 se
urity poli
y we want to apply.Thus, we de�ned a generi
 representation for �rewall rules.4.2.2 Generi
 s
hemaAs presented in the previous se
tion, it is possible to express an ip6tables or Cis
o �rewall in a 
ommonrepresentation. In the example, we see that the sour
e/destination and proto
ol representations areidenti
al. It is the 
ase for all usual proto
ols (TCP, UDP, ICMP) or options (DSCP, mobility androuting headers). We thus de�ned a �rst version of a generi
 representation for �rewalling rules, whi
htakes only the parts identi
al in both implementations (always making the assumption that all 
hains areset in the FILTER table of ip6tables).This gives the following representation for our example:<firewall><stateful/><rpf><stri
t/></rpf><group><name>internal-in</name><interfa
e-in>eth0</interfa
e-in><default-poli
y>DENY</default-poli
y><rule><a
tion>permit</a
tion><sour
e type="host">2001:db8:4501:32::2/128</sour
e><destination type="host">2001:db8:4501:8::1/128</destination><proto
ol><t
p ><destination-port type="value">22</destination-port></t
p></proto
ol></rule></group></firewall>Depending on the 
on�guration method 
hosen, this representation will be translated to the spe
i�
XML s
hema if we use Net
onf, or to a 
on�guration s
ript if we use a traditional CLI 
on�gurationme
hanism.We introdu
ed also the notion of default poli
y, whi
h is an ip6tables terminology. In Cis
o, this istranslated in a deny any any rule with the highest sequen
e number possible.When de�ning the basi
 se
urity that should be deployed when performing the transition, some newneeds in terms of proto
ols or options have raised (SCTP, DCCP...) and other will too (ESP, AH whenwe will 
onsider the VPNs). The di�eren
es between both implementations in this 
ase are minor. Onerarely used option will be present in one and not the other, or they will not de�ne exa
tly the same aliasesfor some types for example. But in all 
ases, it is possible to de�ne a generi
 representation, not alwaysoptimal for one of the �rewalls, but that permits to express the rule in a generi
 way without loosinginformation and synta
ti
ally valid, while keeping the translation to the spe
i�
 rule easy.4.3 Site poli
yThe site global se
urity poli
y follows a RelaxNG XML s
hema. It will not be presented here, but itshipped with the sour
e 
ode. It permits to de�ne and tune all the rules we presented in 
hapters 2 and3. the interesting part is the parsing of this poli
y.1. Parse and 
reate the sour
e/destination aliases24



2. Parse the Site-ISP inter
onne
tion poli
y
• Create Border Firewall
• Create ACLs IN and OUT on upstream interfa
e3. Parse subnets poli
ies: for ea
h subnet:
• Identify subnet, prede
essor and prede
essor interfa
e
• Subnet template ?
• Create Firewall 
orresponding to the prede
essor, IN and OUT ACLs on its interfa
e 
onne
tedto the subnet, parse and set pinholes4. On all generated �rewalls, 
reate ACLs on the interfa
es that do not have any5. Ensure 
onsisten
y of pinholesAdding ACLs on the �rewalls interfa
es where none was set permits to ensure the �rewall is prote
tedin INPUT and OUTPUT on these interfa
es as well, and performs the minimum �ltering (anti-spoo�ng,ICMPv6...). As by 
on�guration no se
urity was required on these interfa
es, we 
ould set the defaultpoli
y to a

ept on these interfa
es. This solution works well for Cis
o �rewalls, as the pa
ket 
an gothrough several ACLs automati
ally. However, in Net�lter, a pa
ket goes through the FORWARD table,and is then redire
ted to the ACL 
orresponding to the in
oming or outgoing interfa
e, but, unless weset a manual jump to another ACL, the pa
ket will not be �ltered by another ACL. Thus, if we set thedefault poli
y to ACCEPT in Net�lter, a pa
ket may bypass se
urity rules set on the site. For example, ifwe have missing ACLs with ACCEPT as default poli
y set on an interfa
e, and ACLs prote
ting a DMZset on the other one, a pa
ket entering the �rewall from the missing ACL and dire
ted to the DMZ willmat
h the default rule on the missing ACL and will bypass all the rules set in the DMZ. To avoid thisissue, instead of being ACCEPT, the default poli
y is to jump to the ACL 
orresponding to the interfa
eto whi
h the pa
ket is forwarded. Therefore, the pa
ket will go through several interfa
es and will notbypass any se
urity rule.4.3.1 ACLs generationWe de
ided to set ACLs for inbound and outbound tra�
 on all interfa
es on the �rewalls. In order togeneralize the naming of these ACLs to simplify the implementation, we de
ided that an interfa
e IFACEwill have 2 ACLs 
alled IFACE-IN and IFACE-OUT.For example, in �gure 4.2, the interfa
e Gi0/0 has two ACLs de�ned: Gi0/0-in and Gi0/0-out. Thedire
tion of the inbound and outbound tra�
 is inverted between the upstream and the other interfa
es.In this example, on the upstream interfa
e, outbound tra�
 is going out on Gi0/0, whereas on Gi0/1 itis 
oming in.In Net�lter �rewalls, we have 2 extras ACLs, INPUT and OUTPUT, whi
h handle the tra�
 dire
tlya

essed or emitted by the �rewall. These ACLs di�er from the other ones be
ause they are not linkedto an interfa
e.4.4 Pinholes4.4.1 Servi
e aliasesAll pinholes follow the same interfa
e. In fa
t, this interfa
e is a python 
lass 
alled servi
e_template fromwhi
h all servi
es inherit. This template de�nes a default 
onstru
tor and all the serialization fun
tions.All the aliases are stored in the dire
tory ./6tea/se
urity/servi
es/. As long as the de�ned servi
ename, �le name and 
lass name are rigorously identi
al, the servi
e alias will be dynami
ally loaded bythe se
urity engine without any modi�
ation of the engine itself.25



Figure 4.2: ACLs NamingFor example, to add a servi
e alias for HTTP, we 
reate the following http.py �le and pla
e it in./6tea/se
urity/servi
es/.from template import servi
e_template
lass http(servi
e_template):def __init__(self,id=0,dst=[℄,sour
e=[℄,proto
ol="t
p",port=80,inbound=True,outbound=False):servi
e_template.__init__(self, id=id, dst=dst, sour
e=sour
e, proto
ol=proto
ol, \port=port, inbound=inbound, outbound=outbound)def __repr__(self):txt = "HTTP: \n" + servi
e_template.__repr__(self)return txtThen, in the se
urity poli
y XML �le, we add the servi
e des
ription:<servi
e><name>http</name><destination><host>2001:660:4501:3208:212:3fff:fe77:74a</host></destination></servi
e>As the servi
e name in the XML poli
y, the �le name and the 
lass de�nition mat
h, the servi
e aliaswill be handle perfe
tly.Some servi
es may require several �ltering rules on di�erent ports or �rewalls. In that 
ase, the
onstru
tor must be rewritten as it was done for example for RIPng, to use dire
tly the 
lass de�ning arule, simpleRule and 
reate the list of rules to apply.from simple_rule import simpleRulefrom template import servi
e_template
lass ripng(servi
e_template): 26



def __init__(self,id=0,dst=["ff02::9"℄,sour
e=[℄,port=521,inbound=True,outbound=False):self.rules = [℄self.ruleId = idif inbound:if len(dst) == [℄:dst=["ff02::9"℄for d in dst:r = simpleRule(id=self.ruleId, dst=d, proto
ol="udp", port=port, inbound=inbound, outbound=outbound)self.rules.append(r)self.ruleId = self.ruleId+1r = simpleRule(id=self.ruleId, dst=d, proto
ol="t
p", port=port, inbound=inbound, outbound=outbound)self.rules.append(r)self.ruleId = self.ruleId+1else:for s in sour
e:r = simpleRule(id=self.ruleId, dst="ff02::9", proto
ol="udp", port=port, inbound=inbound, outbound=outbound)r.sour
e = IP(s)self.rules.append(r)self.ruleId = self.ruleId+1r = simpleRule(id=self.ruleId, dst="ff02::9", proto
ol="t
p", port=port, inbound=inbound, outbound=outbound)r.sour
e = IP(s)self.rules.append(r)self.ruleId = self.ruleId+1r = simpleRule(id=self.ruleId, dst=None, proto
ol="udp", port=port, inbound=inbound, outbound=outbound)r.sour
e = IP(s)self.rules.append(r)self.ruleId = self.ruleId+1r = simpleRule(id=self.ruleId, dst=None, proto
ol="t
p", port=port, inbound=inbound, outbound=outbound)r.sour
e = IP(s)self.rules.append(r)self.ruleId = self.ruleId+1def toCLI(self, refle
t=None, inbound=False, outbound=False):return servi
e_template.toCLI(self, refle
t=None, inbound=inbound, outbound=outbound)def __repr__(self):txt = "RIPNG: \n" + servi
e_template.__repr__(self)return txtIn this example, we 
reated rules for UDP and TCP port 521, for the given list of sour
e and desti-nation, and the reserved multi
ast address FF02::9. On top of that, we modi�ed the toCLI fun
tion tofor
e the re�e
t parameter to None. This parameter permits the use of re�exive ACLs on Cis
o �rewall,whi
h must be set expli
itly, unlike Net�lter where the state module handles it automati
ally. By default,all pinholes generate an entry in the global re�exive ACL on the �rewall.4.4.2 Consisten
yAll pinholes opened on a �rewall ACL (even on the �rewall INPUT and OUTPUT ACLs for managementoperations) must be propagated through the network graph up to the root. Pinholes set in a subnetfollowing the lo
al template are also propagated to the root but not on the inter
onne
tion with the ISP.When setting a pinhole for a subnet, we �rst propagate it lo
ally on the upstream inbound interfa
e.Then we go to the prede
essor �rewall and do the same, until the border �rewall is rea
hed. Outbound27



tra�
 in response will be automati
ally permitted thanks to the 
onne
tion tra
king system.4.5 SerializationAll obje
ts in the implementation (�rewall, ACL, servi
e alias, bogon pre�x list...) follow the sameserialization interfa
e:toCLI Serialize into Cis
o CLItoNet�lter Serialize into Net�lter s
ript using the ip6tables 
ommandtoXML Serialize into the generi
 �rewall representationTo ensure that all �ltering rules are pro
essed in the right order, ea
h one of them is assigned arule ID (sequen
e number in CLI terminology), and the rules are sorted regarding this rule ID beforeserialization.4.6 GUI integrationThe se
urity engine has been integrated with the Transition Engine via its graphi
al interfa
e. To do so,we 
reated two new tabs.The Se
urity tab permits to load the se
urity poli
y XML 
on�guration �le, and displays informationabout the site global poli
y. On
e the poli
y is loaded, the new network map is updated to show whi
hrouters have a �rewall a
tivated. With the following se
urity poli
y example, we obtain the new networkshown in �gure 4.3.<se
urity-poli
y><management><host>2001:660:4501:1:213:72ff:fe35:745</host></management><internal><prefix>2001:660:4501:3200::/56</prefix><prefix>fd
d:2141:44be::/48</prefix></internal><site><bogon-filtering>relaxed</bogon-filtering><stateful/><i
mpv6>stri
t</i
mpv6><rpf>stri
t</rpf><restri
ted><servi
e><name>https</name><destination><host>2001:200:0:8002:203:47ff:fea5:3085</host></destination></servi
e><servi
e><name>ssh</name><sour
e><management/></sour
e></servi
e></restri
ted><bla
klist> 28



<host>2001:660:4501:123::1</host><prefix>2001:660:4501:456::/64</prefix></bla
klist><servi
es><servi
e><name>telnet</name></servi
e></servi
es></site><subnet><id>lan1</id><dmz/><restri
ted><servi
e><name>http</name></servi
e></restri
ted><servi
es><servi
e><name>http</name><destination><host>2001:660:4501:3208:212:3fff:fe77:74a</host></destination></servi
e><servi
e><name>ssh</name><host>2001:660:4501:3208::/64</host><sour
e><management/></sour
e></servi
e></servi
es></subnet><subnet><id>lan4</id><lo
al/><servi
es><servi
e><name>ftp</name><sour
e><internal/></sour
e></servi
e></servi
es><rules><rule><a
tion>ALLOW</a
tion><sour
e type="network">2001:660:4501:3200::/56</sour
e><proto
ol><t
p><destination-port type="value">12345</destination-port></t
p></proto
ol></rule> 29



</rules></subnet><subnet><id>lan5</id><nat/><servi
es><servi
e><name>ssh</name></servi
e></servi
es></subnet></se
urity-poli
y>

Figure 4.3: Se
ured NetworkThe Firewall Details tab shows the detailed information about ea
h newly generated �rewall. Itgives a

ess to the global 
on�guration, or from a per ACL point of view. It is possible to 
on�gureindependently ea
h �rewall, or all of them at the same time via the se
urity tab. It is possible to saveea
h �rewall or ACL 
on�guration in s
ript (CLI or Net�lter) or XML representation via the �rewalldetails tab. Figure 4.4 illustrates su
h a tab.At the same time, we implemented the transition pro
edure:1. Laun
h 6Te� and load the XML and DOT 
on�guration �les for the Transition Engine2. Go to the addressing tab and run the engine3. Che
k the proposed addressing plan via the new network and router/network details tabs4. Validate the addressing plan in the addressing tab5. Se
ure the network in the addressing tab6. Load the site poli
y XML �le in the se
urity tab7. Che
k in the new network and �rewall details tab the se
urity rules30



Figure 4.4: Firewall Details8. Con�gure the routing bogon �ltering and the �rewalls in the se
urity tab9. Con�gure the routers in the addressing tab10. Eventually, save the 
on�guration in the se
urity tab11. The network transition is performed, quitThe tool does not permit a one 
li
k transition, as the administrators validation is required before 
on-�guring the network devi
es, but on
e he 
on�gured everything a

ording to his needs and requirements,the tools performs all the operations automati
ally.4.7 Future workSome minor improvements must still be performed. At the moment, we set the rules everywhere without
he
king that the sour
e or destination pre�x mat
h the aggregated pre�x assigned on an interfa
e. Thisdoes not 
reate se
urity holes, but simply adds unne
essary rules.For example, if the management alias 
ontains a host whi
h address is outside the site pre�x, it wouldbe only ne
essary to 
reate the ACL on the �rewall's upstream interfa
e.
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Chapter 5Versus simple/advan
ed se
urity draftsTwo IETF drafts address simple [7℄ and advan
ed [13℄ se
urity in Customer Premise Equipments (CPE)residential gateways. These proposition are fo
used on home residential network, where a single subnetis present, and where the IPv4 network is using NAT te
hnologies. These drafts have some interestingre
ommendations, and we share a subset of these in our study.However, we are dealing with a more 
omplex s
enario, as we are fo
used on small and medium businessnetworks. We address the same problem, at a larger s
ale. Thus, we have to 
onsider several subnets,several routers, and routing proto
ols, whi
h are not 
onsidered in these drafts. Moreover, the subnetsin our network 
an have di�erent roles (DMZ, NAT, lo
al) that require spe
i�
 and di�erent se
urityrules. This implies that we 
an have several �rewalls and that we have to deal with the 
onsisten
y ofthe �ltering on all of them, to ensure a 
orre
t propagation of the pinholes.As we are oriented on business networks, our approa
h is more restri
tive. The default poli
y and�ltering is tighter in our study, but via 
on�guration the same pinholes 
an be opened. For example,when in residential networks the default poli
y for outgoing tra�
 would be to allow everything, we preferto deny everything that is not expli
itly permitted.We still need to investigate some points (see se
tion 6), and we are aiming at publishing these re
om-mendations as an Internet Draft, whi
h is why any feedba
k is wel
omed.
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Chapter 6Next steps and future workWe still need to address several points in this study.First of all, we need to improve some aspe
ts of the se
urity poli
y. For example, we want to de�nesome templates for ICMPv6 as we did for the bogon �ltering, to permit or deny ping6 and other messagesthat may permit to s
an the network and infer its internal topology easily. Another template would
on
ern Mobile IPv6.We did not 
onsider the inter
onne
tion between the border router and the IPv6 provider in thetransition engine, but we need to 
onsider it in the se
urity engine. Thus, we need to de�ne the rulesto apply if a tunneling me
hanism su
h as 6to4 is used to inter
onne
t with the IPv6 Internet [11℄, or ifrelays are deployed within the site.Other points that we must investigate are IPv6 VPNs and other IPv6-in-IPv6 tunneling me
hanisms.We must de�ne the �ltering rules that will permit the usage of IPv6 VPNs within the site, withoutopening se
urity holes where the �ltering rules may be bypassed by the en
apsulation.Finally, we want to translate the generi
 �rewall representation in the Yang language and propose itin the Net
onf 
ommunity. This model will be implemented in the Ensuite Net
onf framework 1.

1ensuite.sf.net 33
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Chapter 7Con
lusionDuring this study, we proposed several algorithms performing the transition of a network from IPv4 toIPv6. In this report, we presented the operations required to se
ure this transition.We proposed the minimal set of �ltering rules that should be set on a newly transitioned SME network.We also proposed a global site poli
y de�nition, and presented how it 
an be deployed on a network.Finally, we presented the implementation of these �ltering rules within 6Te�, our transition engine,o�ering a tool 
apable of performing the transition of a network to IPv6, from the addressing to these
urity of this new network.
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