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Abstra
tOver the last de
ade, IPv6 has established itself as the most mature network proto
ol for the futureInternet. While its a

eptan
e and deployment remained so far often limited to a
ademi
 networks, itsre
ent deployment in both 
ore networks of operators (often for management purposes) and its availabilityto end 
ustomers of large ISPs demonstrates its deployment from the inside of the network leading to theedges.For many enterprises, the transition remains an issue today. This remains a tedious and error pronetask for network administrators.In the 
ontext of the Cis
o CCRI proje
t, we aim at providing the ne
essary algorithms and tools toenable this transition to be
ome automati
. In this report, we present the �rst out
ome of this work,namely an analysis of the transition pro
edure and a model of target networks on whi
h our automati
approa
h will be experimented. We also present a �rst version of a set of transition algorithms that willbe re�ned through the study.



Chapter 1Introdu
tionIP networks are widely spread and used in a multitude of di�erent appli
ations and domains. Theirgrowth 
ontinues at an amazing rate sustained by its high penetration in both the Home networks andthe mobile markets. Although often postponed thanks to ha
ks like NAT, the exhaustion of availableaddresses, and other s
ale issues like routing tables explosion will o

ur in a near future.IPv6 [1℄ was de�ned with a bigger address spa
e (128 bits) and 
omes along with new built-in servi
es(address auto
on�guration [4℄, native IPSe
, routes aggregation, simpli�ed header...). It is a fa
t thatIPv6 deployment is slower than foreseen. Many reasons are valid to explain this: e
onomi
al, politi
al,te
hnologi
al, and human. Despite this slow start, IPv6 is today more than ever the most maturenetwork proto
ol for the future Internet. To faster its a

eptan
e and deployment however, it has too�er autonomi
 
apa
ities that emerge in several re
ent proto
ols in terms of self-x fun
tions redu
ingand often eliminating the man in the loop. We are 
onvin
ed that su
h features are also required for theevolutionary aspe
ts of an IP network, the transition from IPv4 to IPv6 being an essential one.In this proje
t, we are interested in the s
ienti�
 part of the te
hnologi
al problems that highly impa
thuman a

eptan
e. Many network administrators are indeed relu
tant to deploys IPv6 be
ause, �rst,they do not know well the proto
ol itself, and they do not have su�
iently ri
h algorithmi
 support toseamlessly manage the transition from their IPv4 networks to IPv6. To address this issue, we investigate,design and aim at implementing a transition framework with the obje
tive of making it self-managed.As the IPv4 to IPv6 transition is a very 
omplex operation, and 
an literally lead to the death of thenetwork, there is a real need for a transition engine to ease and se
ure the network administrator's task;the ideal being a "one 
li
k" transition.This report presents the metri
s and addressing algorithm that we proposed to perform the initialnumbering of an IPv4 network. In 
hapter 5.2, we present the metri
 and its propagation. Then, in
hapter 4, we present the addressing algorithm. An illustration of how it works is given through anexample in 
hapter 5. Finally, in 
hapter 6, we show how the 
onstraints spe
i�ed in D1.2 have beenintegrated in these algorithms.
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Chapter 2GlossaryIn the following 
hapters, the terminology we are using is as follows:ba
kbone inter-
onne
tion network between more than 2 routersborder the border is the router that is in 
harge of the inter
onne
tion with the ISPend-network a network at distan
e of 1,for whi
h we are the prede
essor, and whi
h does not haveoutgoing linksleave a router or network at distan
e of 1,for whi
h we are the prede
essor, and whi
h does not haveoutgoing linksneed (id,metri
,interfa
e) tuple, where id is the 
hild or interfa
e id, metri
 the metri
 announ
ed bythe 
hild or 
al
ulated on an interfa
e, and interfa
e is the lo
al interfa
e on the router on whi
hthe 
hild is 
onne
ted or null if the tuple stands for an interfa
e needneeds list of need tuplesnext all the verti
es in the graph whi
h are destination of a link whi
h sour
e is the 
urrent vertex.previous all the verti
es in the graph whi
h are sour
e of a link whi
h destination is the 
urrent vertex.prede
essor the router at distan
e 1 in dire
tion of the root.root in the graph, the root is the border routersu

essors or 
hildren all the routers at a distan
e of 1 whi
h are not 
loser to the rootvertex a node in the graph, 
an be a router, an end-network or a ba
kbone

3



Chapter 3Metri
One of the main requirement during this study is the aggregation of IPv6 pre�xes. To do so, we addedone new step in the algorithm and metri
 initially de�ned, whi
h 
an be 
onsidered as a summarizingstep, where the metri
 is summarized per interfa
e. Then, the pre�xes are �rst assigned to an interfa
e,ensuring aggregation is respe
ted, and then only assigned to the 
hildren in the graph.3.1 De�nitionThe metri
 is for a vertex the number of networks it has under is authority. It is thus the number of/64 networks itself or its 
hildren have to assign. As we summarize the metri
 at the interfa
e level, the
omponents of the global node metri
 appear at the node level itself, but also at the interfa
e level:reserved_metri
 enables provisioning of network pre�xes at the router level: e.g. a new interfa
e isadded in the routerreserved_metri
_per_interfa
e enables provisioning of network pre�xes at the interfa
e level: e.g.a new 
hild router is added on an existing interfa
elo
al_metri
_per_interfa
e the number of outgoing links or out degree for a given interfa
e, i.e. thenumber of links issued by this interfa
e that we have to address
hild_metri
s the metri
s announ
ed by the su

essors, it is a tuple (su

essor_id, nb_/64_required,interfa
e_to_su

essor)We 
al
ulate the metri
 for ea
h interfa
e i as follows:
Mi =

Nbsuccessors∑

N=0

Mn[i] + Lv[i] +Rv[i]where Lv[i] is the lo
al metri
 of the interfa
e i of vertex v, Rv[i] its reserved metri
, and Mn[i] themetri
 announ
ed by the 
hild n of vertex v, whi
h is 
onne
ted to v via the interfa
e i.The metri
 for the vertex v is thus 
al
ulated as follows:
Mv =

Interfaces∑

i

Mi +Rvwhere Mi is the metri
 of the interfa
e i of the vertex v, and Rv the reserved metri
 of the vertex v.4



3.2 PropagationThis metri
 is propagated form the leaves (router or network) to the root. If we advertise the metri
stri
tly as de�ned in the earlier se
tion, a problem appears. Figure 3.1 illustrates this problem.
A

LAN 1

e t h 2

B rese rved=1

e t h 1

LAN 2Figure 3.1: Propagation problemIn this example, if A 
al
ulates its needs per interfa
e, it gets ( (eth1,3), (eth2,1) ). When 
al
ulatingthe metri
 it should advertise, it gets 4, whi
h stands for a /62. When that /62 is assigned to A, it beginsto assign pre�xes to its interfa
es. The interfa
e eth1 needs 3 /64, and is thus assigned a /62, leavingnothing for eth2.Thus when 
al
ulating the metri
 to advertise, the sum between the metri
s of ea
h interfa
e shouldbe done in terms of pre�x length, and not dire
tly in terms of numeri
 values. In this example, the metri
to advertise for A would be:
MA = Meth1 +Meth2 = /62 + /64 = /61Therefore, A will demand a /61, and will be able to assign a /62 on eth1, and a /64 on eth2.In our algorithms, we introdu
ed a new fun
tion 
alled get_metri
_to_adv(integer), that takes aninteger as parameter (the metri
 
al
ulated), and returns the following power of 2. In our example, thisfun
tion would return 4 for eth1 (it needs a /62 whi
h permits to have 4 /64) and 1 for eth2, and �nally,A will advertise a metri
 of 8.We also added another fun
tion, get_prede
essor_interfa
e(), that returns the interfa
e of the prede-
essor on whi
h we are 
onne
ted.The propagation algorithm is thus:
N = []for i in self.interfaces do

N [i] = local_metric[i] + reserved_metric[i]for Mc in self.child_metrics[i] do
N [i] = N [i] +Mcendendreturn N Fun
tion 
al
ulate_metri
_per_interfa
e
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N = calculate_metric_per_interface()
M = reserved_metricfor i in self.interfaces do

M = M + get_metric_to_adv(N [i])endreturn get_metri
_to_adv(M) Fun
tion 
al
ulate_metri
if self is border thenstopendif len(self.child_metrics) 6= nb(self.successors) thenwait until len(self.child_metrics) == nb(self.successors)end
Mi = calculate_metric()
Predi = self.get_predecessor()
Prediface = self.get_predecessor_interface()
Predi.child_metric.append((Mi, P rediface))
Predi.announce_metric() Fun
tion announ
e_metri
forea
h leave i do

i.announ
e_metri
()end Algorithm 4: Metri
 Propagation Algorithm3.3 Con
lusionThe metri
 de�ned and its propagation 
an be summarized in �gure 3.2.
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Figure 3.2: Metri
 Propagation Summary
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Chapter 4Addressing Algorithm4.1 AlgorithmContrarily to the metri
 that was propagated from the leaves to the root, the addressing algorithm isexe
uted from the root to the leaves. In input, we give the pre�x of the site whi
h is delegated to theroot.On ea
h router, beginning from the root, we determine the per interfa
e needs. The need of aninterfa
e or a 
hild is a (id,metri
,interfa
e) tuple, where id is the 
hild or interfa
e id, metri
 the metri
announ
ed by the 
hild or 
al
ulated on an interfa
e, and interfa
e is the lo
al interfa
e on the router onwhi
h the 
hild is 
onne
ted or null if the tuple stands for an interfa
e need. The metri
s have alreadybeen propagated and 
al
ulated, we just need to build a list of needs tuples.As the router has already been assigned a pre�x mat
hing its needs (either the site pre�x if we arerunning the algorithm at the border, or a pre�x assigned by the parent), it assigns an aggregated pre�xto ea
h interfa
e. All pre�xes that have not been assigned are kept in a list of pre�xes globally availableon the router level. Namely, if we use the reserved metri
 at the router level, the reserved pre�xes willbe kept in that list.Then, on ea
h interfa
e, it determines the needs of its 
hildren (router, network or link inter
onne
ting2 routers), and assigns them pre�xes. As it was done at the router level, all non-assigned pre�xes arestored in a list of available pre�xes.Finally, the router 
on�gures addresses on all links end points and passes th tor
h to its su

essors.The pre�x assignment algorithm is des
ribed below:where:
candidateprefix the 
urrent 
andidate for assignmentdivide divides a pre�x of length X in two pre�xes of length X+1get_pre�x_len takes a metri
 as entry, and returns the pre�x length required to ful�ll the metri
needsget_mat
hing_pre�x gets in the list of available pre�xes the one with the smallest mask equal orbigger to the requirements.max in the list of needs, returns the need tuple that has the biggest metri
min in the list of needs, returns the need tuple that has the smallest metri
required_length the pre�x length returned by get_pre�x_len, it is the length of the pre�x we needfor assignment 8



Input: site_prefix = P
self.available = [P ]
interfaceneeds = []for i in self.interfaces do

interfaceneeds[i] = local_metric_per_interface[i] + reserved_metric_per_interface[i]for c in self.child_metrics[i] do
interfaceneeds[i] = interfaceneeds[i] +Mcendendfor max(interfaceneeds) to min(interfaceneeds) do

(I,metricI , interfaceI) = need
required_length = get_prefix_len(metricI)
candidateprefix = get_matching_prefix(self.available,metricI)
self.available.remove(candidateprefix)while len(candidateprefix) 6= required_length do

(P1, P2) = candidateprefix.divide()
candidateprefix = P1

self.available.append(P2)end
I.prefix = candidateprefixend

needs = self.child_metricsfor max(needs) to min(needs) do
(R,metricR, interfaceR) = need
iface = R.getiface(interfaceR)
required_length = getprefixlen(metricR)
candidateprefix = get_matching_prefix(iface.available,metricR)
iface.available.remove(candidateprefix)while len(candidateprefix) 6= required_length do

(P1, P2) = candidateprefix.divide()
candidateprefix = P1

iface.available.append(P2)end
R.prefix = candidateprefixendforea
h su

essor R whi
h is a router do
R.assign_prefixes()end Algorithm 5: Pre�x Assignment Algorithm
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4.2 Con
lusionThe proposed addressing algorithm is illustrated in �gure 4.1.

Figure 4.1: Addressing Algorithm Summary
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Chapter 5IllustrationIf we 
onsider the following IPv4 network, with its set of basi
 
onstraints:

Figure 5.1: Initial IPv4 networkIn this example, the router 
ho
olat has a reserved metri
 of 2 at the interfa
e eth2, for examplebe
ause other routers will be 
onne
ted to LAN1. The router garou has a global reserved metri
 of 1 atthe router level, be 
ause a new interfa
e will be added with one new subnet behind it.If we apply the metri
 and its propagation, we obtain the �gure 5.2.Then by running the addressing algorithm, we obtain the �gure 5.3.
11



Figure 5.2: After metri
s propagation

Figure 5.3: After metri
s propagation12




ho
olat has a reserved metri
 of 2 at the interfa
e eth2. Thus, this interfa
e requires a /62 to addressthe existing subnet, and the 2 reserved, whi
h is why it is assigned 2001:660:4501:3210::/62. LAN1is assigned 2001:660:4501:3210::/64, while 2001:660:4501:3212::/63 and 2001:660:4501:3211::/64 are stillavailable for assignment on that interfa
e. In the end, we have the possibility to address 3 subnets evenif we reserved only 2, due to aggregation issues.In the same way, kran who needs to assign 5 subnets needs a /61 and is assigned 2001:660:4501:3200::/61.Behind eth1, we have only LAN2, and thus we only need to assign 2001:660:4501:3204::/64. Behind eth2,we have 4 pre�xes and thus assign 2001:660:4501:3200::/62. kran still has the pre�xes 2001:660:4501:3206::/63and 2001:660:4501:3205::/64 available on the router level, and 2001:660:4501:3203::/64 at eth2, even ifnothing was reserved, be
ause otherwise we would not be able to respe
t the aggregation.Finally, garou has been assigned 2001:660:4501:3200::/63. 2001:660:4501:3200::/64 has been assignedto LAN5 while 2001:660:4501:3201::/64 is still available, as required by the 
onstraint.
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Chapter 6Constraints IntegrationIn this 
hapter, we will present the integration of the 
onstraints de�ned in D1.2. the 
onstraints will notbe detailed, as they have been presented in D1.2, we will only des
ribe their integration.Some of the 
onstraints have been integrated sin
e the beginning of the study. These are the reservedand ba
kbone 
onstraints.6.1 Ex
lude Pre�xThis 
onstraint enables to ex
lude some pre�xes from the addressing plan. As the pre�xes are assignedre
ursively from the root to the leaves, the de
ision and a
tions must be taken at the border router, whenthe pre�xes are assigned to the interfa
es of this router:Input: exclude_prefixes = [P1, P2...PN ]: list of ex
luded pre�xes
Pcandidate: 
andidate pre�x for assignment to an interfa
eif Pcandidate in exclude_prefixes thenreturn Trueendelsefor P in exclude_prefixes doif (P 
ontains Pcandidate) or (Pcandidate 
ontains P ) thenreturn Trueendendendreturn False Fun
tion is_prefix_ex
ludedThis fun
tion 
he
ks if a pre�x is ex
luded. A pre�x is 
onsider as ex
luded if it mat
hes exa
tly apre�x in the list, if it 
ontains at least one ex
luded pre�x or if it is 
ontained at least in one ex
ludedpre�x.
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Input: exclude_prefixes = [P1, P2...PN ]: list of ex
luded pre�xes
Pcandidate: 
andidate pre�x for assignment to an interfa
ewhile not stop doif is_prefix_excluded(Pcandidate, exclude_prefixes) then

available_prefixes.append(Pcandidate)
Pcandidate = get_new_candidate()endelse
stop = TrueendendAssign Pcandidate to the interfa
eAlgorithm 7: Ex
lude Pre�x AlgorithmA pre�x 
onsidered as ex
luded is added in the list of available pre�xes, so that it 
an be reused with alonger pre�x, and thus limit the impa
t of the 
onstraint to the longest pre�x possible, whi
h will be the
losest one to the pre�x ex
luded itself. The impa
t of this 
onstraint 
ould be even less if we distributethe de
ision among the routers, and do not limit ourselves at the border, but 
onsidering our s
ope ofSME networks, we 
an a

ept to waste a few /64 pre�xes and make the de
ision at the border.If no new 
andidate mat
hing the needs 
an be used, the 
onstraint is ignored and the addressingplan is proposed without it.6.2 For
e Pre�xThis 
onstraints permits to for
e a pre�x on a link, an interfa
e, or a router itself. To do so, we modi�edslightly the metri
 propagation and addressing algorithm.When 
al
ulating and propagating its metri
, a node also 
he
ks if a pre�x is for
ed lo
ally on aninterfa
e or at the router, of if a 
hild has su
h a 
onstraint set. If no 
onstraint is set, pursue withthe regular algorithm, otherwise generate a requested pre�x with mat
hes the metri
 
al
ulated and the
onstraint and propagate it alongside the metri
 to the parent in the graph, whi
h repeats the same steps.When the root is rea
hed, all subtrees in the graph that have to for
e a pre�x at any pla
e have a setof requested pre�xes at ea
h level, in
luding the root. When addressing the network, the algorithm willtry �rst to assign the requested pre�x. This requested pre�x is available and 
an be assigned dire
tlywithout any veri�
ation, as all these steps have been validated by the metri
 propagation.If at any step of the algorithm the for
e pre�x does not mat
h the needs, or if the pre�x is notavailable for any reason, the 
onstraint is ignored. To avoid this last 
ondition, when addressing thenetwork, we address �rst the 
hildren whi
h have this 
onstraint set. As the requested pre�xes arepropagated alongside the metri
, another option is to for
e the modi�
ation of the metri
 in order tomat
h the requested pre�x length, if this pre�x is longer than the metri
 
al
ulated. We 
hose to minimizethe pre�xes used by the algorithm, but this de
ision 
ould be left to the administrator.If we take the example shown in �gure 6.1, we have 
ho
olat that for
es the pre�x 2001:660:4501:3234::/62on eth2, kran who requests the pre�x 2001:660:4501:3220::/61, the ba
kbone that for
es 2001:660:4501:3229::/64,LAN5 2001:660:4501:3220::/64and the link between garou and kran that must have the pre�x 2001:660:4501:3222::/64.The reserved metri
s are the same than in �gure 5.1.The metri
 and requested pre�x propagation goes as shown in �gure 6.2.
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Figure 6.1: Initial network with for
ed pre�xes

Figure 6.2: Metri
s and requested pre�xes propagation16



when assigning the pre�xes with the addressing algorithm, as all requested pre�xes mat
h the 
on-straint, we obtain the new addressing plan shown in �gure 6.3.

Figure 6.3: New addressing plan with for
ed pre�xes6.3 End Points AddressingFor se
urity issues, it is not re
ommended to use sequential addressing su
h as ::1, ::2... as it eases thes
anning of the network. We have proposed and implemented 3 options for the addressing of the linksend points:sequential The default behavior, where the addressing is sequential, but with the possibility to set thestarting point and in
rement. By default, we start at ::0 and in
rement by one.eui64 If we know the MAC address of the router interfa
e, we generate and use the EUI-64 interfa
eidenti�er.random If we know the MAC address of the router interfa
e, we generate a random interfa
e identi�eras de�ned in RFC4941 [3℄.This 
onstraint is meant to be set at the site level in the XML 
on�guration �le.6.4 Router-to-Router LinkWe identi�ed 3 options that we think are suitable to perform the addressing of point-to-point links:
• /64 pre�xes on all links 17



• /126 or /127 pre�xes
• /112 pre�xesSetting up point-to-point links 
ould also be 
onsidered, and 
ould be set up from a te
hni
al point ofview, but is not an option that we 
onsidered, be
ause of the 
omplexity and impli
ation it would haveon the addressing plan (we would need to remember the link lo
al addresses of the routers to identifythem, debugging...).As we are mainly targeting SME networks, we 
an expe
t to get a /48 to address the site as the default
on�guration. Moreover, 
onsidering the size of the network, it would 
ontain a reasonable number of linksand subnets. We de
ided to use /64 pre�xes on all subnets and links, be
ause it means less 
omplexityand a better aggregation within the site. Moreover, it is easier to build, read, maintain and update theresulting addressing plan, making both the maintainan
e and debugging of the network easier. Of 
ourse,we are well aware that this implies waisting some address spa
e (as we address point-to-point links witha full /64 pre�x), but this is not 
onsidered as harmful regarding the s
ope of this study and the amountof pre�xes that we have at our disposal.The 2 others options are better suited for a use in a provider environment with a huge ba
kbone.Considering the number of links, avoiding the waist of address spa
e makes more sense. Using theseme
hanisms makes possible to aggregate the ba
kbone in a single /64 (or shorter) pre�x and �lter alla

ess to it using this single pre�x. Moreover, we 
an also 
onsider that the network administrators in
harge of su
h a network will feel more at ease dealing with the added 
omplexity of using this types ofpre�xes.6.5 MultihomingWe 
onsider 2 s
enarios of multihoming: at subnet level, and at the site level.6.5.1 At subnet levelOne router advertises 2 pre�xes on a subnetNo modi�
ations have been ne
essary for this s
enario. In the logi
al representation, the multihomednetwork is represented as 2 logi
al networks issued on the same interfa
e at the router. We 
alled thiss
enario multihomed_1, and the output if shown in �gure 6.4

Figure 6.4: One router advertises 2 pre�xes on a subnet18



Two routers advertise 2 pre�xes on a subnetNo modi�
ations have been ne
essary for this s
enario neither. In the logi
al representation, the multi-homed network is represented as 2 logi
al networks issued at ea
h of the routers. We 
alled this s
enariomultihomed_2, and the output if shown in �gure 6.5

Figure 6.5: Two router advertise 2 pre�xes on a subnetTwo routers advertise the same pre�x on a subnetThis s
enario stands as a loop in the routing infrastru
ture. This may be set for redundan
y. Theimportant step here is to de�ne with of the prede
essors will be the upstream router. It 
an be done by2 di�erent ways:
• By default, the shortest path algorithm is used on the graph, and the prede
essor on the shortestpath to the root is 
hosen as upstream router
• By using the For
e Upstream Router 
onstraint, we 
an for
e another router to be the upstream.We will not detail the integration of this 
onstraint, as it is quite straightforward, 
onsisting onlyin parsing a tag in the 
on�guration and setting the value in the 
orresponding python obje
t, nomodi�
ation of the algorithm is ne
essary.As it was done with the ba
kbone, the router 
hosen as upstream will have a weight of 1 on the link tothe subnet and will 
al
ulate its metri
 while taking this subnet into a

ount, whereas the ba
kup routerwill put a weight of 0 on the link to the subnet and will thus not 
onsider it in its metri
 
al
ulation.When 
on�guring the routers, we want both of them to advertise the pre�x, and we use RFC4191 [2℄to set routers preferen
es to High for the upstream and Low for the ba
kup, Medium behind the defaultotherwise. By doing so, the upstream router is always the default router 
hosen for outgoing tra�
.However, from the routing point of view, the returning tra�
 will follow the shortest path, whi
hmeans that if we for
e the router that is not on the shortest path to the root as upstream, the outgoingtra�
 will go through him, but the returning tra�
 will not, making the routing asymmetri
. This 
ouldbe 
orre
ted by using the bandwidth 
ommand in the routers to virtually modify the bandwidth of thelinks and for
e the return path through the upstream router. As it was not 
onsidered vital in this study,we de
ided not to address it at this stage.We 
alled this s
enario multihomed_2, and the output if shown in �gure 6.619



Figure 6.6: Two router advertise the same pre�x on a subnetTwo routers advertise 2 pre�xes on a subnet with redundan
yIn this 
ase, we use two logi
al networks and we have 2 loops in the routing infrastru
ture. There is nodi�eren
e for the addressing algorithm, but it raises a problem 
on
erning RFC4191.The router preferen
e option is set at the interfa
e level in the router, whi
h leads to the problemshown in �gure 6.7.

Figure 6.7: Router Preferen
e IssueWe have 2 routers A and B and 1 network. The network is multihomed with 2 pre�xes P1 and P2.We want both routers to advertise both pre�xes, ea
h one being the default router for one pre�x, andthe ba
kup for the other one:
• A is the default router for P1, and is used as a ba
kup for P2
• B is the default router for P2, and is used as a ba
kup for P1Ea
h router is thus the ba
kup for the other one. To do so, we would want to use the router preferen
esin RAs as de�ned in RFC 4941, i.e.
• A with a preferen
e High on P1 and Low on P220



• B with a preferen
e High on P2 and Low on P1The problem is that the router preferen
e option is not present at the pre�x level, but at the interfa
elevel. We 
an give a high preferen
e on A, but we 
annot link it to P1, if we do it, the router will havea preferen
e of High for P2 as well, as the information is not set in the pre�x information option of theRA.We submitted the problem to the authors to see if they 
onsidered this s
enario and are planningupon their response to write a small IETF draft on this issue depending on the feedba
k we obtain.6.5.2 At site levelAll the s
enarios 
on
erned by this type of multihoming depend on the logi
al representation and do notimpa
t the addressing algorithm. If the logi
al representation is 
orre
tly de�ned, running several timesthe algorithms with the parameters 
orresponding to ea
h site pre�x is su�
ient.The only modi�
ations we made were implementation issues, to make sure the tool was able to takeinto a

ount an existing IPv6 address plan and generate a new one without 
orrupting the existing one,espe
ially when 
on�guring the routers. No information is reused from the existing addressing plan (su
has the subnets IDs), as the topology and 
onstraints 
ould modify it, and if we have the exa
t sametopology and 
onstraints, the algorithm will always generate the same IDs and addressing plan. The onlyparameter reused is the random seed if this type of end-points addressing is used.6.6 Unique Lo
al Addresses and Provider Independent AddressesULA and PI pre�xes are just other Global pre�xes. They are handled the exa
t same way than regularglobal pre�xes, and no modi�
ations were required. We performed some experimental studies of thedeployment of su
h pre�xes and their intera
tion with address sele
tion, and the results we obtained arethe ones we were expe
ting.Using ULA has some impa
t on the �ltering, as we must make sure that they do not spread out ofthe network. This will be dis
ussed in D3.1.6.7 Filtering Related ConstraintsAdditional 
onstraints (NAT, DMZ...) have only impa
ts on the �ltering and will be dis
ussed in D3.1.
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Chapter 7Con
lusionIn this deliverable, we presented the metri
s and addressing algorithm we proposed to generate an ad-dressing plan for the initial numbering of a network during its transition to IPv6. We also showed howthe 
onstraints de�ned in D1.2 have been integrated in these algorithms.D2.2 will present the implementation of these algorithms in order to implement a prototype of theaimed one 
li
k transition tool.
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