
HAL Id: inria-00527803
https://inria.hal.science/inria-00527803v1

Submitted on 28 Mar 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Multi-view occlusion reasoning for probabilistic
silhouette-based dynamic scene reconstruction

Li Guan, Jean-Sébastien Franco, Marc Pollefeys

To cite this version:
Li Guan, Jean-Sébastien Franco, Marc Pollefeys. Multi-view occlusion reasoning for probabilistic
silhouette-based dynamic scene reconstruction. International Journal of Computer Vision, 2010, 90
(3), pp.283-303. �10.1007/s11263-010-0341-y�. �inria-00527803�

https://inria.hal.science/inria-00527803v1
https://hal.archives-ouvertes.fr


                             Editorial Manager(tm) for International Journal of Computer Vision

                                  Manuscript Draft

Manuscript Number: 

Title: Probabilistic Multi-view Dynamic Scene Reconstruction and Occlusion Reasoning from 

Silhouette Cues

Article Type: S.I.: Prob. Models for Image Under.

Section/Category: 

Keywords: multi-view 3D reconstruction; probability; graphical model; Bayes rule; occluder

Corresponding Author: Mr. Li Guan, M.Sc

Corresponding Author's Institution: University of North Carolina-Chapel Hill

First Author: Li Guan, M.Sc

Order of Authors: Li Guan, M.Sc; Jean-Sebastien Franco, Ph.D.; Marc Pollefeys, Ph.D.

Manuscript Region of Origin: 

Abstract: In this paper, we present a probabilistic multi-view algorithm to estimate object shapes in 

a 3D dynamic scene using their silhouette cues. We assign every object a distinctive label. Each 

label is associated with automatically learnt view-specific appearance models of the respective

object to bypass the photometric calibration of the system. We also introduce generative 

probabilistic sensor models, and analyze the graphical dependencies between the sensor 

observations and object labels. Bayesian reasoning is then applied to achieve robust reconstruction 

against real-world environment challenges, such as lighting variations and occlusion. One of our 

main contributions is to explicitly account for visual occlusions: (1) Static occluders can be 

automatically detected and their 3D shapes are fully recovered as a byproduct of inference; (2) 

Ambiguities due to inter-occlusion between the dynamic objects can be alleviated, and the final 



reconstruction quality is drastically improved. Several real-world datasets are tested to demonstrate 

the power of this framework.



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

International Journal of Computer Vision manuscript No.
(will be inserted by the editor)

Probabilistic Multi-view Dynamic Scene Reconstruction and Occlusion
Reasoning from Silhouette Cues
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Abstract In this paper, we present a probabilistic multi-
view algorithm to estimate object shapes in a 3D dynamic
scene using their silhouette cues. We assign every object a
distinctive label. Each label is associated with automatically
learnt view-specific appearance models of the respective ob-
ject to bypass the photometric calibration of the system. We
also introduce generative probabilistic sensor models, and
analyze the graphical dependencies between the sensor ob-
servations and object labels. Bayesian reasoning is then ap-
plied to achieve robust reconstruction against real-worlden-
vironment challenges, such as lighting variations and oc-
clusion. One of our main contributions is to explicitly ac-
count for visual occlusions: (1) Static occluders can be au-
tomatically detected and their 3D shapes are fully recov-
ered as a byproduct of inference; (2) Ambiguities due to
inter-occlusion between the dynamic objects can be allevi-
ated, and the final reconstruction quality is drastically im-
proved. Several real-world datasets are tested to demonstrate
the power of this framework.
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1 Introduction

3D shape reconstruction from real world imagery is an im-
portant research topic in computer vision. In this paper, we
focus on the problem of recovering a time varying dynamic
scene involving moving and/or stationary objects from mul-
tiple video streams with fixed and known geometric poses.
The choice of a multi-view solution is a must, because with
dynamic objects in the scene, it is generally impossible for
a single camera to get sufficient 3D information of an object
at any time instant. This setup has many applications such
as video games, animation, 3D TV, virtual reality, medical
surgery, architectural design, performance training, digital
documentary, etc.

Two well-known categories of the multi-view reconstruc-
tion algorithms are - (1) Shape from Photo-consistency/multi-
view stereo approaches [24,4,32,35,33], which recover the
dense correspondence across views using the appearance-
consistency constraint. Their recovered shapes are provento
be precise as certain object concavities are recovered. But
these methods are generally computationally intense and re-
quire object appearance to be similar across views. (2) Shape
from Silhouette techniques [28,29,26,11], which generally
assume the foreground object silhouette in an image can
be separated from the background. Along with the camera
viewing parameters, the back-projected silhouette cones in-
tersect to form the visual hull [2,25], an approximate shape
of the original object. Since silhouette-based algorithmsare
relatively simple, fast, and output the global shape and topol-
ogy information of an object, they are good choices for dy-
namic scene analysis. A more important advantage of the
silhouette-based methods is that they do not require object
appearance to be similar across views. The generally te-
dious camera network radiometric calibration is thus not re-
quired. In some cases, this is critical, for example, in a nat-
ural outdoor environment with varying sunlight, the calibra-
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tion is extremely difficult, because the constant illumination
assumption which is required for most of the state-of-the-art
approaches [20,21,39], does not hold anymore. Therefore,
in this paper, we focus on exploring silhouette cues only.

Silhouette-based methods have their own difficulties: the
silhouette computation is highly dependent on the per-view
appearance-based background modeling, which is usually
sensitive to imaging sensor noise, shadows and illumina-
tion variations in the scene. Also it is ambiguous when the
modeled object has a similar appearance as the background.
Therefore, Shape from Silhouette methods are usually used
in delicately controlled, man-made environment, such as an
indoor laboratory or a turn-table setup. In order to extend
silhouette-based approaches in uncontrolled, natural envi-
ronments, researchers have explored different possibility to
improve the robustness, such as adaptively updating the back-
ground model [37,8,23], using a discrete optimization frame-
work [36], proposing silhouette priors over multi-view sets
[14], and introducing a sensor fusion scheme to compute an
existence probability of the shape [12]. All these proposals
address the aforementioned problems in an uncontrolled re-
construction environment.

However, for Shape from Silhouette methods to work
in a general environment, there is one more challenge – the
occlusions, which can be categorized into two types: (1) Oc-
clusions can happen when a static object blocks the view of
a dynamic object, such as the sculpture blocking the person
in Fig. 1 (b) & (d). We call the static object an “occluder”.
Occluders cannot always be removed from the scene in ad-
vance, like the sculpture in our example Fig. 1 (a), so their
appearances exist as part of the pre-learnt background model.
When a dynamic object goes behind a static occluder, since
the appearance in the viewing angle does not differ from
the background model in this occluded region, an incom-
plete silhouette happens. Consequently, due to the intersec-
tion rule, such corrupted silhouettes result in an incomplete
visual hull. This type of occlusion is specific to background-
model-and-silhouette-based reconstruction approaches.(2)
Occlusions may occur between two or more dynamic ob-
jects of interest, as shown in Fig. 1 (c) & (e). We call this
“inter-occlusion”s. With the increase of such occlusions,the
discriminatory power of the silhouettes decreases, resulting
in the reconstructed shapes much larger in volume than the
real objects. In fact, when multiple dynamic objects clutter
in the scene, the visibility ambiguity in general increases, no
matter if two dynamic objects are occluding each other or
they are well-separated. We will discuss this in more detail
in §2 (Fig. 2.2). Both types of occlusions decrease the qual-
ity of the final reconstruction result, yet they are very com-
mon and almost unavoidable in natural environments. If we
plan to use Shape from Silhouette methods in uncontrolled
real-world scenes, we need to solve both types of occlusion
problems.

Fig. 1 The occlusion problem for a silhouette-based method. (a) A
background view; (b) Occlusion between two dynamic objects; (c) Oc-
clusion between a dynamic object and a static background occluder; (d)
Manually segmented silhouette for the two persons’ case; (e) Manually
segmented silhouette for the person behind the sculpture.

In this paper, we focus on the analysis of visibility re-
lationships. We explicitly model the 3D static occluders in
the reconstruction environment. We show that the shape of
the static occluders can be recovered incrementally by ac-
cumulating occlusion cues from the motion of the dynamic
objects. Also by using a distinct appearance model for each
dynamic object, inter-occlusion and multi-object visibility
ambiguities can be effectively solved. All the reasonings are
performed in a Bayesian sensor fusion framework, which is
an extension of [12]. Specifically, we use a volume repre-
sentation of the 3D scene. The major task is to compute the
posterior probability for a given voxel to be part of a certain
object shape, given multi-view observations. Our algorithm
is verified against real datasets to be effective and robust in
general outdoor environment of densely populated scenes
with possible static occluders.

2 Related Work

2.1 Static Occluder

As shown in the previous section, static occluders make the
extracted silhouettes become incomplete, and thus have a
negative impact over silhouette-based modeling. In partic-
ular the inclusive property of visual hulls [25] with respect
to the object being modeled is no longer guaranteed. Gener-
ally detecting and accounting for static occlusion has drawn
much attention in areas such as depth layer extraction [5],
occluding T-junction detection [1], binary occluder mask ex-
traction [15], and single image object boundary interpreta-
tion [19]. All these works are limited to 2D image space.

Among papers regarding 3D occlusion, [9] uses sparse
3D occluding T-junctions as salient features to recover struc-
ture and motion. In [3], occlusions are implicitly modeled in
the context of voxel coloring approaches, using an iterative
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Fig. 2 Deterministic occlusion reasoning. (a) An occluder-free region
Rt can be deduced from the incomplete visual hullVHt at timet. (b)
R: occluder-free regions accumulated over time.

scheme with semi-transparent voxels and multiple views of
a scene from the same time instant. Recently, in the litera-
ture of multi-view object tracking [22], a very similar ap-
proach to ours is presented, where static occluders are ex-
plicitly modeled. The difference is that it uses iterative EM
framework that at each frame first solves the voxel occu-
pancy which then feeds back into the system by updating the
occlusion model. Hard threshold of silhouette informationis
required during initialization and the occluder information
is maintained in a 4D (a 3D space volume per camera view)
state space. Also, the usage of iterative refinement makes it
only an offline solution and hard for real-time accelerations.

We represent the static occluder explicitly with a proba-
bilistic 3D volume. What we have observed is as follows:
Theoretically occluder shapes can be accessed with care-
ful reasoning about the visual hull of incomplete silhouettes
(Fig. 2). LetSt be the set of incomplete silhouettes obtained
at timet, andVHt the incomplete visual hull obtained us-
ing these silhouettes. These entities are said to be incom-
plete because the silhouettes used are potentially corruptby
static occluders that mask the silhouette extraction process.
However the incomplete visual hull is a region that is ob-
served by all cameras as being both occupied by an object
and unoccluded from any view. Thus we can deduce an en-
tire regionRt of points in space that are free from any static
occluder shape.Rt is the set of pointsX ∈ R

3 for which
a viewi exists, such that the viewing line ofX from view i

hits the incomplete visual hull at a first visible pointAi, and
X ∈ OiAi, with Oi the optical center of viewi (Fig. 2(a)).
The latter expresses the condition thatX appears in front of
the visual hull with respect to viewi. The regionRt varies
with t, thus assuming static occluders and broad coverage
of the scene by dynamic object motion, the free space in
the scene can be deduced as the regionR =

⋃T

t=1
Rt .

The shape of occluders, including concavities if they were
covered by object motion, can be recovered as the comple-
ment ofR in the common visibility region of all views
(Fig. 2(b)).

However this deterministic approach would yield an im-
practical and non-robust solution, due to inherent silhou-
ette extraction sensitivities to noise and corruption thatcon-

tribute irreversibly to the result. It also suffers from thelim-
itation that only portions of objects that are seen by all views
can contribute to occlusion reasoning. Also, this scheme only
accumulatesnegativeinformation, where occluders are cer-
tain not to be. Howeverpositiveinformation is also under-
lying to the problem: had we known or taken a good guess
at where the object shape was (which current shape-from-
silhouette methods are able to provide [12]), discrepancies
between the object’s projection and the actual recorded sil-
houette would tell us where an occlusion is positively hap-
pening. To lift these limitations and provide a robust solu-
tion, we propose a probabilistic approach to occlusion rea-
soning, in which all negative and positive cues are fused and
compete in a complementary way toward occluder shape es-
timation.

2.2 Multiple Dynamic Objects Situation

Fig. 3 The principle of multi-object silhouette reasoning for shape
modeling disambiguation. (a) Ambiguous “ghost” regions ingray
polygons, due to the binary silhouette back-projection does not have
enough discriminability. (b) The ghost region ambiguitiesare elim-
inated after distinguish between multiple objects’ appearances. Best
viewed in color.

Most existing silhouette-based reconstruction methods
focus on mono-object situations, and fail to address the more
general multi-object cases. When multiple dynamic objects
are at presence in the scene, besides the inter-occlusion prob-
lem in Fig. 1 (c) & (e), binary silhouettes and the consequent
visual hull are ambiguous in distinguishing between regions
actually occupied by objects and silhouette-consistent “ghost”
regions, which occur when regions occupied by objects of
interest cannot be disambiguated from free-space regions
that also happen to project inside all silhouettes. The polyg-
onal gray region in Fig. 2.2 (a) illustrates this phenomenon.
Ghosts are increasingly likely as the number of observed ob-
jects rises, because it then becomes more difficult to find
views that visually separate objects in the scene and carve
out unoccupied regions of space.

The “ghost” regions have been analyzed in the context
of counting or tracking applications to avoid committing
to a “ghost” track [41,31]. The method we propose casts
the problem of silhouette modeling at the multi-object level,
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where ghosts can naturally be eliminated based on per object
silhouette consistency. Multi-object silhouette reasoning has
been applied in the context of multi-object tracking [30,10].
The inter-occlusion problem has also been studied for the
specific case of transparent objects [3]. Recent tracking ef-
forts also use 2D probabilistic inter-occlusion reasoningto
improve object localization [18].

To address this problem, we initialize and learn a set
of view-specific appearance models associated tom objects
in the scene. The intuition is then that the probability of
confusing ambiguous regions with real objects decreases,
because the silhouette set corresponding to ghosts is then
drawn from non object-consistent appearance model sets,
as depicted in Fig. 2.2(b). It is possible to process multiple
silhouette labels in a deterministic, purely geometric fash-
ion [42], but this comes at the expense of an arbitrary hard
threshold for the number of views that define consistency.
Silhouettes are then also assumed to be manually given and
noiseless, which cannot be assumed for automatic process-
ing. Using a volume representation of the 3D scene, we thus
process multi-object sequences by examining each voxel in
the scene using a Bayesian formulation, which encodes the
noisy causal relationship between the voxel and the pixels
that observe it in a generative sensor model. In particular,
given the knowledge that a voxel is occupied by a certain
object amongm possible in the scene, the sensor model ex-
plains what appearance distributions we are supposed to ob-
serve, corresponding to that object. It also encodes state in-
formation about the viewing line and potential obstructions
from other objects, as well as a localization prior used to en-
force the compactness of objects, which can be used to refine
the estimate for a given instant of the sequence. Voxel sensor
model semantics and simplifications are borrowed from the
occupancy grid framework explored in the robotics commu-
nity [7,27]. The proposed method can be easily combined
with our static occluder recovery. This scheme enables us to
perform silhouette inference (§3.2) in a way that reinforces
regions of space which are drawn from the same conjunc-
tion of color distributions, corresponding to one object, and
penalizes appearance inconsistent regions, while accounting
for object visibility.

In the rest of this paper, we first introduce the fundamen-
tal probabilistic sensor fusion framework and the detailed
formulations in§3. We then describe extra problems when
putting all math expressions together as an automatic sys-
tem such as appearance automatic initialization and track-
ing the dynamic objects’ motions in§4. Specifically, how
to initialize the appearance models and keep track the mo-
tion and status of each dynamic object.§5 shows the re-
sults of the proposed system and algorithm on completely
real-world datasets. Despite the challenges in the datasets,
such as lighting variation, shadows, background motion, re-
flection, dense population, drastic color inconsistency be-

tween views, etc, our system produces high quality recon-
structions.§6 analyzes the advantages and limitations of this
framework and compares the two types of occlusions in more
depth, and draws the future picture.

3 Probabilistic Framework

Assume we have a set of calibrated cameras, in this section
we introduce our probabilistic shape inference framework
in details. With the following notations, we can define our
problem formally: given a set of synchronized observations
I from n cameras at a specific time instant, we infer for ev-
ery discretized locationX in an occupancy grid expanding
the 3D space its probability of beingL ∈ {∅, 1, · · · , m,U ,O}.
A voxel is either empty (∅), one ofm objects the model is
keeping track of (numerical labels), or occupied by an oc-
cluder (O). There is one more label that could be assigned,
namely the unidentified object (U). U is intended to act as
a default label capturing all objects that are detected as dif-
ferent than background but not explicitly modeled by other
labels, which proves useful for automatic detection of new
objects coming into the scene (§4.3). We denote all the dy-
namic objects asG ∈ {1, · · · , m,U}.

Theoretically, this is a simple posterior probability com-
putation problem, given camera observations. However, in
practice, given our huge state space, i.e. the solid 3D vol-
ume, and multiple labels, to which every voxel in the vol-
ume could be assigned, it is impossible to enumerate all sta-
tus configurations and find the one with the highest chance
given the sensor observations. So before we move on to our
detailed formulations, let us take a look at our probabilistic
framework, its feasibility to produce the 3D reshape, and the
assumptions and simplifications we have, given the specific
reconstruction setup.

The joint estimation of the foreground and occluder ob-
ject shapes would turn the problem into a global optimiza-
tion over the conjunction of both shape spaces, which be-
comes intractable, because estimation of a voxel’s state bares
dependencies with all other voxels on its viewing lines with
respect to all cameras. People have encountered similar prob-
lems and come up with ideas to deal with this large state
space include an EM framework[22], which iteratively con-
verge the state space to an optimal solution, and a solution
that decreases the status space into 2D and then solve the
global solution [10]. But because we want to recover full 3D
information for dynamic scenes, and we would like to keep
the possibilities of extending the framework to real-time and
online processing, all previous proposals are not satisfactory.
Instead, to benefit from the locality that makes occupancy
grid approaches practical and efficient, we break the estima-
tion into two steps: for every time instant, we first estimate
the occupancy of the dynamic objects from silhouette in-
formation using a Bayesian sensor fusion scheme, then es-
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timate the occluder occupancy in a second Bayesian infer-
ence, using the result of the first estimation as a prior for
dynamic objects’ occupancy. Although refinements can be
achieved by doing iterations over this solution, we demon-
strate with real data-sets that the shape estimation is already
good enough.

So our main scheme is as follows. For the dynamic ob-
jects, the pre-learnt background models and camera sensor
models explain which object appearance distribution we are
supposed to observe. The models also encode state informa-
tion about the viewing line through the voxel and potential
obstructions from other dynamic objects. For the static oc-
cluder, in a separate Bayesian estimation, for each voxel in
a 3D grid sampling the acquisition space, we compute how
likely it is to be occupied by a static occluder object.

However, for clarity, we are going to describe the static
occluder inference first, because it addresses only one prob-
lem - the visual occlusions, whereas for the dynamic objects
inference, it additionally has many more complicated prob-
lems such as appearance learning, object tracking. Also by
explaining the static occlusion problem first, it is easier to
understand how we treat the inter-occlusion between the dy-
namic objects. The static occluder is discussed in§3.1 and
multiple dynamic objects in§3.2. Following is the main no-
tations that we use in the rest of this paper. Other context-
specific notations will be introduced in local sections.

Notations

n number of cameras
m number of dynamic objects
X 3D location, in the occupancy grid
li viewing line ofX to view i

X̂i 3D location, on the viewing ray ofX , and in front
of X with respect to viewi

X̌i 3D location, on the viewing ray ofX , and behind
X with respect to viewi

L voxel labels
∅ empty space label
G dynamic object label
U label for a newcoming dynamic object, whose

appearance has not been learnt
O static occluder label
i camera index
It

i image from camerai at timet

Bi camerai’s background model
Cm

i dynamic objectm’s appearance model in viewi
S silhouette formation hidden variable

3.1 Static Occluder

In this section, to introduce the static occluder formulation,
without losing generality, we analyze the case when only
one dynamic object in the scene. Later in the result sec-
tion §5, we show that our static occluder recovery frame-
work also works for multiple dynamic objects cases. So with
a single dynamic object in the scene, at voxelX , G ∈
{1, · · · , m,U} can be simplified as one binary labelG , namely
G = 1 denotes a certain voxel is occupied by the dynamic
object, andG = 0 denotes it is not. And the occluder oc-
cupancy state atX can also be expressed using the binary
labelO. O = 1 means the voxel is occupied by the static
occluder,O = 0 means it is not. One thing to note is that
the occluder state for every voxel is assumed to be fixed
over the entire experiment, under the assumption that the oc-
cluder is static. Dynamic object statusG on the other hand
is not fixed for a voxel, but varies over a number of time in-
stantst ∈ {1, · · · T } throughout the video frames, whereT

denotes the last frame acquired so far. In particular, the dy-
namic object occupancy of voxelX at timet is expressed by
aGt. As shown in Fig. 4(a), the regions of importance to in-
fer bothG andO are then viewing linesli, i ∈ {1, · · · , n}
from the camera views toX .

3.1.1 Observed Variables

The voxelX projects ton image pixelsxi, i ∈ {1, · · · , n},
whose color observed at timet in view i is expressed by
the variableIt

i . We assume that background images, which
are generally static, were pre-recorded free of dynamic ob-
jects, and that the appearance and variability of background
colors for pixelsxi was modeled using a set of parameters
Bi. Such observations can be used to infer the probability
of dynamic object occupancy in the absence of background
occluders. The problem of recovering occluder occupancy is
more complex because it requires modeling interactions be-
tween voxels on the same viewing lines. Relevant statistical
variables are shown in Fig. 4(b).

3.1.2 Viewing Line Modeling

Because of potential static occlusions, one must account for
other occupancies along the viewing lines ofX to inferO.
These can be either other static occluder states, or dynamic
object occupancies which vary across time. Several such oc-
cluders or objects can be present along a viewing line, lead-
ing to a number of possible occupancy states for voxels on
the viewing line ofX . Accounting for the combinatorial
number of possibilities for voxel states alongX ’s view-
ing line is neither necessary nor meaningful: first because
occupancies of neighboring voxels are fundamentally corre-
lated to the presence or the absence of a single common ob-
ject, second because the main useful information one needs
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Fig. 4 Problem overview. (a) Geometric context of voxelX. (b) Main statistical variables used to infer the occluder occupancy probability ofX.
Gt, Ĝt

i
, Ǧt

i
: dynamic object occupancies at relevant voxels at, in frontof, behindX respectively.O , Ôt

i
, Ǒt

i
: static occluder occupancies at, in

front of, behindX. It
i , Bi: colors and background color models observed whereX projects in images.
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Fig. 5 The dependency graph for the static occluder inference at voxel X , assuming the probability forX to beG is known. Notice that the
background model for each viewBi does not change with time, but just drawn duplicately for theclarity of the graph.

to know to make occlusion decisions aboutX is to know
whether something is in front of it or behind it, regardless of
where along the viewing line.

With this in mind, we model each viewing line using
three components, that model the state ofX , the state of
occlusion ofX by anything in front, and the state of what is
at the back ofX . We model the front and back components
by extracting the two most influential modes in front and
behind ofX , that are given by two voxelŝXt

i andX̌t
i . We

selectX̂t
i as the voxel at timet that most contributes to the

belief thatX is obstructed by a dynamic object alongli, and
X̌t

i as the voxel most likely to be occupied by a dynamic
object behindX on li at timet.

3.1.3 Viewing Line Unobserved Variables

With this three component modeling, comes a number of re-
lated statistical variables illustrated in Fig. 4(b). The occu-
pancy of voxelsX̂t

i andX̌t
i by the visual hull of a dynamic

object at timet on li is expressed by two binary state vari-
ables, respectivelŷGt

i and Ǧt
i . Two binary state variables

Ôt
i andǑt

i express the presence or absence of an occluder
at voxelsX̂t

i andX̌t
i respectively. Note the difference in se-

mantics between the two variable groupsĜt
i , Ǧt

i andÔt
i ,

Ǒt
i . The former designates dynamic visual hull occupancies

of different time instants and chosen positions, while the
latter expressesstaticoccluder occupancies, whoseposition
onlywas chosen in relation tot. Both need to be considered
because they both influence the occupancy inference and are
not independent. For legibility, we occasionally refer to the
conjunction of a group of variables by dropping indices and
exponents,e.g.G = {G1, · · · ,GT }, B = {B1, · · · ,Bn}.

3.1.4 Joint Distribution

As a further step toward offering a tractable solution to oc-
clusion occupancy inference, we describe the noisy interac-
tions between the variables considered, through the decom-
position of their joint distributionp(O,G , Ô, Ĝ , Ǒ, Ǧ , I ,B).
Given the variable dependency graph shown in Fig. 5, we
propose the following:
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p(O)

T
∏

t=1

p(Gt|O)

n
∏

i=1

p(Ôt
i)p(Ĝt

i |Ô
t
i)p(Ǒt

i)p(Ǧt
i |Ǒ

t
i) (1)

p(It
i |Ô

t
i , Ĝ

t
i ,O,Gt, Ǒt

i , Ǧ
t
i ,Bi).

p(O), p(Ôt
i), and p(Ǒt

i) are priors of occluder occu-
pancy. We set them to a single constant distributionPo which
reflects the expected ratio between occluder and non-occluder
voxels in a scene. No particular region of space is to be fa-
voreda priori.

3.1.5 Dynamic Occupancy Priors

p(Gt|O), p(Ĝt
i |Ôt

i), p(Ǧt
i |Ǒt

i) are priors of dynamic vi-
sual hull occupancy with identical semantics. This choice
of terms reflects the following modeling decisions. First, the
dynamic visual hull occupancies involved are considered in-
dependent of one another as they synthesize the informa-
tion of three distinct regions for each viewing line. However
they depend upon the knowledge of occluder occupancy at
the corresponding voxel position, because occluder and dy-
namic object occupancies are mutually exclusive at a given
scene location. Importantly however, we do not have direct
access to dynamic object occupancies but to the occupan-
cies of itsvisual hull. Fortunately this ambiguity can be ade-
quately modeled in a Bayesian framework, by introducing a
local hidden variableH expressing the correlation between
dynamic and occluder occupancy:

p(Gt|O) =
∑

H

p(H )p(Gt|H ,O). (2)

We setp(H = 1) = Pc using a constant expressing our
prior belief about the correlation between visual hull and
occluder occupancy. The priorp(Gt|H ,O) explains what
we expect to know aboutGt given the state ofH andO:

p(Gt = 1|H = 0,O = ω) = PGt
∀ω (3)

p(Gt = 1|H = 1,O = 0) = PGt
(4)

p(Gt = 1|H = 1,O = 1) = Pgo , (5)

with PGt
the prior dynamic object occupancy probability

as computed independently of occlusions [12], andPgo

set close to0, expressing that it is unlikely that the voxel
is occupied by dynamic object visual hulls when the voxel
is known to be occupied by an occluder and both dynamic
and occluder occupancy are known to be strongly correlated
(5). The probability of visual hull occupancy is given by
the previously computed occupancy prior, in case of non-
correlation (3), or when the states are correlated but occluder
occupancy is known to be empty (4).

3.1.6 Image Sensor Model

The sensor modelp(It
i |Ô

t
i , Ĝ

t
i ,O,Gt, Ǒt

i , Ǧ
t
i ,Bi) is gov-

erned by a hidden local per-pixel processS. The binary
variableSrepresents the hidden silhouette detection state (0

or 1) at this pixel. It is unobserved information and can be
marginalized, given an adequate split into two subterms:

p(It
i |Ô

t
i , Ĝ

t
i ,O,Gt, Ǒt

i , Ǧ
t
i ,Bi) (6)

=
∑

S

p(It
i |S,Bi)p(S|Ôt

i , Ĝ
t
i ,O,Gt, Ǒt

i , Ǧ
t
i ).

p(It
i |S,Bi) indicates what color distribution we expect

to observe given the knowledge of silhouette detection and
background color model at this pixel. WhenS = 0, the sil-
houette is undetected and thus the color distribution is dic-
tated by the pre-observed background modelBi (considered
Gaussian in our experiments). WhenS = 1, a dynamic ob-
ject’s silhouette is detected, in which case our knowledge of
color is limited, thus we use a uniform distribution in this
case, favoring no dynamic object colora priori.

p(S|Ôt
i , Ĝ

t
i ,O,Gt, Ǒt

i , Ǧ
t
i ) is the second part of the sen-

sor model, which explicits what silhouette state is expected
to be observed given the three dominant occupancy state
variables of the corresponding viewing line. Since these are
encountered in the order of visibilitŷXt

i , X , X̌t
i , the fol-

lowing relations hold:

p(S|{Ôt
i , Ĝ

t
i ,O,Gt, Ǒt

i , Ǧ
t
i }={o, g, k, l, m, n},Bi) (7)

=p(S|{Ôt
i , Ĝ

t
i ,O,Gt, Ǒt

i , Ǧ
t
i }={0, 0, o, g, p, q},Bi)

=p(S|{Ôt
i , Ĝ

t
i ,O,Gt, Ǒt

i , Ǧ
t
i }={0, 0, 0, 0, o, g},Bi)

=PS(S|o, g) ∀(o, g) 6= (0, 0) ∀(k, l, m, n, p, q).

These expressions convey two characteristics. First, that
the form of this distribution is given by the first non-empty
occupancy component in the order of visibility, regardlessof
what is behind this component on the viewing line. Second,
that the form of the first non-empty component is given by
an identical sensor priorPS(S|o, g). We set the four para-
metric distributions ofPS(S|o, g) as following:

PS(S = 1|0, 0) = Pfa PS(S = 1|1, 0) = Pfa (8)

PS(S = 1|0, 1) = Pd PS(S = 1|1, 1) = 0.5, (9)

wherePfa ∈ [0, 1] andPd ∈ [0, 1] are constants express-
ing the prior probability offalse alarmand the probability
of detection, respectively. They can be chosen once for all
datasets as the method is not sensitive to the exact value of
these priors. Meaningful values forPfa are close to0, while
Pd is generally close to1. (8) expresses the cases where
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no silhouette is expected to be detected in images, i.e. ei-
ther when there are no objects at all on the viewing line,
or when the first encountered object is a static occluder, re-
spectively. (9) expresses two distinct cases. First, the case
where a dynamic object’s visual hull is encountered on the
viewing line, in which case we expect to detect a silhou-
ette at the matching pixel. Second, the case where both an
occluder and dynamic visual hull are present at the first non-
free voxel. This is perfectly possible, because the visual hull
is an overestimate of the true dynamic object shape. While
the true shape of objects and occluders are naturally mutu-
ally exclusive, thevisual hullof dynamic objects can over-
lap with occluder voxels. In this case we set the distribution
to uniform, because the silhouette detection state cannot be
predicted: it can be caused by shadows casted by dynamic
objects on occluders in the scene, and noise.

3.1.7 Inference

Estimating the occluder occupancy at a voxel translates to
estimatingp(O|IB) in Bayesian terms. Applying Bayes rule
to the modeled joint probability (1) leads to the following
expression, once hidden variable sums are decomposed to
factor out terms not required at each level of the sum:

p(O|IB) =
1

z
p(O)

T
∏

t=1





∑

Gt

p(Gt|O)

(

n
∏

i=1

Pt
i

)



 (10)

wherePt
i =

∑

Ǒt
i
,Ǧt

i

p(Ǒt
i)p(Ǧt

i |Ǒ
t
i)
∑

Ôt
i
,Ĝt

i

p(Ôt
i)p(Ĝt

i |Ô
t
i)

p(It
i |Ô

t
i , Ĝ

t
i ,O,Gt, Ǒt

i , Ǧ
t
i ,Bi). (11)

Pt
i expresses the contribution of viewi at a timet.

The formulation therefore expresses Bayesian fusion over
the various observed time instants and available views, with
marginalization over unknown viewing line states (10). The
normalization constantz is easily obtained by ensuring sum-
mation to1 of the distribution.

3.1.8 Online Incremental Computation

To determine the reliability of voxels, we model the intu-
ition that voxels whose occlusion cues arise from an abnor-
mally low number of views should not be trusted. Since this
clause involves all cameras and their observations jointly,
the inclusion of this constraint in our initial model would
break the symmetry in the inference formulated in (10) and
defeat the possibility for online updates. Instead, we opt to
use a second criterion in the form of a reliability measure
R ∈ [0, 1]. Small values indicate poor coverage of dynamic
objects, while large values indicate sufficient cue accumula-
tion. We define reliability using the following expression:

R =
1

n

n
∑

i=1

max
t

(1 − PĜt
i
)PǦt

i
(12)

with PĜt
i

andPǦt
i

the prior probabilities of dynamic visual
hull occupancy.R examines, for each camerai, the maxi-
mum occurrence across the examined time sequence ofX to
be both unobstructed and in front of a dynamic object. This
determines how well a given viewi was able to contribute
to the estimation across the sequence.R then averages these
values across views, to measure the overall quality of obser-
vation, and underlying coverage of dynamic object motion
for the purpose of occlusion inference.

The reliabilityR can be used online in conjunction to the
occlusion probability estimation to evaluate a conservative
occluder shape at all times, by only considering voxels for
which R exceeds a certain quality threshold. As shown in
§5.1.1, it can be used to reduce the sensitivity to noise in
regions of space that have only been observed marginally.

3.1.9 Accounting for Occlusion in SfS

As more data becomes available and reliable, the results of
occluder estimation can be accounted for when inferring the
occupancies of dynamic objects. This translates to the eval-
uation ofp(Gτ |IτB) for a given voxelX and timeτ . The
difference with the classical single-frame formulation ofdy-
namic object occupancy [12] is that we now have a prior
over the occlusions at every voxel in the grid. For this infer-
enceGτ is considered independent ofGt ∀t 6= τ , leading to
the following simplified joint probability distribution:

p(O)p(Gτ |O)

n
∏

i=1

p(Ôτ
i )p(Ĝτ

i |Ôτ
i )p(Iτ

i |Ô
τ
i , Ĝτ

i ,O,Gτ ,Bi),

whereGτ andO are the dynamic and occluder occupancy at
the inferred voxel,Ôτ

i , Ĝτ
i the variables matching the most

influential component alongli, in front of X . This compo-
nent is selected as the voxel whose prior of being occupied
is maximal, as computed to date by occlusion inference. In
this inference, there is no need to consider voxels behindX ,
because knowledge about their occlusion occupancy has no
influence on the state ofX .

The parametric forms of this distribution have identical
semantics as§3.1.4 but different assignments because of the
nature of the inference. Naturally no prior information about
dynamic occupancy is assumed here.p(O) andp(Ôτ

i ) are
set using the result to date of expression (10) at their re-
spective voxels, as prior.p(Gτ |O) andp(Ĝτ

i |Ôτ
i ) are con-

stant:p(Gτ =1|O=0)=0.5 expresses a uniform prior for dy-
namic objects when the voxel is known to be occluder free.
p(Gτ=1|O=1)=Pgo expresses a low prior of dynamic visual
hull occupancy given the knowledge of occluder occupancy,
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Fig. 6 Overview of main statistical variables and geometry of the prob-
lem.G is the occupancy at voxelX and lives in a state spaceLof ob-
ject labels.{Ii} are the color states observed at then pixels where
X projects.{G

vj

i
} are the states inLof the most likely obstructing

voxels on the viewing line, for each of them objects, enumerated in
their order of visibility{vj}i.

as in (5). The termp(Iτ
i |Ô

τ
i , Ĝτ

i ,O,Gτ ,Bi) is set same as
expression (7), only stripped of the influence ofǑτ

i , Ǧτ
i .

3.2 Multiple Dynamic Objects

In this section, we focus on the inference of multiple dy-
namic objects. Since a dynamic object changes shape and
location constantly, our dynamic object reconstruction has
to be computed for every frame in time, and there is no way
to accumulate the information over time as we did for the
static occluder. So let’s just focus at a single time instantfor
this section. Our notations slightly change as follows to best
describe the formulations: we consider a scene observed by
n calibrated cameras. We assume a maximum ofm dynamic
objects of interest can be present in the scene. In this formu-
lation we focus on the state of one voxel at positionX cho-
sen among the positions of the 3D lattice used to discretize
the scene. We here model how knowledge about the occu-
pancy state of voxelX influences image formation, assum-
ing a static appearance model for the background has pre-
viously been observed. Because of occlusion relationships
arising between objects, the zones of interest to infer the
state of voxelX are itsn viewing linesli, i ∈ {1, · · · , n},
with respect to the different views. In this paragraph we as-
sume that some prior knowledge about scene state is avail-
able for each voxelX in the lattice and can be used in the
inference. Various uses of this assumption will be demon-
strated in§4. A number of statistical variables are used to
model the state of the scene, the image generation process
and to inferG , as depicted in figure Fig. 6.

3.2.1 Statistical Variables

Scene voxel state space.The occupancy state ofX is rep-
resented by a variableG . The particularity of our modeling
lies in the multi-labeling characteristic ofG ∈ L, where
Lis a set of labels{∅, 1, · · · , m,U}. A voxel is either empty
(∅), one ofm objects the model is keeping track of (numer-
ical labels), or occupied by an unidentified object (U). U is
intended to act as a default label capturing all objects that
are detected as different than background but not explicitly
modeled by other labels, which proves useful for automatic
detection of new objects (§4.3).

Observed appearance.The voxelX projects to a set of
pixels, whose colorsIi, i ∈ 1, · · · , n we observe in images.
We assume these colors are drawn from a set of object and
view specific color models whose parameters we noteCl

i.
More complex appearance models are possible using gradi-
ent or texture information, without loss of generality.

Latent viewing line variables.To account for inter-object
occlusion, we need to model the contents of viewing lines
and how it contributes to image formation. We assume some
a priori knowledge about where objects lie in the scene. The
presence of such objects can have an impact on the inference
of G because of the visibility of objects and how they affect
G . Intuitively, conclusive information aboutG cannot be ob-
tained from a viewi if a voxel in front of G with respect
to i is occupied by another object, for example. However,
G directly influences the color observed if it is unoccluded
and occupied by one of the objects. But ifG is known to be
empty, then the color observed at pixelIi reflects the appear-
ance of objects behindX in imagei, if any. These visibility
intuitions are modeled below (§3.2.2).

It is not meaningful to account for the combinatorial
number of occupancy possibilities along the viewing rays
of X . This is because neighboring voxel occupancies on
the viewing line usually reflect the presence of the same ob-
ject and are therefore correlated. In fact, assuming we wit-
ness no more than one instance of every one of them ob-
jects along the viewing line, the fundamental information
that is required to reason aboutX is the knowledge of pres-
ence and ordering of the objects along this line. To repre-
sent this knowledge, as depicted in Fig. 6, assuming prior
information about occupancies is already available at each
voxel, we extract, for each labell ∈ L and each viewing
line i ∈ {1, · · · , n}, the voxel whose probability of occu-
pancy is dominant for that label on the viewing line. This
corresponds to electing the voxels which best represent the
m objects and have the most influence on the inference of
G . We then account for this knowledge in the problem of
inferring X , by introducing a set of statistical occupancy
variablesGl

i ∈ L, corresponding to these extracted voxels.
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3.2.2 Dependencies Considered
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Fig. 7 The dependency graph for the dynamic object inference at voxel
X , assuming the probability forX to be other labels are known. Notice
that the background model for each viewB, C andO are not drawn for
simplicity.

Based on the dependency graph Fig. 3.2.2, we propose
a set of simplifications in the joint probability distribution
of the set of variables, that reflect the prior knowledge we
have about the problem. To simplify the writing we will of-
ten note the conjunction of a set of variables as following:

G1:m
1:n = {Gl

i}i∈{1,··· ,n},l∈{1,··· ,m}. We propose the fol-
lowing decomposition for the joint probability distribution
p(G G1:m

1:n I1:n C1:m
1:n ):

p(G )
∏

l∈L

p(Cl
1:n)

∏

i,l∈L

p(Gl
i |G )

∏

i

p(Ii|G G1:m
i C1:m

i )

(13)

Prior terms. p(G ) carries prior information about the
current voxel. This prior can reflect different types of knowl-
edge and constraints already acquired aboutG , e.g. localiza-
tion information to guide the inference (§4).

p(Cl
1:n) is the prior over the view-specific appearance

models of a given objectl. The prior, as written over the con-
junction of these parameters, could express expected rela-
tionships between the appearance models of different views,
even if not color-calibrated. Since the focus in this paper is
on the learning of voxelX , we do not use this capability
here and assumep(Cl

1:n) to be uniform.

Viewing line dependency terms.We have summarized
the prior information along each viewing line using them

voxels most representative of them objects, so as to model
inter-object occlusion phenomena.

However when examining a particular labelG = l,
keeping the occupancy information aboutGl

i would lead us

to account for intra-object occlusion phenomena, which in
effect would lead the inference to favor mostly voxels from
the front visible surface of the objectl. Because we wish to
model thevolumeof objectl, we discard the influence ofGl

i

whenG = l:

p(Gk
i |{G = l}) = P(Gk

i ) whenk 6= l (14)

p(Gl
i |{G = l}) = δ∅(G

l
i) ∀l ∈ L, (15)

whereP(Gk
i ) is a distribution reflecting the prior knowledge

aboutGk
i , andδ∅(G

k
i ) is the distribution giving all the weight

to label∅. In (15) p(Gl
i |{G = l}) is thus enforced to be

empty whenG is known to be representing labell, which
ensures that the same object is represented only once on the
viewing line.

Image formation terms. p(Ii|G G1:m
i C1:m

i ) is the im-
age formation term. It explains what color we expect to ob-
serve given the knowledge of viewing line states and per-
object color models. We decompose each such term in two
subterms, by introducing a local latent variableS ∈ L rep-
resenting the hidden silhouette state:

p(Ii|G G1:m
i C1:m

i ) =
∑

S

p(Ii|S C1:m
i )p(S|G G1:m

i ) (16)

The termp(Ii|S C1:m
i ) simply describes what color is likely

to be observed in the image given the knowledge of the sil-
houette state and the appearance models corresponding to
each object.Sacts as a mixture label: if{S = l} thenIi is
drawn from the color modelCl

i. For objects (l ∈ {1, · · · , m})
we typically use Gaussian Mixture Models (GMM) [37] to
efficiently summarize the appearance information of dynamic
object silhouettes. For background (l = ∅) we use per-pixel
Gaussians as learned from pre-observed sequences, although
other models are possible. Whenl = U the color is drawn
from the uniform distribution, as we make no assumption
about the color of previously unobserved objects.

Defining the silhouette formation termp(S|G G1:m
i ) re-

quires that the variables be considered in their visibilityor-
der, to model the occlusion possibilities. Note that this order
can be different from1, · · · , m. We note{Gvj

i }j∈{1,··· ,m}

the variablesG1:m
i as enumerated in the permutated order

{vj}i reflecting their visibility ordering on viewing lineli. If
{g}i denotes the particular index after which the voxelX it-
self appears on viewing lineli, then we can re-write the sil-
houette formation term asp(S|Gv1

i · · · G
vg

i G G
vg+1

i · · · Gvm

i ).
A distribution of the following form can then be assigned to
this term:

p(S|∅ · · · ∅ l ∗ · · ·∗) = dl(S) with l 6= ∅ (17)

p(S|∅ · · · · · · · · · ∅) = d∅(S), (18)
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wheredk(S), k ∈ L is a family of distributions giving
strong weight to labelk and lower equal weight to others,
determined by a constant probability of detectionPd ∈ [0, 1]:
dk(S = k) = Pd anddk(S 6= k) = 1−Pd

|L|−1
to ensure summa-

tion to 1. (17) thus expresses that the silhouette pixel state
reflects the state of the first visible non-empty voxel on the
viewing line, regardless of the state of voxels behind it (“*”).
(18) expresses the particular case where no occupied voxel
lies on the viewing line, the only case where the state of
S should be background:d∅(S) ensures thatIi is mostly
drawn from the background appearance model.

3.2.3 Dynamic Object Inference

Estimating the occupancy at voxelX translates to estimating
p(G |I1:n C1:m

1:n ) in Bayesian terms. We apply Bayes’ rule
using the joint probability distribution, marginalizing out the
unobserved variablesG1:m

1:n :

p(G |I1:n C1:m
1:n ) =

1

z

∑

G1:m
1:n

p(G G1:m
1:n I1:n C1:m

1:n ) (19)

=
1

z
p(G )

n
∏

i=1

f1
i (20)

wherefk
i =

∑

G
vk
i

p(Gvk

i |G )fk+1

i for k < m (21)

andfm
i =

∑

Gvm
i

p(Gvm

i |G )p(Ii|G G1:m
i C1:m

i ) (22)

The normalization constantz is easily obtained by ensur-
ing the distribution:z =

∑

G ,G1:m
1:n

p(G G1:m
1:n I1:n C1:m

1:n ).
(19) sum up to 1, which is the direct application of Bayes
rule, with the marginalization of latent variables. The sum
in this form is intractable, thus we factorize the sum in (20).
The sequence ofm functionsfk

i specify how to recursively
compute the marginalization with the sums of individualGk

i

variables appropriately subsumed, so as to factor out terms
not required at each level of the sum. Because of the partic-
ular form of silhouette terms in (17), this sum can be effi-
ciently computed by noting that all terms after a first occu-
pied voxel of the same visibility rankk share a term of iden-
tical value inp(Ii|∅ · · · ∅ {Gvk

i = l} ∗· · · ∗) = Pl(Ii). They
can be factored out of the remaining sum, which sums to1

being a sum of terms of a probability distribution, leading to
the following simplification of (21),∀k ∈ {1, · · · , m − 1}:

fk
i = p(Gvk

i =∅|G )fk+1

i +
∑

l 6=∅

p(Gvk

i = l|G )Pl(Ii) (23)

4 Automatic Learning and Tracking

We have presented in§3 a generic framework to infer the
occupancy probability of a voxelX and thus deduce how

likely it is for X to belong to one ofm objects. Some addi-
tional work is required to use it to model objects in practice.
The formulation explains how to compute the occupancy of
X if some occupancy information about the viewing lines
is already known. Thus the algorithm needs to be initial-
ized with a coarse shape estimate, whose computation is
discussed in§4.1. Intuitively, object shape estimation and
tracking are complementary and mutually helpful tasks. We
explain in§4.2 how object localization information is com-
puted and used in the modeling. To be fully automatic, our
method uses the inference labelU to detect objects not yet
assigned to a given label and learn their appearance mod-
els (§4.3). Finally, static occluder computation can easily be
integrated in the system and help the inference be robust to
static occluders (§4.4). The algorithm at every time instance
is summarized in Alg. 1.

Algorithm 1 Dynamic Scene Reconstruction
Input: Frames at a new time instant for all views
Output: 3D object shapes in the scene
Coarse Inference;
if a new object enters the scenethen

add a label for the new object;
initialize foreground appearance model;
go back toCoarse Inference;

end if
Refined Inference;
static occluder inference;
update object location and prior;
return

4.1 Shape Initialization and Refinement

The proposed formulation relies on some available prior knowl-
edge about the scene occupancies and dynamic object order-
ing. Thus part of the occupancy problem must be solved to
bootstrap the algorithm. Fortunately, using multi-label sil-
houette inference with no prior knowledge about occupan-
cies or consideration for inter-object occlusions provides a
decent initialm-occupancy estimate. This simpler inference
case can easily be formulated by simplifying occlusion re-
lated variables from

p(G |I1:n C1:m
1:n ) =

1

z
p(G )

n
∏

i=1

p(Ii|G C1:m
i ) (24)

This initial coarse inferencecan then be used to infer a
second,refined inference, this time accounting for viewing
line obstructions, given the voxel priorsp(G ) andP(Gj

i ) of
equation (14) computed from the coarse inference. The prior
overp(G ) is then used to introduce soft constraints to the in-
ference. This is possible by using the coarse inference result
as the input of a simple localization scheme, and using the
localization information inp(G ) to enforce a compactness
prior over them objects, as discussed in§4.2.
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4.2 Object Localization

We use a localization prior to enforce the compactness of
objects in the inference steps. For the particular case where
walking people represent the dynamic objects, we take ad-
vantage of the underlying structure of the dataset, by pro-
jecting the maximum probability over a vertical voxel col-
umn on the horizontal reference plane. We then localize the
most likely position of objects by sliding a fixed-size win-
dow over the resulting 2D probability map for each object.
The resulting center is subsequently used to initializep(G ),
using a cylindrical spatial prior. This favors objects localized
in one and only one portion of the scene and is intended as
a soft guide to the inference. Although simple, this track-
ing scheme is shown to outperform state of the art methods
(§5.2.2), thanks to the rich shape and occlusion information
modeled.

4.3 Automatic Detection of New Objects

The main information about objects used by the proposed
method is their set of appearances in the different views.
These sets can be learned offline by segmenting each ob-
served object alone in a clear, uncluttered scene before pro-
cessing multi-objects scenes. More generally, we can initial-
ize object color models in the scene automatically. To detect
new objects we computeU ’s object location and volume size
during the coarse inference, and track the unknown volume
just like other objects as described in§4.2. A new dynamic
object inference label is created (andm incremented), if all
of the following criteria are satisfied:

– The entrance is only at the scene boundaries
– U ’s volume size is larger than a threshold
– U is not too close to the scene boundary
– Subsequent updates ofU ’s track are bounded

The first criterion is very straightforward. The second
one guarantees that the object is not any kind of consistent
noise over all views, or any moving objects that is too small
to be of our interest. The third one guarantees that the object
we are trying to model is likely to have full observations
from all of the views. The fourth item further eliminates
random noises. One thing to note is that, even with all the
above criterae, it does sometimes happen that the object we
are trying to model is currently occluded by either another
dynamic object or a static occluder to some of the views. But
luckily, our appearance initialization is view-based, andthus
does not require all views aquire the object appearance at the
same time. This is another advantage of using view-based
appearance than a global appearance, besides the previously
discussed fact that we can bypass the tedius radiometric cal-
ibration of the network. However, only when all the views
have finished the appearance initialization of a certain ob-
ject, a new label is added toL.

To build the color model of the new object, we project
the maximum voxel probability along the viewing ray to
the camera view, threshold the image to form a “silhou-
ette mask”, and choose pixels within the mask as training
samples for a GMM appearance model. Samples are only
collected from unoccluded silhouette portions of the object,
which can be verified from the inference. Because the cam-
eras may be badly color-calibrated, we propose to train an
appearance model for each camera view separately. This ap-
proach is fully evaluated in§5.2.1.

4.4 Occluder computation

The static occluder computation can easily be integrated with
the multiple dynamic object reconstruction described in§3.1.
At every time instant the dominant occupancy probabilities
of m objects are already extracted; the two dominant occu-
pancies in front and behind the current voxelX can be used
in the occupancy inference formulation of§3.1. It could be
thought that the multi-label dynamic object inference dis-
cussed in this section is an extension to the single dynamic
object cases assumed in§3.1. In fact, the occlusion occu-
pancy inference does benefit from the disambiguation inher-
ent to multi-silhouette reasoning, as the real-world experi-
ment shows, in Fig. 16, in§5.

5 Result and Evaluation

5.1 Occlusion Inference Results

To demonstrate the power of the static occluder shape re-
covery, we mainly use a single person as the dynamic object
in the scene. In the next section, we also show that it can be
recovered in the presence of multiple dynamic objects. We
show three multi-view sequences: thePILLARS andSCULP-
TUREsequences, acquired outdoors, and theCHAIR sequence,
acquired indoors, with combined artificial and natural light
from large bay windows. In all sequences nine DV cam-
eras surround the scene of interest, background models are
learned in the absence of moving objects. A single person
as our dynamic object walks around and through the oc-
cluder in each scene. The shape of the person is estimated
at each considered time step and used as prior to occlusion
inference. The data is used to compute an estimate of the
occluder’s shape using (10). Results are presented in Fig. 8.

Nine geometrically calibrated720×480 resolution cam-
eras all record at30Hz. Color calibration is unnecessary be-
cause the model uses silhouette information only. The back-
ground model is learned per-view using a single Gaussian
color model per pixel, and training images. Although sim-
ple, the model proves sufficient, even in outdoor sequences
subject to background motion, foreground object shadows,



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

13

(c)

(b)

(a)

1 2 3 4

Fig. 8 Occluder shape retrieval results. Sequences: (a)PILLARS , (b) SCULPTURE, (c) CHAIR . 1) Scene overview. Note the harsh light, difficult
backgrounds for (a) and (b), and specularity of the sculpture, causing no significant modeling failure. 2-3) Occluder inference according to Blue:
neutral regions (priorPo ), red: high probability regions. Brighter/clear regions indicate the inferred absence of occluders. Fine levels of detail are
modeled, sometimes lost - mostly to calibration. In (a) the structure’s steps are also detected. 4) Same inference with additional exclusion of zones
with reliability under0.8. Peripheral noise and marginally observed regions are eliminated. The background protruding shape in (c3) is due to a
single occlusion from view (c1). The supplemental video shows extensive results with these datasets, including one or more people in the scene.

and substantial illumination changes, illustrating the strong
robustness of the method to difficult real conditions. The
method can cope well with background misclassifications
that do not lead to large coherent false positive dynamic ob-
ject estimations: pedestrians are routinely seen in the back-
ground for theSCULPTURE and PILLARS sequences (e.g.
Fig. 8(a1)), without any significant corruption of the infer-
ence.

Adjacent frames in the input videos contain largely re-
dundant information for occluder modeling, thus videos can
safely be subsampled.PILLARS was processed using50%
of the frames (1053 frames processed),SCULPTURE and
CHAIR with 10% (160 and 168 processed frames respec-
tively).

5.1.1 Online Computation Results

All experiments can be computed using incremental infer-
ence updates. Fig. 9 depicts the inference’s progression, us-
ing the sensor fusion formulation alone or in combination
with the reliability criterion. For the purpose of this exper-
iment, we used thePILLARS sequence and manually seg-
mented the occluder in each view for a ground truth com-
parison, and focused on a subregion of the scene in which

the expected behaviors are well isolated. Fig. 9 shows that
both schemes converge reasonably close to the visual hull
of the considered pillar. In scenes with concave parts acces-
sible to dynamic objects, the estimation would carve into
concavities and reach a better estimate than the occluder’s
visual hull. A somewhat larger volume is reached with both
schemes in this example. This is attributable to calibration
errors which overtightens the visual hull with respect to the
true silhouettes, and accumulation of errors in both schemes
toward the end of the sequence. We trace those to the redun-
dant, periodical poses contained in the video, that sustain
consistent noise. This suggests the existence of an optimalfi-
nite number of frames to be used for processing. Jolts can be
observed in both volumes corresponding to instants where
the person walks behind the pillar, thereby adding positive
contributions to the inference. Use of the reliability criterion
contributes to lower sensitivity to noise, as well as a perma-
nently conservative estimate of the occluder volume as the
curves show in frames100-200. Raw inference (10) momen-
tarily yields large hypothetical occluder volumes when data
is biased toward contributions of an abnormally low subset
of views (frame109).
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Fig. 9 Online inference analysis and ground truth visual hull compar-
ison, usingPILLARS dataset, focusing on a slice including the middle
pillar (best viewed in color). (a) Frames109, 400 and1053, inferred
using (10). (b) Same frames, this time excluding zones with reliabil-
ity under0.8 (reverted here to0.5). (c) Number of voxels compared to
ground truth visual hull across time.

5.1.2 Accounting for Occlusion in SfS

Our formulation (§3.1.9) can be used to account for the accu-
mulated occluder information in dynamic shape inference.
We only use occlusion cues from reliable voxels (R > 0.8)
to minimize false positive occluder estimates, whose exces-
sive presence would lead to sustained errors. While in many
cases the original dynamic object formulation [12] performs
robustly, a number of situations benefit from the additional
occlusion knowledge (Fig. 10). Person volume estimates can
be obtained when accounting for occluders. These estimates
appear on average to be a stable multiple of the real volume
of the person, which depends mainly on camera configura-
tion. This suggests a possible biometrics application of the
method, for disambiguation of person recognition based on
computed volumes.
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Fig. 10 (a) Person shape estimate fromPILLARS sequence, as oc-
cluded by the rightmost pillar and computed without accounting for
occlusion. (b) Same situation accounting for occlusion, showing better
completeness of the estimate. (c) Volume plot in both cases.Account-
ing for occlusion leads to more stable estimates across time, decreases
false positives and overestimates due to shadows cast on occluders (I),
increases estimation probabilities in case of occlusion (II).

5.2 Multi-Object Shape Inference Results

We have used four multi-view sequences to validate multi-
object shape inference. Eight30Hz 720 × 480 DV cameras
surrounding the scene in a semi-circle were used for the
CLUSTERandBENCH sequences. TheLAB sequence is pro-
vided by [18] andSCULPTUREwas used to reconstruct the
static sculpture (Fig. 8(b)) in the previous section. Here,we
show the result of multiple persons walking in the scene to-
gether with the reconstructed sculpture.

Cam. No.Dynamic Obj. No.Occluder

CLUSTER(outdoor) 8 5 no
BENCH (outdoor) 8 0 - 3 yes

LAB (indoor) 15 4 no
SCULPTURE(outdoor) 9 2 yes

Cameras in each data sequence are geometrically cal-
ibrated but not color calibrated. The background model is
learned per-view using a single Gaussian color model at ev-
ery pixel, with training images. Although simple, the model
proves sufficient, even in outdoor sequences subject to back-
ground motion, foreground object shadows, window reflec-
tions and substantial illumination changes, showing the ro-
bustness of the method to difficult real conditions.

For dynamic object appearance models of theCLUS-
TER, LAB andSCULPTUREdata sets, we train a RGB GMM
model for each person in each view with manually segmented
foreground images. This is done offline. For theBENCH se-
quence however, appearance models are initialized online
automatically.

5.2.1 Appearance Modeling Validation

It is extremely hard to color-calibrate a large number of cam-
eras, not to mention under varying lighting conditions, as
in a natural outdoor environment. To show this, we com-
pare different appearance modeling schemes in Fig. 11, for a
frame of the outdoorBENCH dataset. Without loss of gener-
ality, we use GMMs. The first two rows compare silhouette
extraction probabilities using the color models of spatially
neighboring views. These indicate that stereo approaches
which heavily depend on color correspondencebetween neigh-
boring views are very likely to fail in the natural scenarios,
especially when the cameras have dramatic color variations,
such as in view 4 and 5. The global appearance model on
row 3 performs better than row 1 and 2, but this is mainly
due to its compensation between large color variations across
camera views, which at the same time, decreases the model’s
discriminability. The last row obviously is the winner where
a color appearance model is independently maintained for
every camera view. We hereby use the last scheme in our
system. Once the model is trained, we do not update it as
time goes by. But this online updating of the appearance
models could be an easy extension for robustness.
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Fig. 11 Appearance model analysis. A person in eight views is dis-
played in row 4. A GMM modelC

i
is trained for viewi ∈ [1, 8].

A global GMM modelC
0

over all views is also trained. Row 1, 2, 3
and 5 computeP(S|I,B, C

i+1
), P(S|I,B, C

i−1
), P(S|I,B, C

0
) and

P(S|I,B, C
i
) for view i respectively, withS the foreground label,I

the pixel color,B the uniform background model. The probability is
displayed according to the color scheme at the top right corner. The av-
erage probability over all pixels in the silhouette region and the mean
color modes of the applied GMM model are shown for each figure.
Best viewed in color.

One more thing to note, is that in our approach, even
though an object’s appearances are learnt for eavh view sep-
arately, they are still linked together in 3D by the same ob-
ject label. In this sense, our per-view based appearances can
be taken as an intermediate model between the global model
as used in Shape-from-Photoconsistencyand multi-view stereo,
and the pure 2D image models used by video surveillance
and tracking literatures.

5.2.2 Densely Populated Scene

TheCLUSTERsequence is a particularly challenging config-
uration: five people are on a circle of less than3m. in diam-
eter, yielding an extremely ambiguous and occluded situa-
tion at the circle center. Despite the fact that none of them
are being observed in all views, we are still able to recover
the people’s label and shape. Images and results are shown
in Fig. 12. The naive2-label reconstruction (probabilistic
visual hull) yields large volumes with little separation be-
tween objects, because the entire scene configuration is too
ambiguous. Adding tracking prior information estimates the
most probable compact regions and eliminates large errors,
at the expense of dilation and lower precision. Accounting
for viewing line occlusions enables the model to recover
more detailed information, such as the limbs.

Fig. 12 Result from 8-viewCLUSTERdataset. (a) Two views at frame
0. (b) Respective 2-labeled reconstruction. (c) More accurate shape es-
timation using our algorithm.

TheLAB sequence [18] with poor image contrast is also
processed. The reconstruction result from all 15 cameras is
shown in Fig. 13. Moreover, in order to evaluate our local-
ization prior estimation, we compare our tracking method
(§4.2) with the ground truth data, the result of [18] and [30].
We use the exactly same eight cameras as in [30] for the
comparison, shown in Fig. 13(b). Although slower in its cur-
rent implementation (2 min. per time step) our method is
generally more robust in tracking, and also builds 3D shape
information. Most existing tracking methods only focus on
a tracking envelope and do not compute precise 3D shapes.
This shape information is what enables our method to achieve
comparable or better precision.

5.2.3 Automatic Appearance Model Initialization

The automatic dynamic object appearance model initializa-
tion has been tested using theBENCH sequence. Three peo-
ple are walking into the empty scene one after another. By
examining the unidentified labelU , object appearance mod-
els are initialized and used for shape estimation in subse-
quent frames. Volume size evolution of all labels are shown
in Fig. 14 and the reconstructions at two time instants are
shown in Fig. 15.

Fig. 13 LAB dataset result from [18]. (a) 3D reconstruction with 15
views at frame 199 (b) 8-view tracking result comparison with methods
in [18], [30] and the ground truth data. Mean error in ground plane
estimate inmm is plotted.
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Fig. 14 Appearance model automatic initialization with theBENCH

sequence. The volume ofU increases if a new person enters the scene.
When an appearance model is learned, a new label is initialized. During
the sequence,L1 andL2 volumes drop to near zero because they walk
out of the scene on those occasions.

Fig. 15 BENCH result. Person numbers are assigned according to the
order their appearance models are initialized. At frame 329, P3 is en-
tering the scene. Since it’sP3’s first time into the scene, he is cap-
tured by labelU (gray color).P1 is out of the scene at the moment. At
frame 359,P1 has re-entered the scene.P3 has its GMM model already
trained and labelL3 assigned. The bench as a static occluder is being
recovered.

During the sequence,U has three major volume peaks
due to three new persons entering the scene. Some smaller
perturbations are due to shadows on the bench or the ground.
Besides automatic object appearance model initialization,
the system robustly re-detects and tracks the person who
leaves and re-enters the scene. This is because once the la-
bel is initialized, it is evaluated for every time instant, even
if the person is out of the scene. The algorithm can easily be
improved to handle leaving/reentering labels transparently.

5.2.4 Dynamic Object & Occluder Inference

The BENCH sequence demonstrates the power of our auto-
matic appearance model initialization as well as the inte-
grated occluder inference of the“bench” as shown in Fig. 15
between frame 329 and 359. Check Fig. 14 about the scene
configuration during that period. The complete sequence is
also given in the supplemental video.

We also compute result forSCULPTUREsequence with
two persons walking in the scene, as shown in Fig. 16. For
the dynamic objects, we manage to get much cleaner shapes
when the two persons are close to each other, and more
detailed shapes such as extended arms. For the occluder,
thanks to the multiple foreground modes and the consider-
ation of inter-occlusion between the dynamic objects in the

scene, we are able to recover the fine shape too. Otherwise,
the occluder inference would have to use ambiguous regions
when people are clustered.

Fig. 16 SCULPTUREdata set comparison. The middle column shows
the reconstruction with a single foreground label. The right column
shows the reconstruction with a label for each person. This figure
shows, by resolving inter-occlusion ambiguities, both thestatic oc-
cluder and dynamic objects achieve better quality.

6 Discussion

6.1 Dynamic Object & Static Occluder Comparison

So far, we have shown the mathematical models and real-
datasets for static and dynamic objects inference. Although
both types of entities are computed only from silhouette cues
from camera views and both require the consideration of vi-
sual occlusion effect, they actually have fundamentally dif-
ferent characteristics.

First of all, there is no way to learn an appearance model
for a static occluder, because it’s appearance is initiallyem-
bedded in the background model of a certain view. Only
when an occlusion event happens between the dynamic ob-
ject and the occluder, can we detect that certain appearance
should belong to the occluder but not the background, and
the occluder probability should increase along that viewing
direction. Whereas for dynamic objects, we have mentioned
and will show in more detail in the next section, that their
appearance models for all camera views could be manually
or automatically learnt before reconstruction.

Secondly, for an occluder, because it is static, places in
the 3D scene that has been recovered as highly probable
to be occluder will always maintain the high probabilities,
not considering noise. This enables the accumulation of the
static occluder in our algorithm. But for the inter-occlusion
between dynamic objects, it is just a one time instant event.
This effect is actually reflected in the inference formulae of
the static occluder and the dynamic objects.

Thirdly, a recovered dynamic object can be think of as a
probabilistic visual hull representation, because it is after all
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a fusion of silhouette information, based on [12]. However,
the static occluder that we recover is actually not a visual
hull representation. In fact, it is closer to an entity that is
carved out using moving visual hulls (of the dynamic ob-
jects), as shown in Fig. 2. Therefore, our estimated occluder
shape can maintain some concavities, as long as a dynamic
object that we use to infer the occluder can move into the
concave regions and be witnessed by camera views.

6.2 Computation Complexity and Acceleration

The occluder occupancy computation was handled on a2.8

GHz PC at approximately1 timestep per minute. The very
strong locality inherent to the algorithm and preliminary bench-
marks suggest that real-time performance could be achieved
using a GPU implementation. Occluder information does
not need to be processed for every frame because of adja-
cent frame redundancy, opening the possibility for online,
asynchronous cooperative computation of occluder and dy-
namic objects at interactive frame rates.

The time complexity of our complete system is bounded
by the dynamic object inference, where viewing ray maxi-
mum probabilities for each label need and each view need to
be know. This means a computation ofO(nmV ), with n the
number of cameras,m the number of objects in the scene,
andV the scene volume resolution. We process the dynamic
object sequences on a2.4 GHz Core Quad PC with com-
putation times varying of 1-4 min per time step. Again, the
very strong locality inherent to the algorithm and prelimi-
nary benchmarks suggest that around10 times faster perfor-
mance could be accomplished by a GPU acceleration.

6.3 Shape Refinement

After we get the probabilistic volume of the shapes, we can
define surface smoothness and minimum curvature constrains,
and use existing global optimization schemes [36,40] to ex-
tract a surface representation of the shape. We can also put
textures from the observations to the reconstructed shapes
for better visualization and further applications. The sculp-
ture from one of our datasets is textured in Fig. 17.

6.4 Drawbacks and Limitations

There are a few limitations to our approach. First of all, al-
though the static occluder estimation is robust in a general
outdoor environment, it is not generally an alternative for
static object reconstruction purpose (although it works in
some cases, like theCHAIR sequence). This is because our
occluder inference is only based on occlusion cues, meaning
if there is no occlusion between a dynamic object with the

Fig. 17 The static occluder recovered from theSCULPTUREdataset is
textured using the observations from the camera views. Two different
views are shown here. Best viewed in color.

static occluder in a view, we cannot discover the occluder
shape. This is why we cannot recover the top of the pillar
and lamp post in Fig. 8. However, for dynamic scene anal-
ysis, our main focus is on the dynamic objects, in this case,
our recovered knowledge about where a dynamic object may
possibly be occluded by a static occluder is very important.

Secondly, when dealing with visibilities, either static oc-
cluder inference or dynamic objects computation, we have
an implicit assumption that the occlusion is partial, namely
we still have high confidence what label a certain voxel should
be assigned given majority of observation agreement among
the non-occluded views. This means we cannot recover a
person hiding in a dense crowd, and we cannot recover a
solid wall if no views can see a person going behind it. The
extreme cases are still remaining to further analysis. In other
words, it is also a good question to ask, in order to use our
proposed method in a certain scenario, how many cameras
would be enough, and how to place them in the scene. But
these questions belong to a totally different topic and is be-
yond the scope of our discussion here.

Finally, the appearance models can be improved. But if
two persons with similar color appearances are in the scene,
this is a fundamental problem to our scheme, no matter what
kind of appearances we use. It will always introduce ambi-
guities to our dynamic object inference scheme. In this case,
the proposed tracking scheme and object location prior will
be the main solution. However, the tracking scheme used in
the multiple dynamic object inference section is naive. The
cylindrical object location prior is not general enough, es-
pecially our dynamic object as humans can deform. These
are possibilities for future extensions, besides decent ways
to further use temporal consistency cues for better dynamic
shape estimation.

7 Summary

In this paper, we have presented a complete approach to re-
construct 3D shapes in a dynamic event from silhouettes
extracted from multiple videos recorded using a geometri-
cally calibrated camera network. The key elements of our
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approach is a probabilistic volumetric framework for auto-
matic 3D dynamic scene reconstruction. The proposed method
is robust to occlusion, lighting variation, shadows etc. Itdoes
not require photometric calibration among the cameras in
the system. It automatically learns the appearance of the
dynamic objects, tracks the motions and detects survivance
events such as entering/leaving the scene. It also automati-
cally discovers the static occluder, whose appearance is ini-
tially hidden in the background and recovers its shape by
observing the dynamic objects’ performance in the scene for
a certain amount of time. Combining all the algorithms de-
scribed in this paper, it is possible to develop a fully auto-
matic and robust system for dynamic scene analysis in gen-
eral uncontrolled indoor/outdoor environment.
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