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Abstract: In this paper, we present a probabilistic multi-view algorithm to estimate object shapes in
a 3D dynamic scene using their silhouette cues. We assign every object a distinctive label. Each
label is associated with automatically learnt view-specific appearance models of the respective
object to bypass the photometric calibration of the system. We also introduce generative
probabilistic sensor models, and analyze the graphical dependencies between the sensor
observations and object labels. Bayesian reasoning is then applied to achieve robust reconstruction
against real-world environment challenges, such as lighting variations and occlusion. One of our
main contributions is to explicitly account for visual occlusions: (1) Static occluders can be

automatically detected and their 3D shapes are fully recovered as a byproduct of inference; (2)

Ambiguities due to inter-occlusion between the dynamic objects can be alleviated, and the final



reconstruction quality is drastically improved. Several real-world datasets are tested to demonstrate

the power of this framework.
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25 Abstract In this paper, we present a probabilistic multi- 1 Introduction
26 view algorithm to estimate object shapes in a 3D dynamic
27 scene using their silhouette cues. We assign every object3D shape reconstruction from real world imagery is an im-
28 distinctive label. Each label is associated with autonadific  portant research topic in computer vision. In this paper, we
29 |earnt view-specific appearance models of the respective olfocus on the problem of recovering a time varying dynamic
30 ject to bypass the photometric calibration of the system. Wecene involving moving and/or stationary objects from mul-
g; also introduce generative probabilistic sensor modeld, antiple video streams with fixed and known geometric poses.
33 analyze the graphical dependencies between the sensor dthe choice of a multi-view solution is a must, because with
34 servations and object labels. Bayesian reasoning is then agynamic objects in the scene, it is generally impossible for
35 plied to achieve robust reconstruction against real-wenld  a single camera to get sufficient 3D information of an object
36 Vvironment challenges, such as lighting variations and ocat any time instant. This setup has many applications such
37 clusion. One of our main contributions is to explicitly ac- as video games, animation, 3D TV, virtual reality, medical
38 count for visual occlusions: (1) Static occluders can be ausurgery, architectural design, performance trainingitalig
39  tomatically detected and their 3D shapes are fully recovelocumentary, etc.
jg ered as a byproduct of inference; (2) Ambiguities due to  Two well-known categories of the multi-view reconstruc-
42 inter-occlusion _between the dynamlc o.bJe_cts can_be aII_ewﬁon algorithms are - (1) Shape from Photo-consistencytimul
43 ated, and the final reconstruction quality is drastically im view stereo approaches [24, 4,32, 35,33], which recover the
44 proved. Several real-world datasets are tested to denad@str dense correspondence across views using the appearance-
45 the power of this framework. consistency constraint. Their recovered shapes are ptoven
46 be precise as certain object concavities are recovered. But
47 Keywords multi-view 3D reconstruction probability - these methods are generally computationally intense and re
48 graphical model! Bayes rule occluder quire object appearance to be similar across views. (2)&hap
49 from Silhouette techniques [28,29, 26, 11], which gengrall
50 assume the foreground object silhouette in an image can
g; Li Guan be separated from the background. Along with the camera
53 UNC-Chapel Hil viewing parameters, the back-projected silhouette cames i
gq Tel:+1-919-962-1771 tersect to form the visual hull [2,25], an approximate shape
g Fax +1-919-962-1799 of the original object. Since silhouette-based algorittames
5g G malllguan@cs.unc.edu relatively simple, fast, and output the global shape andltop
57 Jean-Sébastien Franco ogy information of an object, they are good choices for dy-
5g LaBRI-INRIA Sud-Ouest namic scene analysis. A more important advantage of the

University of Bordeaux, France . y . p g .

59 E.mail jean-sebastien.franco@Ilabri.fr silhouette-based methods is that they do not require object
60 Marc Pollefevs appearance to be similar across views. The generally te-
61 ETH-ZUrich,ySWitzerIand dious camera network radiometric calibration is thus net re
gg UNC-Chapel Hill, USA quired. In some cases, this is critical, for example, in a nat
64 E-mail: marc.pollefeys@inf.ethz.ch; marc@cs.unc.edu ural outdoor environment with varying sunlight, the cadibr
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tion is extremely difficult, because the constant illumioat

assumption which is required for most of the state-of-tie-a
approaches [20,21,39], does not hold anymore. Therefore S
in this paper, we focus on exploring silhouette cues only.

Silhouette-based methods have their own difficulties: the
silhouette computation is highly dependent on the per-view
appearance-based background modeling, which is usually
sensitive to imaging sensor noise, shadows and illumina- 4 | b | ¢
tion variations in the scene. Also it is ambiguous when the d
modeled object has a similar appearance as the backgrounc
Therefore, Shape from Silhouette methods are usually usec
!n dellcately controlled, man-made environment, such as aEig. 1 The occlusion problem for a silhouette-based method. (a) A
indoor laboratory or a turn-table setup. In order to extenthackground view: (b) Occlusion between two dynamic objec)sOc-
silhouette-based approaches in uncontrolled, naturat enwclusion between a dynamic object and a static backgrouridaes (d)
ronments, researchers have explored different posgibilit Manually seg_mented silhouette for thetvv_o persons’ caj®émually
improve the robustness, such as adaptively updating the ba(slegmented silhouette for the person behind the sculpture.
ground model [37,8,23], using a discrete optimization feam

work [36], proposing silhouette priors over multi-viewset  |n this paper, we focus on the analysis of visibility re-
[14], and introducing a sensor fusion scheme to compute agtionships. We explicitly model the 3D static occluders in
existence probability of the shape [12]. All these propssalthe reconstruction environment. We show that the shape of
address the aforementioned prOblemS in an uncontrolled I'the static occluders can be recovered incrementa”y by ac-
construction environment. cumulating occlusion cues from the motion of the dynamic
However, for Shape from Silhouette methods to workobjects. Also by using a distinct appearance model for each
in a general environment, there is one more challenge — thdynamic object, inter-occlusion and multi-object visityil
occlusions, which can be categorized into two types: (1) Ocambiguities can be effectively solved. All the reasonings a
clusions can happen when a static object blocks the view gierformed in a Bayesian sensor fusion framework, which is
a dynamic object, such as the sculpture blocking the persaan extension of [12]. Specifically, we use a volume repre-
in Fig. 1 (b) & (d). We call the static object an “occluder”. sentation of the 3D scene. The major task is to compute the
Occluders cannot always be removed from the scene in agbosterior probability for a given voxel to be part of a certai
vance, like the sculpture in our example Fig. 1 (a), so theipbject shape, given multi-view observations. Our algonith
appearances exist as part of the pre-learnt backgroundmode verified against real datasets to be effective and robust i
When a dynamic object goes behind a static occluder, sinageneral outdoor environment of densely populated scenes
the appearance in the viewing angle does not differ fronwith possible static occluders.
the background model in this occluded region, an incom-
plete silhouette happens. Consequently, due to the iterse
tion rule, such corrupted silhouettes result in an incoteple 2 Related Work
visual hull. This type of occlusion is specific to background
model-and-silhouette-based reconstruction approa¢Bes. 2.1 Static Occluder
Occlusions may occur between two or more dynamic ob-
jects of interest, as shown in Fig. 1 (c) & (e). We call thisAs shown in the previous section, static occluders make the
“inter-occlusion”s. With the increase of such occlusidhs, extracted silhouettes become incomplete, and thus have a
discriminatory power of the silhouettes decreases, liegult negative impact over silhouette-based modeling. In partic
in the reconstructed shapes much larger in volume than théar the inclusive property of visual hulls [25] with respec
real objects. In fact, when multiple dynamic objects clutte to the object being modeled is no longer guaranteed. Gener-
in the scene, the visibility ambiguity in general increases  ally detecting and accounting for static occlusion has draw
matter if two dynamic objects are occluding each other omuch attention in areas such as depth layer extraction [5],
they are well-separated. We will discuss this in more detaibccluding T-junction detection [1], binary occluder mask e
in §2 (Fig. 2.2). Both types of occlusions decrease the qualtraction [15], and single image object boundary interpreta
ity of the final reconstruction result, yet they are very com-tion [19]. All these works are limited to 2D image space.
mon and almost unavoidable in natural environments. If we Among papers regarding 3D occlusion, [9] uses sparse
plan to use Shape from Silhouette methods in uncontrolle8D occluding T-junctions as salient features to recoveicstr
real-world scenes, we need to solve both types of occlusioture and motion. In [3], occlusions are implicitly modeled i
problems. the context of voxel coloring approaches, using an itegativ
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3
Pt Object tribute irreversibly to the result. It also suffers from tim-
R itation that only portions of objects that are seen by allvéie
R 7 can contribute to occlusion reasoning. Also, this schenhe on
: A A accumulatesegativeinformation, where occluders are cer-
“\ﬁéﬁ‘ﬁlgﬂ A U tain not to be. Howevepositiveinformation is also under-
Incomplete Occluder hull lying to the problem: had we known or taken a good guess
® v/ silhouette ) W at where the object shape was (which current shape-from-

. w ) . . silhouette methods are able to provide [12]), discrepancie
Fig. 2 Deterministic occlusion reasoning. (a) An occluder-fregion ) L )
R can be deduced from the incomplete visual hu at timet. (b) ~ Petween the object's projection and the actual recorded sil
R: occluder-free regions accumulated over time. houette would tell us where an occlusion is positively hap-

pening. To lift these limitations and provide a robust solu-
tion, we propose a probabilistic approach to occlusion rea-
scheme with semi-transparent voxels and multiple views oc$oning, in which all negative and positive cues are fused and
a scene from the same time instant. Recently, in the literecompete in a complementary way toward occluder shape es-
ture of multi-view object tracking [22], a very similar ap- timation.
proach to ours is presented, where static occluders are ex-
plicitly modeled. The difference is that it uses iterativil E
framework that at each frame first solves the voxel occu
pancy which then feeds back into the system by updating the
occlusion model. Hard threshold of silhouette informatsn
required during initialization and the occluder infornoati ghost
is maintained in a 4D (a 3D space volume per camera view) regions
state space. Also, the usage of iterative refinement makes i
only an offline solution and hard for real-time acceleragion

We represent the static occluder explicitly with a proba-
bilistic 3D volume. What we have observed is as follows:
Theoretically occluder shapes can be accessed with care @ (b)
ful reasoning about the visual hull of incomplete silhoegtt
(Fig. 2). LetS! be the set of incomplete silhouettes obtainedFig- 3 The principle of multi-object silhouette reasoning for sea
at timet, andVH' the incomplete visual hull obtained us- Medeling disambiguation. (a) Ambiguous “ghost” regions gray
. T . . . olygons, due to the binary silhouette back-projectionsdoet have
ing these S'Ihouettefs- These entities are Sa'q to be iNcomnough discriminability. (b) The ghost region ambiguitie elim-
plete because the silhouettes used are potentially cdmgupt inated after distinguish between multiple objects’ appeees. Best
static occluders that mask the silhouette extraction m®ce Vviewed in color.

However the incomplete visual hull is a region that is ob-

served by all cameras as being both occupied by an object \ost existing silhouette-based reconstruction methods
and unoccluded from any view. Thus we can deduce an efpcys on mono-object situations, and fail to address themor
tire regionR’ of points in space that are free from any staticgeneral multi-object cases. When multiple dynamic objects
occluder shaper’ is the set of pointst’ € R? for which  gre at presence in the scene, besides the inter-occlusibn pr
a viewi exists, such that the viewing line of from viewi  |em in Fig. 1 (c) & (e), binary silhouettes and the consequent
hits the incomplete visual hull at a first visible poif, and  yisyal hull are ambiguous in distinguishing between regiion
X € 0;4;, with O; the optical center of view (Fig. 2(a)).  actually occupied by objects and silhouette-consistembsy’
The latter expresses the condition tl?(aappears in front of regionsy which occur when regions Occupied by Objects of
the visual hull with respect to view The regioriR* varies  interest cannot be disambiguated from free-space regions
with ¢, thus assuming static occluders and broad coverag@at also happen to project inside all silhouettes. Thegoly
of the scene by dynamic object motion, the free space iBnal gray region in Fig. 2.2 (a) illustrates this phenomenon
the scene can be deduced as the regon= |J,_; R' . Ghosts are increasingly likely as the number of observed ob-
The shape of occluders, including concavities if they wer§ects rises, because it then becomes more difficult to find
covered by object motion, can be recovered as the complgjews that visually separate objects in the scene and carve
ment of R in the common visibility region of all views gt unoccupied regions of space.
(Fig. 2(b)). The “ghost” regions have been analyzed in the context
However this deterministic approach would yield an im-of counting or tracking applications to avoid committing
practical and non-robust solution, due to inherent silhouto a “ghost” track [41,31]. The method we propose casts
ette extraction sensitivities to noise and corruption tuet-  the problem of silhouette modeling at the multi-object leve

2.2 Multiple Dynamic Objects Situation
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where ghosts can naturally be eliminated based on per objetteen views, etc, our system produces high quality recon-
silhouette consistency. Multi-object silhouette reangiiias  structions§6 analyzes the advantages and limitations of this
been applied in the context of multi-object tracking [30,10 framework and compares the two types of occlusionsin more
The inter-occlusion problem has also been studied for thdepth, and draws the future picture.

specific case of transparent objects [3]. Recent tracking ef

forts also use 2D probabilistic inter-occlusion reasorting
improve object localization [18].

To address this problem, we initialize and learn a sejzssume we have a set of calibrated cameras, in this section
of view-specific appearance models associated tibjects e introduce our probabilistic shape inference framework
in the scene. The intuition is then that the probability ofin getails. With the following notations, we can define our
confusing ambiguous regions with real objects decreasegyoplem formally: given a set of synchronized observations
because the silhouette set corresponding to ghosts is theffom y, cameras at a specific time instant, we infer for ev-
drawn from non object-consistent appearance model setgyy discretized locatiotX in an occupancy grid expanding
as depicted in Fig. 2.2(b). It is possible to process mutipl the 3D space its probability of beitye {0, 1,--- ,m,U, O}.
silhouette labels in a deterministic, purely geometritifas a yvoxel is either empty (), one ofm objects the model is
ion [42], but this comes at the expense of an arbitrary har¢ieeping track of (numerical labels), or occupied by an oc-
threshold for the number of views that define consistencyg|,der ©). There is one more label that could be assigned,
Silhouettes are then also assumed to be manually given arr\,gmew the unidentified object]. I/ is intended to act as
noiseless, which cannot be assumed for automatic procesgyefault label capturing all objects that are detectedfas di
ing. Using a volume representation of the 3D scene, we thugrent than background but not explicitly modeled by other
process multi-object sequences by examining each voxel iRpels, which proves useful for automatic detection of new
the scene using a Bayesian formulation, which encodes th@ojects coming into the sceng4(3). We denote all the dy-
noisy causal relationship between the voxel and the pixel§amic objects a§ € {1,--- ,m,U}.
that observe it in a generative sensor model. In particular, Theoretically, this is a simple posterior probability com-
given the knowledge that a voxel is occupied by a certairyytation problem, given camera observations. However, in
object amongn possible in the scene, the sensor model expractice, given our huge state space, i.e. the solid 3D vol-
plains what appearance distributions we are supposed to 0ime, and multiple labels, to which every voxel in the vol-
serve, corresponding to that object. It also encodes state iyme could be assigned, it is impossible to enumerate all sta-
formation about the viewing line and potential obstrucsion s configurations and find the one with the highest chance
from other objects, as well as a localization prior used to engjyen the sensor observations. So before we move on to our
force the compactness of objects, which can be used to refiRgailed formulations, let us take a look at our probalidist
the estimate for a given instant of the sequence. Voxel sensgamework, its feasibility to produce the 3D reshape, ared th
model semantics and simplifications are borrowed from th%ssumptions and simplifications we have, given the specific
occupancy grid framework explored in the robotics commuyeconstruction setup.
nity [7,27]. The proposed method can be easily combined  The joint estimation of the foreground and occluder ob-
with our static occluder recovery. This scheme enables us tRct shapes would turn the problem into a global optimiza-
perform silhouette inferencgg.2) in a way that reinforces jon over the conjunction of both shape spaces, which be-
regions of space which are drawn from the same conjungspmes intractable, because estimation of a voxel's staesba
tion of color distributions, corresponding to one objeaida  gependencies with all other voxels on its viewing lines with
penalizes appearance inconsistent regions, while adegunt respectto all cameras. People have encountered similas pro
for object visibility. lems and come up with ideas to deal with this large state

In the rest of this paper, we first introduce the fundamenspace include an EM framework[22], which iteratively con-
tal probabilistic sensor fusion framework and the detailedrerge the state space to an optimal solution, and a solution
formulations in§3. We then describe extra problems whenthat decreases the status space into 2D and then solve the
putting all math expressions together as an automatic sysfobal solution [10]. But because we want to recover full 3D
tem such as appearance automatic initialization and trackaformation for dynamic scenes, and we would like to keep
ing the dynamic objects’ motions ig4. Specifically, how the possibilities of extending the framework to real-timela
to initialize the appearance models and keep track the manline processing, all previous proposals are not satisfic
tion and status of each dynamic obje¢h. shows the re- Instead, to benefit from the locality that makes occupancy
sults of the proposed system and algorithm on completelgrid approaches practical and efficient, we break the estima
real-world datasets. Despite the challenges in the datasetion into two steps: for every time instant, we first estimate
such as lighting variation, shadows, background motion, rethe occupancy of the dynamic objects from silhouette in-
flection, dense population, drastic color inconsistency beformation using a Bayesian sensor fusion scheme, then es-

3 Probabilistic Framework
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timate the occluder occupancy in a second Bayesian infeB.1 Static Occluder

ence, using the result of the first estimation as a prior for

dynamic objects’ occupancy. Although refinements can bén this section, to introduce the static occluder formalafi

achieved by doing iterations over this solution, we demonwithout losing generality, we analyze the case when only

strate with real data-sets that the shape estimation igdylre one dynamic object in the scene. Later in the result sec-

good enough. tion §5, we show that our static occluder recovery frame-
work also works for multiple dynamic objects cases. So with

So our main scheme is as follows. For the dynamic ob@ Single dynamic object in the scene, at voRel, G <
jects, the pre-learnt background models and camera sensbl:** » 77U} can be simplified as one binary lalgginamely
models explain which object appearance distribution we ar = 1 denotes a certain voxel is occupied by the dynamic
supposed to observe. The models also encode state infornff2€Ct, andg = 0 denotes it is not. And the occluder oc-
tion about the viewing line through the voxel and potentialCUPancy state ak’ can also be expressed using the binary
obstructions from other dynamic objects. For the static oclaP€lO. O =1 means the voxel is occupied by the static
cluder, in a separate Bayesian estimation, for each voxel iRccluder,0 = 0 means it is not. One thing to note is that

a 3D grid sampling the acquisition space, we compute howhe occlude_r state fgr every voxel is assumgd to be fixed
likely it is to be occupied by a static occluder object. over the entire experiment, under the assumption that the oc

cluder is static. Dynamic object statgson the other hand

However. for clarity we are qoind to describe the staticis not fixed for a voxel, but varies over a number of time in-
' Y, going tantst € {1,--- T} throughout the video frames, whefe

occluder inference first, because it addresses only one pro . .
y P enotes the last frame acquired so far. In particular, the dy

lem - the visual occlusions, whereas for the dynamic objects ~ . . )
inference, it additionally has many more complicated prob—namlc object occupancy of voxal at timet is expressed by
' aGt. As shown in Fig. 4(a), the regions of importance to in-

lems such as appearance learning, object tracking. Also %r bothg andO are then viewing linesl;, i € {1, - ,n}
explaining the static occlusion problem first, it is eas@r t from the camera views t& " o

understand how we treat the inter-occlusion between the dy-
namic objects. The static occluder is discusseff3ri and 3.1.1 Observed Variables
multiple dynamic objects i§3.2. Following is the main no-

tations that we use in the rest of this paper. Other contextrpe yoxelx projects ton image pixels;,i € {1,--- ,n}

specific notations will be introduced in local sections.

whose color observed at timein view 7 is expressed by
the variableZ!. We assume that background images, which
are generally static, were pre-recorded free of dynamic ob-

Notations jects, and that the appearance and variability of backgtoun

colors for pixelsz; was modeled using a set of parameters
" number of cameras B;. Such observations can be used to infer the probability
m  number _Of dY”am'C objects ) of dynamic object occupancy in the absence of background
X 3_D chatlpn, in the oc.cup.ancy grid occluders. The problem of recovering occluder occupancy is
li viewing I_|ne ofX to V_'eW_Z ) more complex because it requires modeling interactions be-
X, 3D location, on the viewing ray ok, and in front

of X with respect to view

tween voxels on the same viewing lines. Relevant statlstica
variables are shown in Fig. 4(b).

X, 3D location, on the viewing ray ok, and behind
X with respect to view 3.1.2 Viewing Line Modeling
L voxel labels
1] empty space label Because of potential static occlusions, one must account fo
g dynamic object label other occupancies along the viewing linesXfto infer O.
U  label for a newcoming dynamic object, whose These can be either other static occluder states, or dynamic
appearance has not been learnt object occupancies which vary across time. Several such oc-
O  static occluder label cluders or objects can be present along a viewing line, lead-
i camera index ing to a number of possible occupancy states for voxels on
7;  image from cameraat timet the viewing line of X . Accounting for the combinatorial
B;  camera’s background model number of possibilities for voxel states alodg s view-
C™ dynamic objecin’s appearance model in view ing line is neither necessary nor meaningful: first because
S silhouette formation hidden variable occupancies of neighboring voxels are fundamentally eorre

lated to the presence or the absence of a single common ob-
ject, second because the main useful information one needs
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Fig. 4 Problem overview. (a) Geometric context of voxel (b) Main statistical variables used to infer the occludegupancy probability of(.
G*, Gt , Gt : dynamic object occupancies at relevant voxels at, in fodnbehind X respectively©, Of, Ot: static occluder occupancies at, in
front of, behindX. Z?, B;: colors and background color models observed wherrojects in images.
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Fig. 5 The dependency graph for the static occluder inference »&l\&® , assuming the probability fok to be G is known. Notice that the
background model for each vied; does not change with time, but just drawn duplicately fordlagity of the graph.

to know to make occlusion decisions abotitis to know — mantics between the two variable grouffs, G! and O,

whether something is in front of it or behind it, regardlegs o O¢. The former designates dynamic visual hull occupancies

where along the viewing line. of different time instants and chosen positions, while the
With this in mind, we model each viewing line using latter expressestaticoccluder occupancies, whopesition

three components, that model the stateXof the state of onlywas chosen in relation to Both need to be considered

occlusion ofX by anything in front, and the state of what is because they both influence the occupancy inference and are

at the back ofX . We model the front and back componentsnot independent. For legibility, we occasionally refertie t

by extracting the two most influential modes in front andconjunction of a group of variables by dropping indices and

behind of X , that are given by two voxel&! andX!. We  exponentse.g.G = {G,,---, Gy}, B={B1, -, B.}.

selectX! as the voxel at time that most contributes to the

belief thatX is obstructed by a dynamic object alohgand

X! as the voxel most likely to be occupied by a dynamic

object behindX on{; at timet.

3.1.3 Viewing Line Unobserved Variables 3.1.4 Joint Distribution

With this three component modeling, comes a number of re-

lated statistical variables illustrated in Fig. 4(b). Theew-  As a further step toward offering a tractable solution to oc-
pancy of voxelsf(f and X! by the visual hull of a dynamic clusion occupancy inference, we describe the noisy interac
object at timet on; is expressed by two binary state vari- tions between the variables considered, through the decom-
ables, respectivel@f and .C'}f . Two binary state variables position oftheirjointdistributiorp((’),g,@,é ,0,G,7,B).

@;? andO! express the presence or absence of an occlud@iven the variable dependency graph shown in Fig. 5, we
at voerst and X! respectively. Note the difference in se- propose the following:
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3.1.6 Image Sensor Model

T n ~ ~ - -«

Ao (G 1A ( V(O [ The sensor model(Z!|Ot, Gt , O, G, O, Gt | B;) is gov-
Ep (G10) g ONp(G: [0p(Op(G;107) - (@) erned by a hidden local per-pixel proceSs The binary
variableSrepresents the hidden silhouette detection state (
or 1) at this pixel. It is unobserved information and can be
marginalized, given an adequate split into two subterms:

p(Iﬂ@fv gAf aov gt’ @fa gvf vBl)

p(0), p(O}), andp(O!) are priors of occluder occu-
pancy. We set them to a single constant distribuffigmvhich
reflects the expected ratio between occluder and non-oeclud

t| At At t At ot .
voxels in a scene. No particular region of space is to be fa- 10, 6:,0,6%,0:,6:  Bi) o ©)
voreda priori. —ZP (Z{[S, Bi)p(S|0%, G}, 0,6, 0%, G ).
3.1.5 Dynamic Occupancy Priors p(Zt|S, B;) indicates what color distribution we expect

to observe given the knowledge of silhouette detection and
background color model at this pixel. Whénh= 0, the sil-
Souette is undetected and thus the color distribution is dic
tated by the pre-observed background mdgiglconsidered
Gaussian in our experiments). Whé&n= 1, a dynamic ob-

p(GO), p(G! |OY), p(Gt |OF) are priors of dynamic vi-
sual hull occupancy with identical semantics. This choic
of terms reflects the following modeling decisions. Firsg t
dynamic visual hull occupancies involved are considered in

dependent of one another as they synthesize the informa

Jects silhouette is detected, in which case our knowledge o
tion of three distinct regions for each viewing line. Howeve

color is limited, thus we use a uniform distribution in this

they depend upon the knowledge of occluder occupancy %tase favorlng no dynamic object colpriori,

the corresponding voxel position, because occluder and dy- (S|(9 Gt o.Gt ot Gt ) is the second part of the sen-

namic object occupancies are mutually exclusive at a glVegor model, which explicits what silhouette state is expecte

scene location. Importantly however, we do not have dlrect
0 be observed given the three dominant occupancy state
access to dynamic object occupancies but to the occupan
variables of the corresponding wewmg I|ne Since these ar

cies of itsvisual hull Fortunately this ambiguity can be ade- encountered in the order of V|S|b|I|t9( Xt the fol-
quately modeled in a Bayesian framework, by introducing Efowing relations hold: e e

local hidden variablé{ expressing the correlation between
dynamic and occluder occupancy:
p(SHOL G} 0.6, 06t }={o,9. kL, m,n}, B) (7)
p(G'10) = Zp )p(G'|H ,0). 2 =p(SHOL, 6}, 0,6, 01,6 }={0,0,0,9,p,q}, B:)
=p(S{O}. G, 0,G",01,G] }={0,0,0,0,0,9}, B;)

We setp(H =1) = P, using a constant expressing our — p,(S|o, g) V(o,9) # (0,0) V¥(k,1,m,n,p,q).
prior belief about the correlation between visual hull and

occluder occupancy. The prig{Gt|H , O) explains what These expressions convey two characteristics. First, that
we expect to know abowt! given the state of{ andO: the form of this distribution is given by the first non-empty
occupancy componentin the order of visibility, regardlefss

. what is behind this component on the viewing line. Second,
PG =1H =0,0 =w) =Pg, Ww (3)  that the form of the first non-empty component is given by
p(G'=1H =1,0=0) = Pg, (4)  an identical sensor priaPs(S|o, g). We set the four para-
p(G=1H =1,0=1) = P,,, (5)  metric distributions of’s(S|o, g) as following:
with Pg, the prior dynamic object occupancy probability

as computed independently of occlusions [12], dnd Ps(S =1[0,0) = Pyq Ps(S=1|1,0) =Psa  (8)

set close td), expressing that it is unlikely that the voxel Ps(S =1[0,1) = Py Ps(S =1]1,1) = 0.5, (9)

is occupied by dynamic object visual hulls when the voxel

is known to be occupied by an occluder and both dynamisvhereP;, € [0,1] andP; € [0, 1] are constants express-
and occluder occupancy are known to be strongly correlateitig the prior probability offalse alarmand the probability

(5). The probability of visual hull occupancy is given by of detection respectively. They can be chosen once for all
the previously computed occupancy prior, in case of nondatasets as the method is not sensitive to the exact value of
correlation (3), or when the states are correlated but declu these priors. Meaningful values &, are close td), while
occupancy is known to be empty (4). P4 is generally close td. (8) expresses the cases where
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no silhouette is expected to be detected in images, i.e. ei-

ther when there are no objects at all on the viewing line, n
or when the first encountered object is a static occluder, reR = — Z max (1 =Pge )Pge (12)
spectively. (9) expresses two distinct cases. First, tise ca "= '

where a dynamic object’s visual hull is encountered on thgth Ps. andPg, the prior probabilities of dynamic visual
viewing line, in which case we expect to detect a silhou+ | océupancyf? examines, for each cameiathe maxi-
ette at the matching pixel. Second, the case where both 8j,m occurrence across the examined time sequenkdof
occluder and dynamic visual hull are present at the first nonye poth unobstructed and in front of a dynamic object. This
free voxel. This is perfectly possible, because the visubl h getermines how well a given viewwas able to contribute

is an overestimate of the true dynamic object shape. Whilg, ihe estimation across the sequerfeghen averages these
the true shape of objects and occluders are naturally mutyzyes across views, to measure the overall quality of ebser

ally exclusive, thevisual hullof dynamic objects can over- ation, and underlying coverage of dynamic object motion
lap with occluder voxels. In this case we set the distributio oy the purpose of occlusion inference.

to uniform, because the silhouette detection state carotb Tpe reliability R can be used online in conjunction to the
predicted: it can be caused by shadows casted by dynamig.c|usion probability estimation to evaluate a conseveati

objects on occluders in the scene, and noise. occluder shape at all times, by only considering voxels for
which R exceeds a certain quality threshold. As shown in

3.1.7 Inference §5.1.1, it can be used to reduce the sensitivity to noise in
regions of space that have only been observed marginally.

Estimating the occluder occupancy at a voxel translates to

estimating)(O|ZB) in Bayesian terms. Applying Bayes rule 3.1.9 Accounting for Occlusion in SfS

to the modeled joint probability (1) leads to the following
expression, once hidden variable sums are decomposed A8 more data becomes available and reliable, the results of
factor out terms not required at each level of the sum: occluder estimation can be accounted for when inferring the
occupancies of dynamic objects. This translates to the eval
. . uation ofp(G7|Z7 B) for a given voxelX and timer. The
1 : ‘ difference with the classical single-frame formulatiordgf
p(OIZB) 2 p(o)tl:ll ;p(g ©) (1_[1 Pi ) (10) namic object occupancy [12] is that we now have a prior
N ' . A T over the occlusions at every voxel in the grid. For this infer
whereP! = Y~ p(Ohp(G! |0} Y p(O})p(G! |0}) enceG” is considered independent@f V¢ # 7, leading to
ot.Gt ot.g¢ the following simplified joint probability distribution:
p(lﬂ@f,@f,(’),?,@f,@f,&) (11)
P! expresses the contribution of vieiat a timet.  p(O)p(G7|0) [ [p(O])p(G] |07 )p(Z7 107,67 ,0,G7, B),
The formulation therefore expresses Bayesian fusion over i=1
the various observed time instants and available view$, witwhereG™ and® are the dynamic and occluder occupancy at
marginalization over unknown viewing line states (10). Thethe inferred voxel(7, G7 the variables matching the most
normalization constantis easily obtained by ensuring sum- jnfluential component along, in front of X . This compo-

mation tol of the distribution. nent is selected as the voxel whose prior of being occupied
is maximal, as computed to date by occlusion inference. In
3.1.8 Online Incremental Computation this inference, there is no need to consider voxels beKind
because knowledge about their occlusion occupancy has no
To determine the reliability of voxels, we model the intu- influence on the state of .

ition that voxels whose occlusion cues arise from an abnor- The parametric forms of this distribution have identical
mally low number of views should not be trusted. Since thissemantics a§3.1.4 but different assignments because of the
clause involves all cameras and their observations jgintlynature of the inference. Naturally no prior information abo
the inclusion of this constraint in our initial model would dynamic occupancy is assumed her@?) andp(O7) are
break the symmetry in the inference formulated in (10) anget using the result to date of expression (10) at their re-
defeat the possibility for online updates. Instead, we opt t spective voxels, as priop(G™|©) andp(G7 |O7) are con-
use a second criterion in the form of a reliability measurestant:p(G™=1|0=0)=0.5 expresses a uniform prior for dy-
R € [0, 1]. Small values indicate poor coverage of dynamicnamic objects when the voxel is known to be occluder free.
objects, while large values indicate sufficient cue accamul p(G™=1|O=1)=P,, expresses a low prior of dynamic visual
tion. We define reliability using the following expression: hull occupancy given the knowledge of occluder occupancy,
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3.2.1 Statistical Variables

3D scene Scene voxel state spac&he occupancy state of is rep-
° - lattice resented by a variablg . The particularity of our modeling
(O i) 0 G52 lies in the multi-labeling characteristic 6f < £, where
® . G’ X Lis a set of label§®, 1,--- ,m,U}. Avoxel is either empty
® e 9 G} (@), one ofm objects the model is keeping track of (numer-
® r ical labels), or occupied by an unidentified objdd).(/ is
® G, 27T intended to act as a default label capturing all objects that
are detected as different than background but not explicitl
e modeled by other labels, which proves useful for automatic
detection of new object$4.3).

Observed appearanceThe voxelX projects to a set of
pixels, whose colorg;,i € 1,--- ,n we observe in images.
Fig. 6 Overview of main statistical variables and geometry of ttibp ~ WWe assume these colors are drawn from a set of object and
lem. g is the occupancy at voxel’ and lives in a state spactof ob-  view specific color models whose parameters we whte
ject labels.{Z;} are the color states observed at thgixels where More complex appearance models are possible using gradi—

X projects.{g;’j} are the states irfof the most likely obstructing t or text inf fi ithout | f lit
voxels on the viewing line, for each of the objects, enumerated in ent or texture intormation, without 10ss ot generality.

their order of visibility{v;};.

View 1 View 2 View n

Latent viewing line variables.To account for inter-object
occlusion, we need to model the contents of viewing lines
and how it contributes to image formation. We assume some
a priori knowledge about where objects lie in the scene. The
presence of such objects can have an impact on the inference
of G because of the visibility of objects and how they affect
3.2 Multiple Dynamic Objects G . Intuitively, conclusive information abogt cannot be ob-

tained from a viewi if a voxel in front of G with respect

In this section, we focus on the inference of multiple dy-t0 @ is occupied by another object, for example. However,
namic Objectsl Since a dynamic Object Changes Shape agddirectly inﬂuences the CO|OI’ Observed |f |t iS Unoccluded
location constantly, our dynamic object reconstructios ha@nd occupied by one of the objects. Bugifs known to be

to be computed for every frame in time, and there is no wampty, then the color observed at pifeteflects the appear-

to accumulate the information over time as we did for theance of objects behind in images, if any. These visibility
static occluder. So let's just focus at a single time instant  intuitions are modeled belowg.2.2).

this section. Our notations slightly change as follows tsthe It is not meaningful to account for the combinatorial
describe the formulations: we consider a scene observed lmpmber of occupancy possibilities along the viewing rays
n calibrated cameras. We assume a maximumadfynamic  of X . This is because neighboring voxel occupancies on
objects of interest can be present in the scene. In this formuhe viewing line usually reflect the presence of the same ob-
lation we focus on the state of one voxel at positiorcho-  ject and are therefore correlated. In fact, assuming we wit-
sen among the positions of the 3D lattice used to discretizaess no more than one instance of every one ofitheb-

the scene. We here model how knowledge about the occiects along the viewing line, the fundamental information
pancy state of voxekX influences image formation, assum- that is required to reason abafitis the knowledge of pres-
ing a static appearance model for the background has prence and ordering of the objects along this line. To repre-
viously been observed. Because of occlusion relationshipsent this knowledge, as depicted in Fig. 6, assuming prior
arising between objects, the zones of interest to infer theaformation about occupancies is already available at each
state of voxelX are itsn viewing linesl;, i € {1,---,n},  voxel, we extract, for each labélc £ and each viewing
with respect to the different views. In this paragraph we askne : € {1,---,n}, the voxel whose probability of occu-
sume that some prior knowledge about scene state is avapancy is dominant for that label on the viewing line. This
able for each voxeK in the lattice and can be used in the corresponds to electing the voxels which best represent the
inference. Various uses of this assumption will be demonsn objects and have the most influence on the inference of
strated ing4. A number of statistical variables are used toG . We then account for this knowledge in the problem of
model the state of the scene, the image generation procesderring X , by introducing a set of statistical occupancy
and to inferG , as depicted in figure Fig. 6. variablesg! € £, corresponding to these extracted voxels.

asin (5). The termp(Z7 |07, G7 ,©,G™, B;) is set same as
expression (7), only stripped of the influence(®f, G7 .
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3.2.2 Dependencies Considered to account for intra-object occlusion phenomena, which in
effect would lead the inference to favor mostly voxels from
the front visible surface of the objettBecause we wish to
model thevolumeof objectl, we discard the influence ¢F

wheng =1:
p(GFHG =1})=P(GF)  whenk #1 (14)
p(GI{G =1})=6¢(G)) VIEL, (15)

whereP(GF) is a distribution reflecting the prior knowledge
aboutG¥, andsy (GF) is the distribution giving all the weight

to label(). In (15) p(G!|{G = 1}) is thus enforced to be
empty wheng is known to be representing labglwhich
ensures that the same object is represented only once on the
viewing line.

O B

Image formation terms. p(Z;|G GF™ C}'™) is the im-
Fig. 7 The dependency graph for the dynamic object inference a&ivox age formation term. It explains what color we expect to ob-
X , assuming the probability fox to be_other labels are known. Notice gapye given the knowledge of viewing line states and per-
that the background model for each vigyC and© are not drawn for . .
simplicity. object color models. We decompose each such term in two
subterms, by introducing a local latent varialSle= £ rep-
resenting the hidden silhouette state:
Based on the dependency graph Fig. 3.2.2, we propos : : : :
a set of simplifications in the joint probability distribati p?L-|g gimerm) = Zp(IAS C;™Mp(SIg Gi™) (16)
of the set of variables, that reflect the prior knowledge we s
have about the problem. To simplify the writing we will of- The termp(Z;|S C; ™) simply describes what color is likely
ten note the conjunction of a set of variables as following: to be observed in the image given the knowledge of the sil-
Lm {gf}ieu,-- n}.ie{1,,m}- We propose the fol- houette state and the appearance models corresponding to

lowing decomposition for the joint probability distribati ~ €ach objectSacts as a mixture label: S = I} thenZ, is
p(G GEm Ty, CLim): drawn from the color modél.. For objects( € {1,---,m})

we typically use Gaussian Mixture Models (GMM) [37] to
efficiently summarize the appearance information of dyrcami
p@) [[»ci.) I »@He) [[p@ilG G} clm) object silhouettes. For backgrourid () we use per-pixel
leL ileL i Gaussians as learned from pre-observed sequences, dthoug
(13)  other models are possible. When= U the color is drawn
from the uniform distribution, as we make no assumption
Prior terms. p(G ) carries prior information about the aboutthe color of previously unobserved objects.
currentvoxel. This prior can reflect different types of kiow ~ Defining the silhouette formation terpS|G ;™) re-

edge and constraints already acquired aou.g. localiza-  guires that the variables be considered in their visiboity
tion information to guide the inferencg4). der, to model the occlusion possibilities. Ngte that thideor
p(CL.,) is the prior over the view-specific appearancecan be different from, - -, m. We note{g,” };c(1.... m}
models of a given objeét The prior, as written over the con- the variablegj;:™ as enumerated in the permutated order
junction of these parameters, could express expected rel&V; }i reflecting their visibility ordering on viewing link. If
tionships between the appearance models of different yiewd9: denotes the particular index after which the voXeit-
even if not color-calibrated. Since the focus in this paper i S€If appears on viewing link, then we can re-write the sil-
on the learning of voxeK , we do not use this capability houette formationterm agS|G:* ---G;* G G;**" --- G™).

here and assumeC.. ) to be uniform. A distribution of the following form can then be assigned to
this term:
Viewing line dependency termsWe have summarized
the prior information along each viewing line using the

voxels most representative of the objects, so as to model p(S|0--- 01 *--x) =d(S) withl # () (17)

inter-object occlusion phgnpmena. . PSIO eeeee 0) = dy(S), (18)
However when examining a particular labgl = I,

keeping the occupancy information ab@ljtwould lead us
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whered,(S), k € L is a family of distributions giving likely it is for X to belong to one ofn objects. Some addi-
strong weight to labek and lower equal weight to others, tional work is required to use it to model objects in practice
determined by a constant probability of detectigne [0,1]:  The formulation explains how to compute the occupancy of
di (S = k) = Pyanddy (S # k) = ‘15‘—?1 to ensure summa- X if some occupancy information about the viewing lines
tion to 1. (17) thus expresses that the silhouette pixel statées already known. Thus the algorithm needs to be initial-
reflects the state of the first visible non-empty voxel on thezed with a coarse shape estimate, whose computation is
viewing line, regardless of the state of voxels behind iti* discussed ir4.1. Intuitively, object shape estimation and
(18) expresses the particular case where no occupied voxehcking are complementary and mutually helpful tasks. We
lies on the viewing line, the only case where the state oéxplain in§4.2 how object localization information is com-

S should be backgroundi;(S) ensures thaf; is mostly puted and used in the modeling. To be fully automatic, our

drawn from the background appearance model. method uses the inference labélto detect objects not yet
assigned to a given label and learn their appearance mod-
3.2.3 Dynamic Object Inference els §4.3). Finally, static occluder computation can easily be

integrated in the system and help the inference be robust to
Estimating the occupancy at voxEltranslates to estimating  static occluders§@.4). The algorithm at every time instance
p(G |Ti.n Ci3') in Bayesian terms. We apply Bayes’ rule js summarized in Alg. 1.
using the joint probability distribution, marginalizingtthe
unobserved variableg]:™:

Algorithm 1 Dynamic Scene Reconstruction

1 —— .
Limy _ = 1:m 1:m : for all views
(G | 1., CiT) = (G G{iM™ Iy, Cy (19) Input: Frames at a new time instant
(G [Tun Coiz) z g]zm (G Guin” Tin Cri’) Output: 3D object shapes in the scene
Lin Coarse Inference
1 n 1 if a new object enters the scethen
=-p(G) H fi (20) add a label for the new object;
z i=1 initialize foreground appearance model,
o0 back toCoarse Inferenc
wherefF = "p(G*|G ) fFt fork <m (21) eng " ¢
Gk Refined Inference
. Lm ~l: static occluder inference;
andf;" = Zp(gf G )p(ZilG G C™) (22) update object location and prior;
g;m return
The normalization constants easily obtained by ensur-
ing the distributionz = 35 i (G GL Tiin CLIY).

(19) sum up to 1, which is the direct application of Bayes o _
rule, with the marginalization of latent variables. The sum4.1 Shape Initialization and Refinement
in this form is intractable, thus we factorize the sum in (20) _ ) _ _
The sequence of: functionsf* specify how to recursively The proposed formulation relies on some available priomkno
compute the marginalization with the sums of individgl gdge about the scene occupancies and dynamic object order-
variables appropriately subsumed, so as to factor out tern{89- Thus part of the occupancy problem must be solved to
not required at each level of the sum. Because of the parti@00tstrap the algorithm. Fortunately, using multi-labiel s
ular form of silhouette terms in (17), this sum can be effi-Nouette inference with no prior knowledge about occupan-
ciently computed by noting that all terms after a first occu-Ci€S O consideration for inter-object occlusions proside
pied voxel of the same visibility rark share a term of iden- decent initialm-occupancy estimate. This simpler inference
tical value inp(Z;[0 - -- 0 {G"* =1} %---%) = P,(Z;). They ~ Case can easily be formulated by simplifying occlusion re-
can be factored out of the remaining sum, which sums to latéd variables from .
being a sum of_ terr_n_s of.a probability distribution, leadiogt (g |7,.,, cl:m) = lp(g ) HP(L'|Q clmy (24)
the following simplification of (21)yk € {1,--- ,m — 1}: z i1

This initial coarse inferencean then be used to infer a
secondrefined inferencethis time accounting for viewing
k _ v k+1 Vi __ . K K . . )
fi =p(G=01G)fi™ + Zp(gi C=UG)PUT)  (23)  jine obstructions, given the voxel priop$G ) andP (G ) of

1#0 equation (14) computed from the coarse inference. The prior
overp(G ) is then used to introduce soft constraints to the in-
4 Automatic Learning and Tracking ference. This is possible by using the coarse inferencétresu
as the input of a simple localization scheme, and using the
We have presented i§8 a generic framework to infer the localization information irp(G ) to enforce a compactness

occupancy probability of a voxeX and thus deduce how prior over them objects, as discussed§d.2.
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4.2 Object Localization To build the color model of the new object, we project
the maximum voxel probability along the viewing ray to

We use a localization prior to enforce the compactness ahe camera view, threshold the image to form a “silhou-

objects in the inference steps. For the particular caseavheette mask”, and choose pixels within the mask as training

walking people represent the dynamic objects, we take acamples for a GMM appearance model. Samples are only

vantage of the underlying structure of the dataset, by proeollected from unoccluded silhouette portions of the abjec

jecting the maximum probability over a vertical voxel col- which can be verified from the inference. Because the cam-

umn on the horizontal reference plane. We then localize theras may be badly color-calibrated, we propose to train an

most likely position of objects by sliding a fixed-size win- appearance model for each camera view separately. This ap-

dow over the resulting 2D probability map for each object.proach is fully evaluated if5.2.1.

The resulting center is subsequently used to initigh@e ),

using a cylindrical spatial prior. This favors objects lioed

in one and only one portion of the scene and is intended a4 Occluder computation

a soft guide to the inference. Although simple, this track-

ing scheme is shown to outperform state of the art methodEhe static occluder computation can easily be integratéd wi

(§5.2.2), thanks to the rich shape and occlusion informatiohe multiple dynamic object reconstruction describesBii..
modeled. At every time instant the dominant occupancy probabilities

of m objects are already extracted; the two dominant occu-
) ) _ pancies in front and behind the current voXetan be used
4.3 Automatic Detection of New Objects in the occupancy inference formulation§8.1. It could be

h i inf . b bi d by th thought that the multi-label dynamic object inference dis-
The main information about objects used by the proposegl sqe in this section is an extension to the single dynamic

method is their set of appeara_nces in the dn‘fgrent VIeWSObjeCt cases assumed §8.1. In fact, the occlusion occu-
These sets can be learned offline by segmenting each OBé\ncyinference does benefit from the disambiguation inher-

served object alone in a clear, uncluttered scene before pr . 1+ - uiti-silhouette reasoning, as the real-world exper
cessing multi-objects scenes. More generally, we caralniti ment shows, in Fig. 16, if5

ize object color models in the scene automatically. To detec

new objects we compulé's object location and volume size

during the coarse inference, and track the unknown volumg Result and Evaluation

just like other objects as describeds#.2. A new dynamic

object inference label is created (amdincremented), if all 5.1 Occlusion Inference Results
of the following criteria are satisfied:

— The entrance is only at the scene boundaries To demonstrate the power of the static occluder shape re-
— U’s volume size is larger than a threshold covery, we mainly use a single person as the dynamic object
— U is not too close to the scene boundary in the scene. In the next section, we also show that it can be
— Subsequent updatesifs track are bounded recovered in the presence of multiple dynamic objects. We

The first criterion is very straightforward. The secondshow three multi-view sequences: theLARS andSCULP-
one guarantees that the object is not any kind of consistemuRE sequences, acquired outdoors, andthair sequence,
noise over all views, or any moving objects that is too smalbcquired indoors, with combined artificial and natural tigh
to be of our interest. The third one guarantees that the bbjefrom large bay windows. In all sequences nine DV cam-
we are trying to model is likely to have full observations eras surround the scene of interest, background models are
from all of the views. The fourth item further eliminates learned in the absence of moving objects. A single person
random noises. One thing to note is that, even with all thes our dynamic object walks around and through the oc-
above criterae, it does sometimes happen that the object vetuder in each scene. The shape of the person is estimated
are trying to model is currently occluded by either anotheat each considered time step and used as prior to occlusion
dynamic object or a static occluder to some of the views. Buinference. The data is used to compute an estimate of the
luckily, our appearance initialization is view-based, #megs  occluder’s shape using (10). Results are presented in Fig. 8
does not require all views aquire the object appearanceatth Nine geometrically calibratet0 x 480 resolution cam-
same time. This is another advantage of using view-basegtas all record &20Hz. Color calibration is unnecessary be-
appearance than a global appearance, besides the prgvioushuse the model uses silhouette information only. The back-
discussed fact that we can bypass the tedius radiometric cajround model is learned per-view using a single Gaussian
ibration of the network. However, only when all the views color model per pixel, and training images. Although sim-
have finished the appearance initialization of a certain obple, the model proves sufficient, even in outdoor sequences
ject, a new label is added 0. subject to background motion, foreground object shadows,
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Fig. 8 Occluder shape retrieval results. SequencesIfa)aARS, (b) SCULPTURE, (C) CHAIR . 1) Scene overview. Note the harsh light, difficult
backgrounds for (a) and (b), and specularity of the scudpteeusing no significant modeling failure. 2-3) Occludéerience according to Blue:
neutral regions (prioP, ), red: high probability regions. Brighter/clear regiondicate the inferred absence of occluders. Fine levelstafldee
modeled, sometimes lost - mostly to calibration. In (a) tihecsure’s steps are also detected. 4) Same inference ddiiti@nal exclusion of zones
with reliability under0.8. Peripheral noise and marginally observed regions ararediied. The background protruding shape in (c3) is due to a
single occlusion from view (c1). The supplemental videosshextensive results with these datasets, including oneooe people in the scene.

and substantial illumination changes, illustrating thersy  the expected behaviors are well isolated. Fig. 9 shows that
robustness of the method to difficult real conditions. Theboth schemes converge reasonably close to the visual hull
method can cope well with background misclassification®f the considered pillar. In scenes with concave parts acces
that do not lead to large coherent false positive dynamic obsible to dynamic objects, the estimation would carve into
ject estimations: pedestrians are routinely seen in thk-bacconcavities and reach a better estimate than the occluder’s
ground for thescuLPTURE and PILLARS sequences (e.g. visual hull. A somewhat larger volume is reached with both
Fig. 8(al)), without any significant corruption of the infer schemes in this example. This is attributable to calibratio
ence. errors which overtightens the visual hull with respect t® th
Adjacent frames in the input videos contain largely re-true silhouettes, and accumulation of errors in both sclseme
dundant information for occluder modeling, thus videos cartoward the end of the sequence. We trace those to the redun-
safely be subsample@ILLARS was processed usirg)%  dant, periodical poses contained in the video, that sustain
of the frames 1053 frames processedscuLPTUREand  consistent noise. This suggests the existence of an ogtimal
CHAIR with 10% (160 and 168 processed frames respec- nite number of frames to be used for processing. Jolts can be

tively). observed in both volumes corresponding to instants where
the person walks behind the pillar, thereby adding positive
5.1.1 Online Computation Results contributions to the inference. Use of the reliability eribn

contributes to lower sensitivity to noise, as well as a perma
All experiments can be computed using incremental infernently conservative estimate of the occluder volume as the
ence updates. Fig. 9 depicts the inference’s progresssen, ucurves show in framek)0-200. Raw inference (10) momen-
ing the sensor fusion formulation alone or in combinatiortarily yields large hypothetical occluder volumes wheradat
with the reliability criterion. For the purpose of this expe is biased toward contributions of an abnormally low subset
iment, we used theILLARS sequence and manually seg- of views (framel09).
mented the occluder in each view for a ground truth com-
parison, and focused on a subregion of the scene in which
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5.2 Multi-Object Shape Inference Results
(2) We have used four multi-view sequences to validate multi-
object shape inference. EigbtiHz 720 x 480 DV cameras
surrounding the scene in a semi-circle were used for the
(b) CLUSTERaNdBENCH sequences. TheaB sequence is pro-
— e vided by [18] andscuLPTUREwas used to reconstruct the
s f FEmeMeR - Freme s Frame 1053 | static sculpture (Fig. 8(b)) in the previous section. Here,
wol T A show the result of multiple persons walking in the scene to-
‘ ‘ ocoluder inference >99% | | gether with the reconstructed sculpture.

with reliability > 80%
Joit 1 (o) | [Cam. No]Dynamic Obj. No[Occludet

- I CLUSTER(outdoor) 8 5 no
EEDIHGSE s == BENCH (outdoor) 8 0-3 yes
P | LAB (indoor) 15 4 no
%70 20 a0 400 500 600 700 800 900 1000 SCULPTURE(outdoor, 9 2 yes

00

Frame Number
Fig. 9 Online inference analysis and ground truth visual hull camp Cameras in each data sequence are geometrically cal-
ison, usmgPl_LLARs_dataset, focusing on a slice mcludmg_the middle ibrated but not color calibrated. The background model is
pillar (best viewed in colo). (a) Framesi09, 400 and 1053, inferred : . . i
using (10). (b) Same frames, this time excluding zones veitiabil-  learned per-view using a single Gaussian color model at ev-
ity under0.8 (reverted here t0.5). () Number of voxels compared to ery pixel, with training images. Although simple, the model
ground truth visual hull across time. proves sufficient, even in outdoor sequences subject to-back
ground motion, foreground object shadows, window reflec-
tions and substantial illumination changes, showing the ro
bustness of the method to difficult real conditions.

Our formulation §3.1.9) can be used to account for the accu- 07 dynamic object appearance models of thes-

mulated occluder information in dynamic shape inference! ER: LAB @ndSCULPTUREdata sets, we train a RGB GMM

We only use occlusion cues from reliable voxeis & 0.8) model for eqch person in gach viewwith manually segmented
to minimize false positive occluder estimates, whose excedoreground images. This is done offline. For 8EnCH se-
sive presence would lead to sustained errors. While in man§ue€nce however, appearance models are initialized online
cases the original dynamic object formulation [12] perferm automatically.

robustly, a number of situations benefit from the additional

occlusion knowledge (Fig. 10). Person volume estimates cafr2-1 Appearance Modeling Validation

be obtained when accounting for occluders. These estimates )

appear on average to be a stable multiple of the real volum&iS extremely hard to color-calibrate a large number of eam
of the person, which depends mainly on camera configur@S: not to mention undgr varying lighting co_ndmons, as
tion. This suggests a possible biometrics application ef thi" & natural outdoor environment. To show this, we com-

method, for disambiguation of person recognition based oR2'e differentappearance modeling schemesiin Fig. 11, fora
computed volumes. frame of the outdooBENCH dataset. Without loss of gener-

ality, we use GMMs. The first two rows compare silhouette

extraction probabilities using the color models of spéitial
s : — neighboring views. These indicate that stereo approaches
1 () which heavily depend on color correspondence between neigh

i ; : / ' boring views are very likely to fail in the natural scenarios

especially when the cameras have dramatic color varigtions
such as in view 4 and 5. The global appearance model on
row 3 performs better than row 1 and 2, but this is mainly
due to its compensation between large color variationssacro
o cameraviews, which at the same time, decreases the model’s
Fig. 10 (a) Person shape estimate fraPnLLARS sequence, as oc- discriminability. The last row obviously is the winner wieer
cluded by the rightmost pillar and computed without accownfor  a color appearance model is independently maintained for
occlusion. (b) Same situ_ation accounting for oc_clusionv\tihg better every camera view. We hereby use the last scheme in our
completeness of the estimate. (c) Volume plot in both casesount- . . .
ing for occlusion leads to more stable estimates across tieweases system. Once the model is trained, we do not Update itas
false positives and overestimates due to shadows cast ardecs (I),  time goes by. But this online updating of the appearance
increases estimation probabilities in case of occlusifn (I models could be an easy extension for robustness.

n
=1
=3
=3
T

15001

Number of Voxels

=)

=3

=3
T

a

=3

S
T

5.1.2 Accounting for Occlusion in SfS

S

i

n

20 40 60 80
Frame Number



O©CO~NOOOTA~AWNPE

15

0.68

(L [ Bb
s =
s X

: —— =
N
w3
o

a\[).‘ls .67
p HE
s g

@view! @view2 @ view3 ’ viewd viewS

I 3

2 II- (| | §

| 3;
—F

[ [ ;

:|‘l§
Do Peille

(b} (©)

I

e
n
-2

I -l§
-

Fig. 12 Result from 8-viewcLusTERdataset. (a) Two views at frame
0. (b) Respective 2-labeled reconstruction. (c) More ateushape es-
timation using our algorithm.
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069 s0.70 G073 Foez Fors 75 gesr R TheLAB sequence [18] with poor image contrast is also

4 ] . .
i N H E N | E ] processed. The reconstruction result from all 15 cameras is
= | g A\~ H | L 1 shown in Fig. 13. Moreover, in order to evaluate our local-

ization prior estimation, we compare our tracking method
Fig. 11 Appearance model analysis. A person in eight views is dis-(§4'2) with the ground truth d_ata’ the result of [18] and [30].
played in row 4. A GMM modek; is trained for viewi e [1,8]. ~ We use the exactly same eight cameras as in [30] for the
A global GMM modelC, over all views is also trained. Row 1, 2, 3 comparison, shown in Fig. 13(b). Although slower in its cur-
and 5 comput®®(S|Z, B,C, 1), P(S|Z, B,C;_,), P(SIZ,B,C) and  rent implementation (2 min. per time step) our method is

P(SIZ,B,C;) for view i respectively, withS the foreground label - - .
the pixel color,B the uniform background model. The probability is generally more robust in tracking, and also builds 3D shape

displayed according to the color scheme at the top righterofine av-  information. Most existing tracking methods only focus on
erage probability over all pixels in the silhouette regioml ¢he mean  a tracking envelope and do not compute precise 3D shapes.

color modes of the applied GMM model are shown for each figureThjs shape information is what enables our method to achieve
Best viewed in color. -
comparable or better precision.

though an object’'s appearances are learnt for eavh view SE]lJ_- ) . ) o
arately, they are still linked together in 3D by the same ob- he automatic dynamic object appearance model initializa-

ject label. In this sense, our per-view based appearanoes ciO" has been tested using thencH sequence. Three peo-
be taken as an intermediate model between the global mod@f€ &ré walking into the empty scene one after another. By
as used in Shape-from-Photoconsistency and multi-viewat&X@mining the unidentified labéd, object appearance mod-

and the pure 2D image models used by video surveillancg!s are initialized and used for shape estimation in subse-
and tracking literatures. guent frames. Volume size evolution of all labels are shown

in Fig. 14 and the reconstructions at two time instants are
shown in Fig. 15.

5.2.2 Densely Populated Scene

s00 — Our Track f.

ThecLUsTERsequence is a particularly challenging config-
uration: five people are on a circle of less tf$amn. in diam-

450
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Ground Plane Error (mm)
o W ow s
3
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i
L
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A A ,."
tion at the circle center. Despite the fact that none of them “; R TAN VY
are being observed in all views, we are still able to recover § W N
the people’s label and shape. Images and results are show i > \\ [

in Fig. 12. The naive-label reconstruction (probabilistic
visual hull) yields large volumes with little separation-be j
tween objects, because the entire scene configuration is too
ambiguous. Adding tracking prior information estimatess th Fig. 13 LAB dataset result from [18]. (a) 3D reconstruction with 15
most probable compact regions and eliminates large errorgews at frame 199 (b) 8-view tracking result comparisorwriethods
at th(_e expense of diIatipn and lower precision. Accountin@stﬁﬁlﬁ?’]ﬂ:‘i g}gtgg_und truth data. Mean error in groutianp
for viewing line occlusions enables the model to recover

more detailed information, such as the limbs.

3 0 20 H) S0 ol {0 kY
(b) Frame Number
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/1 ‘ J_/Lw scene, we are able to recover the fine shape too. Otherwise,
the occluder inference would have to use ambiguous regions
when people are clustered.

7Kg MN[0

Lrinitialized |
P fully entered M
D SrP—— T
Ls | ;;’ ‘f“‘ﬁ‘?""" . L1 initialized
1 2 fully entere Ps fully entered
0 50 100 150 200 250 300 350 400
Frame Number

Framei20"

Fig. 14 Appearance model automatic initialization with thencH 5
sequence. The volume tfincreases if a new person enters the scene. |
When an appearance model is learned, a new label is ingéal2uring
the sequencd,; and L, volumes drop to near zero because they walk
out of the scene on those occasions.

P2(L.
1 2) [} Multiple label J

Fig. 16 scuLPTUREdata set comparison. The middle column shows
the reconstruction with a single foreground label. The trighlumn
shows the reconstruction with a label for each person. Thisrdi
shows, by resolving inter-occlusion ambiguities, both shatic oc-
cluder and dynamic objects achieve better quality.

s
PiLiy

Frame 329 Frame 359
Pris ont of the seene P re-enters
P# just enters the scene with label U7 | P is assigned L3

Fig. 15 BENCH result. Person numbers are assigned according to the

order their appearance models are initialized. At frame 329s en-

tering the scene. Since itBs’s first time into the scene, he is cap- 6 Discussion
tured by labels (gray color).P; is out of the scene at the moment. At
frame 359,P; has re-entered the sceri&. has its GMM model already
trained and labeLs assigned. The bench as a static occluder is bein
recovered.

g6.1 Dynamic Object & Static Occluder Comparison

So far, we have shown the mathematical models and real-
. ) datasets for static and dynamic objects inference. Althoug
During the sequence( has three major volume peaks poth types of entities are computed only from silhouettescue
due to three new persons entering the scene. Some smaligfy, camera views and both require the consideration of vi-
perturbations are due to shadows on the bench or the groung 5| occlusion effect, they actually have fundamentally di
Besides automatic object appearance model initializatiolterent characteristics.
the system robustly re-detects and tracks the person who it of all, there is no way to learn an appearance model
leaves and re-enters the scene. This is because once thedgr 5 static occluder, because it's appearance is initizty
bel is initialized, it is evaluated for every time instante@8  pedded in the background model of a certain view. Only
if the person is out of the scene. The algorithm can easily bghen an occlusion event happens between the dynamic ob-
improved to handle leaving/reentering labels transpgfent ject and the occluder, can we detect that certain appearance
should belong to the occluder but not the background, and
5.2.4 Dynamic Object & Occluder Inference the occluder probability should increase along that vigwin
direction. Whereas for dynamic objects, we have mentioned
The BENCH sequence demonstrates the power of our autcand will show in more detail in the next section, that their
matic appearance model initialization as well as the inteappearance models for all camera views could be manually
grated occluder inference of thigench” as shown in Fig. 15 or automatically learnt before reconstruction.
between frame 329 and 359. Check Fig. 14 about the scene Secondly, for an occluder, because it is static, places in
configuration during that period. The complete sequence ithe 3D scene that has been recovered as highly probable
also given in the supplemental video. to be occluder will always maintain the high probabilities,
We also compute result f@cuLPTURESequence with not considering noise. This enables the accumulation of the
two persons walking in the scene, as shown in Fig. 16. Fastatic occluder in our algorithm. But for the inter-occhusi
the dynamic objects, we manage to get much cleaner shaplstween dynamic objects, it is just a one time instant event.
when the two persons are close to each other, and morkhis effect is actually reflected in the inference formulée o
detailed shapes such as extended arms. For the occludtire static occluder and the dynamic objects.
thanks to the multiple foreground modes and the consider- Thirdly, a recovered dynamic object can be think of as a
ation of inter-occlusion between the dynamic objects in thgrobabilistic visual hull representation, because it isradll
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a fusion of silhouette information, based on [12]. However,
the static occluder that we recover is actually not a visual
hull representation. In fact, it is closer to an entity that i
carved out using moving visual hulls (of the dynamic ob-
jects), as shown in Fig. 2. Therefore, our estimated occlude
shape can maintain some concavities, as long as a dynami
object that we use to infer the occluder can move into the
concave regions and be witnessed by camera views.

Fig. 17 The static occluder recovered from theuLPTUREdataset is
textured using the observations from the camera views. T¥fereht

6.2 Computation Complexity and Acceleration views are shown here. Best viewed in color.

The occluder occupancy computation was handled 28a  static occluder in a view, we cannot discover the occluder
GHz PC at approximately timestep per minute. The very shape. This is why we cannot recover the top of the pillar
strong locality inherent to the algorithm and preliminaeypbh- 54 lamp post in Fig. 8. However, for dynamic scene anal-
marks suggest that real-time performance could be achiev%is, our main focus is on the dynamic objects, in this case,
using a GPU implementation. Occluder information does,yr recovered knowledge about where a dynamic object may
not need to be processed for every frame because of adjgpssibly be occluded by a static occluder is very important.
cent frame redundancy, opening the possibility for online,  gecondly, when dealing with visibilities, either static oc
asynchronous cooperative computation of occluder and dys,der inference or dynamic objects computation, we have

namic objects at interactive frame rates. _ an implicit assumption that the occlusion is partial, ngmel
The time complexity of our complete system is boundedye stijll have high confidence what label a certain voxel sthoul
by the dynamic object inference, where viewing ray maxi-he assigned given majority of observation agreement among
mum probabilities for each label need and each view need tQ,e on-occluded views. This means we cannot recover a
be know. This means a computation®fnmV'), withnthe  herson hiding in a dense crowd, and we cannot recover a
number of camerasy the number of objects in the scene, sojig wall if no views can see a person going behind it. The
andV’ the scene volume resolution. We process the dynamigyreme cases are still remaining to further analysis. et
object sequences on24 GHz Core Quad PC with com- \yqrqs; it is also a good question to ask, in order to use our

putation times varying of 1-4 min per time step. Again, theproposed method in a certain scenario, how many cameras
very strong locality inherent to the algorithm and prelimi-\5u1d be enough, and how to place them in the scene. But
nary benchmarks suggest that aroufidimes faster perfor-  hese questions belong to a totally different topic and is be
mance could be accomplished by a GPU acceleration. yond the scope of our discussion here.

Finally, the appearance models can be improved. But if
two persons with similar color appearances are in the scene,
this is a fundamental problem to our scheme, no matter what

S kind of appearances we use. It will always introduce ambi-
After we get the probabilistic volume of the shapes, we can .. . o .
uities to our dynamic object inference scheme. In this,case

define surface smoothness and minimum curvature constraﬁ}s

and use existing global optimization schemes [36,40] to ex: N propos_ed trac_klng scheme and Ob]e(.:t location prior W'!I
) be the main solution. However, the tracking scheme used in
tract a surface representation of the shape. We can also p% . . o > .
. the multiple dynamic object inference section is naive. The
textures from the observations to the reconstructed shapes

. o o cylindrical object location prior is not general enough, es
for better visualization and further applications. Thelgeu . . .
) A pecially our dynamic object as humans can deform. These
ture from one of our datasets is textured in Fig. 17.

are possibilities for future extensions, besides decegswa
to further use temporal consistency cues for better dynamic
shape estimation.

6.3 Shape Refinement

6.4 Drawbacks and Limitations

There are a few limitations to our approach. First of all, al-

though the static occluder estimation is robust in a generad Summary

outdoor environment, it is not generally an alternative for

static object reconstruction purpose (although it works inin this paper, we have presented a complete approach to re-
some cases, like theHAIR sequence). This is because ourconstruct 3D shapes in a dynamic event from silhouettes
occluder inference is only based on occlusion cues, meanirextracted from multiple videos recorded using a geometri-
if there is no occlusion between a dynamic object with thecally calibrated camera network. The key elements of our
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approach is a probabilistic volumetric framework for auto-18. A. Gupta, A. Mittal, and L. S. Davis. Cost: An approachdam-
matic 3D dynamic scene reconstruction. The proposed meth@ selection and multi-object inference ordering in dywzsoenes.

is robust to occlusion, lighting variation, shadows etdoiés

ICCV, 2007.
19. D. Hoiem, A. Stein, A. Efros, and M. Hebert. Recovering:lDe

not require photometric calibration among the cameras in gjon Boundaries from a Single Imag€CV, 2007.
the system. It automatically learns the appearance of theo. A. llie, and G. Welsh. Ensuring color consistency acrosgtiple
dynamic objects, tracks the motions and detects survivancecamerasiCCV, 2005.

events such as entering/leaving the scene. It also automafi

1. N. Joshi, B. Wilburn, V. Vaish, M. Levoy, and M. Horowit&uto-
matic Color Calibration for Large Camera ArraydCSD CSE Tech

cally discovers the static occluder, whose appearanceis in  report S2005-0822005.
tially hidden in the background and recovers its shape bg2. M. Keck, and J. Davis. 3D Occlusion Recovery using Few Cam
observing the dynamic objects’ performance in the scene for eras.CVPR 2008.

a certain amount of time. Combining all the algorithms de

23. K. Kim, D. Harwood, and L. Davis. Background Updating for
Visual SurveillancelSVC 337 — 346, 2005.

scribed in this paper, it is possible to develop a fully auto-y. k. kutulakos, and S. Seitz. A Theory of Shape by Spaceifigrv
matic and robust system for dynamic scene analysis in gen-1JCV, 2000.

eral uncontrolled indoor/outdoor environment.
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