
HAL Id: inria-00526162
https://inria.hal.science/inria-00526162v1
Submitted on 13 Oct 2010 (v1), last revised 27 Nov 2011 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A review of Residual distribution schemes for hyperbolic
and parabolic problems : the july 2010 state of the art

Rémi Abgrall

To cite this version:
Rémi Abgrall. A review of Residual distribution schemes for hyperbolic and parabolic problems : the
july 2010 state of the art. [Research Report] RR-7419, 2010, pp.39. �inria-00526162v1�

https://inria.hal.science/inria-00526162v1
https://hal.archives-ouvertes.fr


appor t  


de  r ech er ch e 


IS
S

N
02

49
-6

39
9

IS
R

N
IN

R
IA

/R
R

--
74

19
--

F
R

+
E

N
G

Thème NUM

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

A review of Residual distribution schemes for
hyperbolic and parabolic problems : the july 2010

state of the art

Rémi Abgrall

N° 7419

July 2010





Centre de recherche INRIA Bordeaux – Sud Ouest
Domaine Universitaire - 351, cours de la Libération 33405 Talence Cedex

Téléphone : +33 5 40 00 69 00

A review of Residual distribution s
hemes forhyperboli
 and paraboli
 problems : the july2010 state of the artRémi AbgrallThème NUM � Systèmes numériquesÉquipes-Projets BACCHUSRapport de re
her
he n° 7419 � July 2010 � 36 pages
Abstra
t: We des
ribe and review (non os
illatory) residual distribution s
hemesthat are rather natural extension of high order �nite volume s
hemes when aspe
ial emphasis is put on the stru
ture of the 
omputational sten
il. We pro-vide their 
onne
tions with standard stabilized �nite element and dis
ontinuousGalerkin s
hemes, show that their are really non os
illatory. We also dis
uss theextension to these methods to paraboli
 problems. We also draw some resear
hperspe
tives.Key-words: Residual distribution methods, non os
illatory s
hemes, hyper-bolique and paraboli
 problems, unstru
tured meshes.



État de l'art, en juillet 2010, sur les s
hémasdistribuant le résidu pour les problèmeshyperboliques et paraboliques.Résumé : We des
ribe and review (non os
illatory) residual distribution s
hemesthat are rather natural extension of high order �nite volume s
hemes when aspe
ial emphasis is put on the stru
ture of the 
omputational sten
il. We pro-vide their 
onne
tions with standard stabilized �nite element and dis
ontinuousGalerkin s
hemes, show that their are really non os
illatory. We also dis
uss theextension to these methods to paraboli
 problems. We also draw some resear
hperspe
tives.Mots-
lés : S
hémas distribuant le résidus, s
hémas non os
illants, problèmeshyperboliques et paraboliques, maillages non stru
turés.
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tion.The numeri
al simulation of 
ompressible �ow problems, or more generallyspeaking, of partial di�erential equations (PDEs) of hyperboli
 nature, has beenthe topi
 of a huge literature sin
e the seminal work of von Neuman in the 40's.Among the �hot� topi
s of the �eld has been, sin
e the works of Lax, Wendro�,Godunov, M
 Corma
k, van Leer, Roe, A. Harten, Yee and Osher, to give afew names, the development of robust, parameter free and a

urate s
hemes.Among the most su

essful methods one may quote the van Leer's MUSCLmethod [32℄ and modi�ed �ux approa
h of Roe. These te
hniques are onlyse
ond order a

urate. The a

ura
y 
an be improved via the ENO/WENOmethods by Harten, Shu and others.RR n° 7419



4 AbgrallThe emergen
e of modern parallels 
omputers, another 
on
ern has emerged:what about a

ura
y and e�
ien
y ? Indeed, it is now important to developrobust algorithms that s
ales 
orre
tly on parallel ar
hite
ture. This 
an bea
hieved more or less easily if the sten
il of the numeri
al s
heme is as 
om-pa
t as possible. Good 
andidates are the s
hemes relying on �nite elementte
hnology, su
h as the Dis
ontinuous Galerkin (DG) methods [11℄ or the sta-bilized 
ontinuous �nite element(CFE) methods [20, 19℄. In these methods, thenumeri
al sten
il is the most possible 
ompa
t one.In these notes, we dis
uss in some details of another 
lass of numeri
als
hemes, the so-
alled Residual Distribution s
hemes (RD for short), also de-noted by Flu
tuation Splitting s
hemes. The history of these s
hemes 
an betra
ed ba
k to the work of P.L. Roe [28℄ and even his famous 1981 paper [29℄where he does not de�ne a �nite volume s
heme but a true residual distributions
heme. Indeed, the �rst RD s
heme ever was probably presented by Ni [22℄.The idea was to 
onstru
t a s
heme with the most 
ompa
t 
omputational sten-
il that 
an ensure se
ond order a

ura
y. This s
heme had some similaritieswith the Lax Wendro� one.If these RD share many similarities with more established s
hemes su
h asthe SUPG s
heme by Hughes and 
oworkers [17, 18, 19℄, the driving idea is (i)to introdu
e the upwinding 
on
ept, (ii) to manage su
h that a provable or apra
ti
al maximum prin
iple is a
hieved without any parameter to tune. In ouropinion, (ii) is the most important feature.In Roe's paper and the �rst RD papers, the main idea was to introdu
eupwinding into the numeri
al formulation of the problems, 
oupled in a very
lever way, with a te
hnique to rea
h se
ond order a

ura
y for steady problem.This has been presented in a serie of papers and VKI reports, see e.g. [12, 13, 30,14, 31, 23℄. Two s
hemes had emerged at the time : the N s
heme by Roe andthe PSI s
heme by R. Struijs, see [14℄. The �rst one is probably the optimal �rstorder strategy for s
alar problems using triangular meshes, the se
ond one thebest se
ond order s
heme on these type of meshes, for steady problems again.When dealing with systems or non triangular meshes, the situation be
ame more
omplex, and it appears that the upwinding 
on
ept has to be relaxed a bit.This paper presents a personal view of what is the 
urrent status of RDs
heme for steady problems. In a �rst part, I present a reinterpretation of stan-dard �nite volume s
hemes. Then I give a very formal variational formulationand some 
onne
tion with more established s
hemes su
h as the Dis
ontinuousGalerkin s
hemes or the stabilised 
ontinuous �nite element. In a se
ond part,I dis
uss a systemati
 way of getting a non os
illatory s
heme, without tunableparameter, even in the system 
ase. Numeri
al examples are given for illustra-tion. The last se
tion is devoted to some extensions, in parti
ular the unsteady
ase and the vis
ous 
ase.
INRIA



A review of Residual distribution s
hemes 52 About �nite volume s
hemes and their 
onne
-tions to RD s
hemes.2.1 Re-formulation of �nite volume s
hemes.Let us start with a simple example. We 
onsider the following problem
∂u

∂t
+
∂f(u)

∂x
= 0 (1)with initial and boundary 
onditions that we do not spe
ify for the moment.Using a regular mesh (xj = j∆x), this problem is dis
retised by a simple �nitevolume s
heme

∆x
un+1
i − uni

∆t
+ Fi+1/2 − Fi−1/2 = 0 (2)where Fj+1/2 is the numeri
al �ux at the 
ell interfa
e xj+1/2 =

xj+xj+1

2 . Itdepends on the lo
al 
ell averages of the solution {ul}
j+p
l=j−p, where

uj ≈

∫ xj+1/2

xj−1/2
u(x, t)dx

∆x
.We 
an rewrite (2) as

∆x
un+1
i − uni

∆t
+ φ−i+1/2 + φ+i−1/2 = 0 (3)where we have set

φ−i+1/2 = Fi+1/2 − f(ui), φ+i−1/2 = f(ui)− Fi−1/2.In ea
h interval [xi, xi+1], we have introdu
ed the �residuals�
φ−i+1/2 = Fi+1/2 − f(ui), φ+i+1/2 = f(ui+1)− Fi+1/2. (4)The two formulations (2) and (3) are of 
ourse equivalent.If the numeri
al s
heme Fj+1/2 is 
onsistent with the 
ontinuous one, anddepends 
ontinuously of its arguments, assuming in addition some stability as-sumptions, the Lax Wendro� theorem states that the solution of (2) 
onvergesto a weak solution of (1). In the proof of this theorem, the key algebrai
 argu-ment is that Fi+1/2 − Fi−1/2 is a di�eren
e of �ux. Considering now (4), thisargument is translated into the relation
φ−i+1/2 + φ+i+1/2 = f(ui+1)− f(ui) =

∫ xi+1

xi

∂f(u∆x)

∂x
dx (5)where u∆x = ui

xi+1−x
∆x + ui+1

xi−x
∆x . On 
an show, see for example [6℄ for amore 
omplex 
ase, that under the assumptions of the Lax Wendro� theorem(stability assumptions, and 
ontinuous dependen
y of the residuals with respe
tto their arguments), that the solution of (3) 
onverges to a weak solution of (1).RR n° 7419



6 Abgrall2.2 About a

ura
y.The goal is to 
onstru
t s
hemes of the type (3)-(5) that have the most possible
ompa
t sten
il with the maximum a

ura
y. We show here that there is somehope. For example, se
ond order a

ura
y 
an be obtained with a 3 pointsten
il (instead of 5 for a standard high order s
heme). This is done in twosteps. We �rst 
onsider the steady version of (1) and then extend the methodto the unsteady 
ase. Of 
ourse the steady version of (1) is trivial, but is ratherenlighting to 
onsider the following problem
u′ = λu x ∈]0, 1]

u(0) = 1.
(6)The solution of (6) is u(x) = eλx.If one wishes to approximate (6) by an upwind �nite volume, a naturalformulation is

Fi+1/2 − Fi−1/2 = λ

∫ xi+1/2

xi−1/2

u(x)dx ≈ ∆xλui.Note that the sour
e term is approximated with se
ond order a

ura
y, and
Fi+1/2 = ui, Fi−1/2 = ui−1. The s
heme is

ui − ui−1 = ∆xλui, u0 = 1. (7)We obtain ui = (1− λxi

i

)i: if i is 
hosen so that xi = i∆x is �xed, ui − u(xi) =
1
2e

λxixiλ
2∆x+O(∆x2): the 
onvergen
e is only �rst order.Consider now the s
heme

ui − ui−1 −
λ∆x

2
(ui + ui−1) = 0 with u0 = 1. (8)We get
ui =

(
1 + λ∆x

2

1− λ∆x
2

)iso that when i is 
hosen with xi = i∆x �xed,
ui − u(xi) =

1

12
eλxiλ3xi∆x

2 +O(∆x4)whi
h shows so the 
onvergen
e is se
ond order. The s
heme (8) 
an be inter-preted in the residual distribution framework. To do that, we de�ne the totalresidual by
φi+1/2 =

∫ xi+1

xi

(
(u∆x)′ − λu∆x)dx = ui+1 − ui − λ

ui + ui+1

2and the sub-residuals by
φ−i+1/2 = φi+1/2, φ+i+1/2 = 0i.e., we distribute on the downwind vertex of the 
ell [xi, xi+1].This simple example shows that one 
an maximize a

ura
y with the small-est sten
il. This is pre
isely the philosophy that is pursued by the ResidualDistribution s
hemes (RD s
hemes for short), with the goal of deriving nonos
illatory s
hemes. INRIA



A review of Residual distribution s
hemes 73 Relationships between Dis
ontinuous Galerkin,stabilised Continuous Galerkin and RD s
hemes.We show that another interpretation of (3) is a variational one and then gener-alise it in the multi dimensional 
ase.3.1 A variational formulation of the �nite volume s
hemes.We start again from (1) in the steady 
ase, even though the solutions are trivial.Again, we negle
t the boundary 
onditions for the sake of simpli
ity, and weassume the solution to be s
alar.Formaly, we introdu
e
β−
i+1/2 =

Fi+1/2 − f(ui)

f(ui+1)− f(ui)
and β+

i+1/2 =
f(ui+1)− Fi+1/2

f(ui+1)− f(ui)
,so that (3) be
omes (in the steady 
ase)

β−
i+1/2(f(ui+1)− f(ui)) + β+

i−1/2(f(ui+1)− f(ui)) = 0If ϕ dis
ontinuous and linear in ea
h interval [xj , xj+1]
1, we have

∑

j

{β−
j+1/2ϕj + β+

j+1/2ϕj+1}(f(uj+1)− f(uj)) = 0. (9)We introdu
e the mapping π∆x from V ∆x to Ṽ ∆x the set of fun
tions that are
onstant on ea
h interval [xj , xj+1] but possibly dis
ontinuous a

ross the 
ellinterfa
es. The fun
tion π∆x(ϕ) is, on [xj , xj+1],
π∆x(ϕ) = β−

j+1/2ϕi + β+
j+1/2ϕj+1.The relation (9) 
an be reinterpreted, sin
e π∆x is 
onstant on [xj , xj+1], as

∑

j

(∫

∂[xj,xj+1]

π∆x(ϕ)f(u∆x)dx−

∫

[xj ,xj+1]

(π∆x(ϕ))
′f(u∆x)dx

)
= 0. (10)The next natural question is to understand how 
an be 
onstru
ted a set of
oe�
ients β±

j+1/2 su
h that the s
heme de�ned by (10) is stable, non os
illatoryand a

urate. The one dimensional 
ase, for se
ond order a

ura
y, is veryspe
i�
. Indeed, using the te
hniques presented in se
tion 4 and more spe
i�
allywhen we wish to enfor
e automati
aly an non os
illatory behavior, we 
an showthat in general β−
j+1/2 = 0 and β+

j+1/2 = 1: in a way, upwinding is built-in.3.2 Generalisation to the multi dimensional 
ase.Inspired by the variational formulation (10), we 
an generalise it and show
onne
tions the method to more standard methods like the stream-line di�usionmethod or the Dis
ontinuous Galerkin methods by playing with the 
ouple testfun
tion/approximation spa
e. We are given a triangulation T h, we assumethat it is 
onformal, and denote by K a generi
 element of T h.1V ∆x is the set of these fun
tions.RR n° 7419



8 AbgrallThe �un�ltered� RD s
heme are a dire
t extension of (10). It writes: �nd uh
ontinuous and polynomial of degree k (this spa
e is 
alled V h) in ea
h elementof T h su
h that for any vh ∈ V h

∑

σ∈Ω

vh(σ)

(∑

K∋σ

βK
σ

∫

∂K

f(uh) · ~ndl

)
= 0Using 
onservation and after rearangement, we get

∑

K

πh(vh)︷ ︸︸ ︷( ∑

σ∈K

βK
σ vσ

) ∫

∂K

f(uh) · ~ndl = 0where
πh :V h → Ṽ h

vh 7→ πh(vh) su
h that on any element K,πh(vh)|K =
∑

σ∈K

βK
σ v

h
σwith Ṽ h := {w ∈ L2, for any element K,w|K
onstant }. We note that π(vh)depends on vh and uh in general.This algebra indi
ates that the �un�ltered� RD s
heme 
an be seen as (be-
ause πh(vh) is 
onstant over any K)

∑

K

(∫

∂K

πh(vh)f(uh) · ~ndl−

=0︷ ︸︸ ︷∫

K

∇πh(vh) · f(uh)dx

)
= 0 (11)The question is how to build the operator πh (i.e. the 
oe�
ients {βK

σ }σ,K) su
hthat the s
heme is stable, 
onsistant, 
onverge to the 
orre
t weak solutions andhas the most possible 
ompa
t sten
il. We examine this question in se
tion (4).However, in most 
ases, we 
an see experimentaly that the behavior of (11)is not as good as expe
ted: spurious modes exist, and we need to remove them.The most e�
ient way to do so is to add a dissipative term that keep thea

ura
y. One parti
ular example of su
h s
heme is what we 
all the �lteredRD s
heme.It writes: �nd uh ∈ V h su
h that for any vh ∈ V h,
∑

K

(∫

∂K

πh(vh)f(uh) · ~ndl −

∫

K

∇πh(vh) · f(uh)dx

+ hK

∫

K

[
∇uf(u

h).∇vh
]
·
[
∇uf(u

h).∇uh
]
dx

)
= 0.(12)We easily see some 
onne
tions with more standard methods.The DGmethod (without limiter) is: �nd uh, vh in broken polynomial spa
es

∑

K

(∫

∂K

vhf̂(uh) · ~ndl −

∫

K

∇vh · f(uh)dxd

)
= 0 INRIA



A review of Residual distribution s
hemes 9with f̂ the numeri
al �ux, while the stabilised FE methods (like SUPG) are �nd
uh, vh in V h su
h that
∑

K

(∫

∂K

vhf(uh) · ~ndl −

∫

K

∇vh · f(uh)dx + hK

∫

K

[
∇uf(u

h).∇vh
]
·
[
∇uf(u

h).∇uh
])

= 0So depending on whi
h trial spa
e and test fun
tions, one 
an re
over anymethod. The problem here is that the RD s
heme generally uses test fun
tionsthat depends on the solution. This abstra
t formulation is never used in theway these s
hemes are implemented in pra
ti
e.The next se
tion is devoted to show how one 
an 
onstru
t (11) su
h that themethod is non os
illatory and 
onservative, then we show numeri
al examplesfor (11) and (12).4 Residual distribution s
hemes.4.1 Case of s
alar problems.4.1.1 The model problem.We �rst 
onsider the steady problemdiv f(u) = 0 in Ω ⊂ Rd (13a)subje
ted to Diri
hlet boundary 
onditions on the in�ow part Γ− of Γ = ∂Ω,
u = g in Γ− (13b)If M ∈ Γ and ~n is the outward unit ve
tor at M of Γ, the in�ow boundary isde�ned as

Γ− = {M ∈ Γ,∇uf(u(M)) · ~n < 0}4.1.2 Approximation spa
e.The domain Ω is triangulated by a 
onformal mesh, the triangulation is denotedby Th. The elements of this triangulation are triangles and quads in 2D, ortetrahedrons in 3D. Other types of elements 
ould 
ertainly be ta
kled, but thishas not yet been done. The elements of Th are denoted by {Ki}i=1,ne and theverti
es are denoted by {Mi}i=1,ns . In most 
ases, we deal with one generi
element K; sin
e there is no ambiguity, the verti
es are denoted by i = 1, nKwhere nk is the number of verti
es in K.The approximate solution of (13) will be sought for in the spa
e
V h = {u 
ontinuous in Ωh, for any u|K is polynomial of degree r.}.In d dimensions, a polynomial of degree r is de�ned by nd

r = Cd
d+r 
oe�
ients,i.e. (r+1)(r+2)

2 in 2D and (r+1)(r+2)(r+3)
6 in 3D. This means that a polynomialis uniquely de�ned if an unisolvant set of points of 
ardinal nd

r is given. In the
ase of triangles/tetrahedrons, the standard Lagrange points , for example bytheir bary
entri
 
oordinates ( i
r ,

j
r ,

k
r )i,j,r≥0,i+j+r=d in the 
ase of a triangle and

( i
r ,

j
r )i,j≥0,i+j≤r for a quad when it is mapped onto [0, 1]2. The Lagrange pointsare the degrees of freedom at whi
h an approximation of u is sought for.RR n° 7419



10 Abgrall

PSfrag repla
ements
Th

~λ

Γ−

Ω

Figure 1: A typi
al meshThe 
lass of triangulations that we 
onsider are regular in the �nite elementmeaning, i.e. there is a 
onstant CT su
h that if ρK is the ratio of the outerdiameter of K to the inner diameter of K (so ρK ≥ 1),
max
K∈Th

ρK ≤ CT . (14)As 
lassi
al, the parameter �h� in Th refers to the maximum of the diameters ofthe elements 
ontained in Th.4.1.3 Numeri
al dis
retisation.The approximation is done in two steps. For any element K, we de�ne the totalresidual
φK(uh) :=

∫

∂K

f(uh) · ~ndσ (15a)whi
h is splitted into the sub-residuals φKj , one for ea
h degree of freedom σjin K. Sin
e there is no ambiguity, we denote these degrees of freedom by
j, j = 1, . . . , nK . The sub-residuals are 
ontrainted by the 
onservation relation

∑

σj∈K

φKσj
(uh) = φK(uh) (15b)The s
heme writes : �nd uh ∈ V h su
h that for any degree of freedom σ ∋ Γ−,

∑

K,σ∈K

φKσ (uh) = 0 (15
)while on the boundary Γ− we set
uh(σ) = g(σ). (15d)INRIA



A review of Residual distribution s
hemes 11Of 
ourse the problem (15) is in general a (very) non linear problem, whi
h isin pra
ti
e solved by an iterative te
hnique. We later rapidly 
ome ba
k to thispoint.There are a 
ouple of general results whi
h explain the type of stru
turethe residuals and sub-residuals should have in order to guaranty a

ura
y and
onvergen
e to a weak solution of (13), if the method 
onverges.4.1.4 Convergen
e to a weak solution.We have the following result that has been shown in [6℄.Proposition 4.1. We 
onsider a family of triangulations that satisfy (14) su
hthat h→ 0. Assume that the sub-residuals depend 
ontinuously on uh, that thereexists a 
onstant C independent of h su
h that
max
σ∈Th

|uh(σ)| ≤ Cand a fun
tion v ∈ L2(Ω) su
h that a sub sequen
e uhnk → v in L2(Ω) when
k → +∞. Then v is a weak solution of (13)The key argument is the 
onservation relation (15b). In (15a), the integralis generally obtained by numeri
al quadrature and the result is independentof the numeri
al quadrature, provided that on any edge/fa
e of Th, the setof quadrature points only depend on the edge/fa
e and not on the parti
ularelement this edge/fa
e is part of.4.1.5 A

ura
y 
onstraints.On an unstru
tured mesh, it is di�
ult, if not hopeless, to derive an erroranalysis via Taylor expansions, be
ause the mesh has in general non geometri
alsymmetries. Hen
e, it is better to rely on a weak form of the trun
ation error.Consider ϕ a C1 fun
tion on Ω with ||ϕ||∞ ≤ 1. This inequality is set up fors
aling purpose only. We de�ne the trun
ation error for wh, the interpolate ofthe exa
t solution of (13) (assuming it is smooth en ought) by

Eh(u) = max
ϕ∈C1(Ω),||ϕ||∞≤1,||∇ϕ||∞≤1

(
∑

σ∈Th

ϕ(σ)

( ∑

K,σ∈K

φKσ

)) (16a)and the s
heme is p-th order a

urate if there exists a 
onstant C independentof h su
h that
Eh(u) ≤ Chp. (16b)There is a simple 
onstru
tion that permits, formally at least, to ful�ll (16b), itrelies on the use of the stru
ture of (13) : it is a steady problem. The 
ase oftime dependent problem will be 
onsidered later. The key remark is that if forany σ and K, the sub-residuals (evaluated for an interpolation wh of the exa
tsolution, assuming it is smooth enough) satis�es

|φKσ (wh)| ≤ Chp+d (17)where C is independent of Th satisfying (14), then (16b) holds. Again the proofis given in [6℄, and we re
all it shortly. We introdu
e the Galerkin residuals,
φT,c
σ =

∫

K

ψσ div f(uh)dxRR n° 7419



12 Abgralland we have
∑

σ∈Th

ϕ(σ)

( ∑

K,σ∈K

φKσ

)
=
∑

K

∑

σ∈K

ϕ(σ)φTσ

=

∫

Ω

ϕh div f(uh)dx+
∑

K

(∑

σ∈K

ϕ(σ)(φKσ − φK,c
σ )

)The next step is to see that ∑σ∈K φT,c
σ = φK so that we have

∑

σ∈K

ϕ(σ)(φKσ − φK,c
σ ) =

1

nK !

∑

σ,σ′∈K

(φ(σ′)− φ(σ))(φKσ − φK,c
σ )Then, we make the following remark: if the exa
t solution of steady version (13)is smooth enough, then for any σ and K

φKσ (wh) = O(hk+d) and φK(wh) = O(hk+d).Let us look at the �rst relation. The se
ond one is the sum of the �rst ones. Wehave
φKσ (wh) =

∫

K

ψσ div f(wh)dx

=

∫

K

ψσ div (f(wh)− f(u)

)
dx

=

∫

∂K

ψσ

(
f(wh)− f(u)

)
· ~ndx−

∫

K

∇ψσ

(
f(wh)− f(u)

)

= O(hd−1)×O(hk+1) +O(hd)×O(
1

h
)×O(hk+1)

= O(hk+d)To get the se
ond line, we expli
itly use the fa
t that ∫K ψσ div f(u)dx = 0be
ause the problem is steady, the se
ond line 
omes from the Gauss theorem,the third line use that fa
t that f is Lips
hitz 
ontinuous, wh − u = O(hk+1)and the regularity assumption of the mesh.Thanks to this, we see that
∫

Ω

ϕhdiv f(wh) = O(hk+1)and ∑

K

(∑

σ∈K

ϕ(σ)(φKσ − φK,c
σ )

)
= O(hk+1)if φKσ = O(hk+d) again if the mesh is regular. Indeed, we have

E ′ =
∑

K

(∑

σ∈K

ϕ(σ)(φKσ − φK,c
σ )

)

= NK × nK ×O(∇ϕ) × h
(
×O(φKσ ) +O(φK,c

σ )
)The mesh is regular so that the number NK of elements is O(h−d), nK is �xed,

O(φK,c
σ ) = O(hk+d) and φKσ = O(hk+d), hen
e

E ′ = O(h−d)×O(h)×O(hk+d) = O(hk+1). INRIA



A review of Residual distribution s
hemes 13This shows that if φKσ = O(hk+d) then
Eh(u) ≤ Chk+1and the s
heme is (formally) k + 1-th order a

urate.This analysis leads to residuals of the form
φKσ = βK

σ φK (18)where the family {βK
σ }σ,K is uniformly bounded when h → 0. In the nextparagraph, we dis
uss the 
onstru
tion of s
heme of the form (18) that areboth formally high order a

urate and L∞ stable. In many 
ases, one 
an seeexperimentally that the s
hemes (18) are over-
ompressive. This 
an be 
uredif one adds dissipation. This 
an be done without violating (17) by adding asele
ted form of dissipation, namely

φKσ = βK
σ φK + θhK

∫

K

(
∇uf(u

h) · ∇ψσ

)
τ
(
∇uf(u

h) · ∇uh
)
dx (19)where θ is a positive parameter. This form of dissipation is reminis
ent of thestabilization term of the SUPG s
heme [19℄ but here, as shown later, it playsthe role of �lter. In pra
ti
e, the positive parameter τ is set to

τ =

( ∑i: verti
es of Kmax(∇uf(uh)∇Ψi, 0)

)−1

. (20)In (20), we only 
onsider the verti
es of K, and the Ψis are the lowest order�nite element 
onstru
ted on K : linear polynomials for triangles and tets, Q1for quads and hex, et
. Last uh is the arithmeti
 average on the degrees offreedom in K.Remark 4.2 (About the e�e
tive a

ura
y). In pra
ti
e, we are never able toexa
tly satisfy (15
) for any degree of freedom, but
∑

K,σ∈K

φKσ (uh) = εσ (21)The previous trun
ation error analysis leads to
Eh(u) ≤ Chk+1 +

∑

K

εσans the same analysis shows that we need to have
max
σ

|εσ| = O(hk+d+1). (22)4.1.6 Getting both a

ura
y and stability.All the known RD s
hemes have the form
φKσ =

∑

σ′∈K

cσσ′ (uσ − u′σ).It is well known that if cσσ′ ≥ 0, and if a solution of (15) exists, it satis�es amaximum prin
iple. Hen
e, we are going to 
onstru
t s
hemes of the form (18)with positive cσσ′ . This is done in two steps.RR n° 7419



14 Abgrall� First step. We 
onstru
t a family of sub-residuals that ensures �rst ordera

ura
y and stability in L∞. The simplest 
hoi
e is an extension of thelo
al Lax Friedri
hs s
heme:
φK,LxF
σ =

φK

nK
+ α

(
uσ − uK

) (23)with
u =

∑
σ∈K uσ

nK
and α ≥ max

K
||∇uf(u

h)||.These 
hoi
es guaranty that the s
heme is L∞ stable, and more pre
iselywe have
cσσ′ =

1

nK

(∫

T

∇uf(u
h) · ∇ψσ′dx + α

)� We de�ne (φKσ )⋆ = βK
σ φ

K with
βK
σ =

max(0,
φK,LxF
σ

φK
)

∑
σ′∈K

max(0,
φK,LxF

σ′

φK
)
. (24)This is one of the many 
hoi
es that guaranties (φKσ )⋆ =

∑
σ′∈K c̃σσ′ (uσ−

uσ′) with c̃σσ′ ≥ 0. It is 
onstru
ted following:
(φKσ )⋆ =

(φKσ )⋆

φK,LxF
σ

φK,LxF
σ

∑

σ′∈K

(φKσ )⋆

φK,LxF
σ

cLxF
σσ′ (uσ − uσ′)Then we set c̃σσ′ =

(φKσ )⋆

φK,LxF
σ

cLxF
σσ′ whi
h is positive if (and only if) (φKσ )⋆×

φK,LxF
σ ≥ 0 that is,

βK
σ

φK,LxF
σ

φK
≥ 0.The relation (24) is obtained by satisfying these relations for any σ ∈ K.4.2 Extension to systems.In the 
ase of systems, div f(uh) = 0the generalization is straightforward: no modi�
ation is needed ex
ept the waythe 
oe�
ients βK

σ is evaluated. We �rst note that sin
e φK and φLxF
σ are ve
-tors, the 
onstru
tion (24) is meaningless. This is why we rely on a 
hara
teristi
de
omposition of the total and sub-residuals. More pre
isely, we 
onsider a di-re
tion ~d, the left and right eigen-ve
tors of K~d := ∇f(u) · ~d. They are denoted,respe
tively, by {rξ}ξ eigenvalues of A and {ℓξ}ξ eigenvalues of K~d

. By 
onstru
tion,we have ℓξ(rξ′) = δξ
′

ξ . INRIA



A review of Residual distribution s
hemes 15Consider a set of �rst order residuals {φK,L
σ }σ∈K with

∑

σ∈K

φK,L
σ = φK =

∫

∂K

f(uh) · ~ndl.An example is given by the Lax Friedri
hs residuals,
φK,LxF
σ =

1

nK
φK + αK(uσ − u) with u =

1

nK

∑

σ∈K

uσ.We de
ompose the residuals φK,L
σ onto the eigenbasis,

φK,L
σ =

∑

ξ eigenvalues of K~d

ℓξ
(
φK,L
σ

)
rξ (25a)By 
onstru
tion, we have, for any ξ,

∑

σ∈K

ℓξ
(
φK,L
σ

)
= ℓξ

(
φK
) (25b)and we remark that the 
hara
teristi
 ℓξ(φK,L

σ

) are s
alar quantities. We 
anapply the same te
hnique as in the s
alar 
ase to them. For example, using(24), we de�ne
ℓξ
(
φK,L
σ

)⋆
= βK,ξ

σ ℓξ
(
φK
) (25
)and then the high order residuals are

φK,⋆
σ =

∑

ξ eigenvalues of K~d

ℓξ
(
φK,L
σ

)⋆
rξ. (25d)The last step, as in the s
alar 
ase, is to add a dissipation term, as in (19). Byanalogy, the �nal residual is

φKσ = φK,⋆
σ + θhK

∫

K

∇ψστ∇uf(u
h) · ∇uhdx (25e)The matrix τ is 
onstru
ted by analogy to (20), namely

τ =

( ∑i: verti
es of Kmax(∇uf(uh)∇Ψi, 0)

)−1 (25f)and again uh is the arithmeti
 average of the solution over the degrees of freedomand max(A, 0) is the positive part of the matrix A whi
h is assumed to bediagonalisable in R with real eigenvalues.We have left un
lear the 
hoi
e of ~d. In pra
ti
e, we 
hoose ~d = ~u/||~u|| andan arbitrary dire
tion if ~u = 0. The many experiments we have 
ondu
ted showsthat the non os
illatory behavior of the s
heme is independant of the 
hoi
e of
~d. Of 
ourse for any dire
tion 
hoi
e will 
orrespond a parti
ular s
heme, butall have the same non os
illatory behavior. The spe
i�
 
hoi
e is motivated bykeeping the rotational invarian
e of the s
heme.RR n° 7419



16 Abgrall4.2.1 Boundary 
onditions.We have used a simpli�ed version of the boundary 
onditions. If an element Khas an edge, ΓK , on the boundary, we need to add to the degrees of freedom on
ΓK a boundary residual. We denote it by ΦΓK

σ . These residuals should satisfythe 
onservation relation
∑

σ∈ΓK

ΦΓK
σ =

∫

Γσ

(
Fn(u

h)− f(uh) · ~n
)
dlwhere Fn is a boundary �ux. In the examples of this paper, two types ofboundary are 
onsidered:� Wall boundary 
onditions . The 
ondition ~u · ~n = 0 is weakly imposed sothat

Fn(u
h) =




0
p(uh)nx

p(uh)ny

0


� In�ow/out�ow boundary 
onditions. The state at in�nity is U∞ and wetake here the modi�ed Steger-Warming �ux

Fn(u
h) =

(
A(uh) · ~n

)+
uh +

(
A(uh) · ~n

)+
u∞.By analogy with what is done in [1℄, we have 
hosen a '
entered' version of theboundary residuals, namely

ΦΓK
σ =

∫

ΓK

(
Fn(u

h)− f(uh) · ~n
)
ψσ(x)dlwhere again ψσ is the Lagrange basis fun
tion de�ned in K for σ. This isapproximated by a quadrature formula with positive weights. The quadratureformula should be of order k+ d− 1, i.e. 3 for a third order s
heme in 2D. Thea
tual residual is

ΦΓK
σ = |ΓK |

∑quadrature pointsωquad

(
Fn(u

h)− f(uh)
)
(xquad) · ~n. (26)In the 
ase of interest (P2/Q2 interpolation), we approximate these relationwith Simpson's formula : only one term appears in the sum and it 
orrespondsto σ.All the meshes we have used are made of triangles or quadrangles. We haveused two type of boundary representation. In the �rst one we adopt a pie
ewiselinear representation of the boundary but we might be quite far from the truegeometry. In the se
ond representation, we use a quadrati
 representation of thegeometry. In prin
iple, the situation should be better, but one has to be awareof two di�
ulties. First, the �numeri
al� representation of the boundary is not

C1 in general, even if the boundary is C∞. An example is provided on �gure 2where we approximate the boundary of a NACA012 airfoil near the symmetryaxis. The se
ond problem is that even very simple geometries, su
h as 
ir
le,will not be represented exa
tly. INRIA
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Figure 2: Comparison with the true geometry between the two boundary rep-resentation methods used in this paper. The degrees of freedom are representedby 
ir
les.The se
ond drawba
k 
ould be solved by using NURBS representation ofthe boundary, see se
tion 6, the �rst one is here solved as follows: instead oftrying to interpolate exa
tly in ea
h boundary segment the boundary 
urve, weuse a Bézier representation whi
h amount to interpolate at the boundary pointsand respe
t the tangents at these points. We get an approximate quadrati
representation of the boundary. This is the method we have used in pra
ti
e.In order to simplify the 
oding, we have used use an isoparametri
 represen-tation of ea
h element, even for the interior elements. The �ltering operator isthe adapted to this 
ontext : we need a exa
t evaluation of the gradient anddivergen
e operators.5 Numeri
al examples.We illustrate the previous paragraph by numeri
al examples.5.1 Role of the �ltering parameter.We start with the adve
tion problem with initial states and adve
tion speedsde�ned by
~λ = (1, 2)T and u(x, y) = { 1 if x = 0 and y > 0

0 if y = 0 and x > 0
(27)The se
ond problem is obtained by setting

~λ = (y,−x)T and u(x, y) =

{
ϕ0(x) if y = 0
0 otherwise (28)where

ϕ0(x) =

{
cos2(2πx) if x ∈ [0.25, 0.75]

0 elseThe meshes are made of triangles, but this is not essential in the dis
ussion.The �gures 4 show the solution obtained for (27) and (28) by the s
heme using
P2 element without the term (19), while the �gure 6 show the same results with(19). The problem (27) is well resolved without the τ term as it 
an be seen onRR n° 7419



18 Abgrall�gure 4, top-left, but the 
ross-se
tion (top-right) shows that the solution lookswiggly in the dis
ontinuity. This is not an instability me
hanism, sin
e we 
anshow that the s
heme is perfe
tly stable in the L∞ norm. The same 
omments
an be done on the solution of problem (28), whi
h, a priori, should be simpler: it is a smooth solution. In fa
t the situation looks even worse. We emphasisagain on the fa
t that these �wiggles� are not a manifestation of an instabilityme
hanisms. In fa
t, the s
heme appears too 
ompressive, and in [5℄, we givean heuristi
 explanation of the 
ause of this phenomenon.We 
an show that the s
heme without the term (19) will always have thisproblem. To do this, we have a very simple 
ounter example. We 
onsider
Ω = [0, 1]2 whi
h is dis
retised by uniform quads. The verti
es are xi,j = ( i

N ,
j
N )(0 ≤ i, j ≤ N) and the problem writes

∂u

∂x
= 0subje
ted to boundary 
onditions on the left side of Ω. Assuming a generals
heme of the form φKσ = βK

σ φ
K , we update the solution by

un+1
σ = unσ − ω

( ∑

K,σ∈K

βK
σ ΦK

)Two things need to be pre
ised : the boundary 
onditions and the initial state
u0. On the left boundary (in�ow), we impose a 
he
k-board like mode, but thisis not really essential as we see at the end of the paragraph), i.e.

uσ = (−1)iσwhere i is the index su
h that xσ = ( i
N , 0) and uσ = 0 is σ is any mid point.The initial 
ondition is de�ned by� either as on �gure 5-a : we �propagate� the boundary 
ondition along the
hara
teristi
s of the PDE.� or as on �gure 5-b.We expe
t to 
onverge to the �rst initialization. Let us 
ompute the totalresidual on Q = [xi, xi+1]× [yj , yj+1]. We get

ΦQ =

∫ yj+1

yj

∫ xi+1

xi

∂u

∂x
dxdy =

∫ yj+1

yj

(
u(xi+1, y)− u(xi, y)

)
dx.In our 
ase, we have, by symmetry, u(xi+1, y) = u(xi, y), so that ΦQ = 0 and

un+1
σ = unσ. This shows that the s
heme 
annot 
onverge in this 
ase . . . . Hen
e,something more must be done !Let us 
ome ba
k to the numeri
al examples, and in parti
ular the results of�gure 6 where (19) has been added. One 
on
ern is that when adding (19), thes
heme do not any longer preserve the maximum prion
iple. The left pi
ture of�gure 6 shows that, for the dis
ontinuous solution of problem (27), we do not getany spurious os
illations. The right pi
ture instead shows, for problem (28), theINRIA



A review of Residual distribution s
hemes 19positive e�e
t of the extra term in smoothing the 
ontours that now are perfe
tly
ir
ular. We have also run a grid re�nement study on this problem using P2and P3 approximations. The results are summarized on table 1. The slope areobtained by least squares �tting, this 
on�rms the expe
ted 
onvergen
e rates.To better visualize the improvement in the solution when going from P1 to P2spatial interpolation, we 
onsider, on the spatial domain [0, 2]× [0, 1], the solidbody rotation of the inlet pro�le u(x) = sin(10πx). In this 
ase the adve
tionspeed is set to ~λ = (y, 1 − x). Note that the P1 run has been performed onthe mesh obtained by sub-triangulating the P2 mesh so that exa
tly the samenumber of DOF is used in the two 
ases. The dramati
 improvement broughtby the P2 approximation is 
learly visible in the 
ontour plots, and also in theoutlet pro�les reported on �gure 3.
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Figure 3: Rotation of the smooth pro�le: uin = sin(10πx). Computed out-let pro�le. All 
omputations run on the same number of degrees of freedom.Referen
e mesh size h = 1/80.We test further the behavior of (19)-(24) by solving the 2D Burgers's problem

∂u

∂y
+

1

2

∂u2

∂x
= 0 if x ∈ [0, 1]2

u(x, y) = 1.5− 2x on y = 0.The exa
t solution 
onsists in a fan that merges into a sho
k whi
h foot islo
ated at (x, y) = (3/4, 1/2). More pre
isely, the exa
t solution is
u(x, y) =





if y ≥ 0.5





−0.5 if − 2(x− 3/4) + (y − 1/2) ≥ 0

1.5 elseelse max

(
− 0.5,min

(
1, 5,

x− 3/4

y − 1/2

))
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20 AbgrallThe results obtained on the mesh of �gure 4 are displayed on �gure 7. For thesake of 
omparison, we give the se
ond and third order results on the same mesh(hen
e the P2 results have more degrees of freedom).We note that there are no spurious os
illation a
ross the sho
k. We had thesame 
on
lusions on all the test 
ase we have run, even in the non 
onvex 
ase.This indi
ates that though the term (19) prevent a formal maximum prin
iple,its role is very di�erent to what it is in a SUPG like s
heme: it only �ltersspurious modes, has no role in the stability and helps to 
onverge the iteratives
heme so that the error in (21) really behaves like (22).
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Figure 4: Conve
tion problem : Results obtained with s
heme (18)�(24) for P2interpolation. Top : mesh. Middle : result for problem (27). Bottom : resultsfor problem (28). The �rst order s
heme is (23). INRIA
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(a) (b)Figure 5: Two initializations showing the 
reation of spurious modes. We showan elementary quad. The global initialization is obtained by reprodu
ing peri-odi
ally the pattern.
h ǫL2(P 1) ǫL2(P 2) ǫL2(P 3)1/25 0.50493E-02 0.32612E-04 0.12071E-051/50 0.14684E-02 0.48741E-05 0.90642E-071/75 0.74684E-03 0.13334E-05 0.16245E-071/100 0.41019E-03 0.66019E-06 0.53860E-08

Ols
L2 =1.790 Ols

L2 =2.848 Ols
L2 =3.920Table 1: L2 errors for (28)�(27) with u(x) = ϕ0(x) on the in�ow.5.2 Compressible �ow examples.We have run many test 
ases ranging from low subsoni
, subsoni
, transoni
 tosupersoni
 �ows. We only sele
t two 
ases: one subsoni
 �ow where we showthe behavior of the s
heme depending on the mesh stru
ture and a supersoni
one. In the latter 
ase, the 
on
ern is not in the a

ura
y but on the robustnessof the s
heme sin
e the solution presents very 
omplex waves intera
tions.5.2.1 Subsoni
 �ows.We have run the 
ase of a �ow at M∞ = 0.35 over a sphere. In that 
ase, the�ow is symmetri
 with respe
t to the x�axis of the domain, but also with respe
tto the y axis. The �ow stays subsoni
, so that an easy a

ura
y 
riteria is thebehavior of the entropy. We have run this 
ase with a se
ond order s
heme, athird order s
heme, and again the se
ond order s
heme on the mesh that hasthe same degrees of freedom as those of the P2 s
heme. In other words, wesubdivide ea
h triangle into 4 smaller triangles whi
h verti
es are those of theRR n° 7419
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Figure 6: Rotation problem : Results obtained with the s
heme (19)�(24) for
P2 interpolation. Top : result for problem (27) (min = −1.0094, max = 1.01).Bottom : results for problem (28) (min = −0.1735 10−4). The �rst order s
hemeis (23).large triangle and the mid�edges points. The initial mesh has 2719 nodes, 5308elements and 100 nodes on 
ylinder. It is displayed on �gure 8.We see on �gure 9 whi
h displays the pressure 
oe�
ient isolines the im-provement of the solution quality when the s
heme is upgraded from se
ondorder to third order. More important, the same �gure indi
ates 
learly that these
ond order s
heme on the re�ned mesh gives less a

urate results than thethird order one. Note that we have the same degrees of freedom in both 
ases.This result is 
on�rmed by Figure 10 whi
h displays the entropy variationalong the boundary. Ex
ept at the forefront stagnation point, the entropy de-viation of the third order s
heme is mu
h 
loser than the exa
t one.We have re-run this test 
ase on an hybrid mesh using the se
ond order andthe third order s
hemes. In both 
ases, the same degrees of freedom are used(i.e. we use the dofs of the sub-triangulation for the se
ond order s
heme). Theresults are shown on �gure 11. The mesh use 81 points on the sphere. We getthe same 
on
lusions as before.5.2.2 S
ramjet.We have run the same s
heme on a s
ramjet�like 
on�guration using an hybridmesh as shown on �gure 12. The in�ow ma
h number is set to 3.5. The geometryINRIA
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Figure 8: Subsoni
 sphere problem : Zoom of the mesh for the sphere problem.The mesh has no symetry.
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 sphere problem, hybrid mesh : Pressure 
oe�
ient andentropy variation on an hybrid mesh, M∞ = 0.35.
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26 Abgrallis su
h that many waves 
oexist and intera
t in very 
omplex �ow patterns.This situation is parti
ularly 
lear on the upper part of the internal body wheresho
ks, fans and their re�e
tion due to wall intera
t. Again, in both 
ases, thesame number of degrees of freedom have been used. On
e again, the s
heme hasbeen run starting from a uniform �ow 
on�guration. �gure 13 shows the Ma
hnumber isolines. As expe
ted, there is no real di�eren
e between the solutionssin
e the �ow is basi
ally made of sho
k, fans, slip lines and 
onstant states: this is not an a

ura
y 
ase, but a 
ase that shows that, despite the �ow
omplexity, the third order s
heme is robust.However, one 
an see a small di�eren
e between the solutions : the slipline 
reated by the intera
tion of two sho
ks after the blade is a little bit moretwisted for the third order s
heme than the se
ond order one. We also see thatthe resolution of the dis
ontinuities is in both 
ase approximately one 
ell width.
x

10 11Figure 12: Zoom of the mesh for the S
ramjet problem.
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zoomFigure 13: S
ramjet problem. Ma
h number distribution. Top : the third ordersolution, bottom the se
ond order solution. The same isolines are plotted.6 Extensions.This method 
an be extended along several dire
tions: unsteady problems, amore 
omplex model su
h as the (laminar) Navier Stokes equations, di�erentmodels su
h as the Shallow water system (see [26℄ for an extension of the se
ondorder s
heme for problems in
luding dry beds), or the MHD equations [4℄. Wequi
kly 
over the unsteady 
ase and the vis
ous problems. INRIA



A review of Residual distribution s
hemes 276.1 Unsteady problems.As seen above, the main reason why the s
hemes 
an rea
h arbitrary order ofa

ura
y is be
ause the residual behave, in the 
ase of a smooth enough solution,like
φKσ (wh) = O(hk+d)where d is the physi
al dimension and k the expe
ted order of a

ura
y. To getthis behavior, there are two key ingredients� the interpolation of the smooth solution of the problem is of order k + 1,� we run a steady problem: the fa
t that
∫

∂K

fh(uh) · ~ndl = 0for any element plays a 
entral role.Be
ause of that, one 
annot extend these s
hemes to unsteady problems via atime/spa
e splitting approa
h. If this is done, one only get �rst order a

ura
y: we need to introdu
e the stru
ture of the PDE, div f(uh) = 0 somewhere,somehow, in the numeri
s.The �rst natural idea is to 
onsider the time/spa
e problem
∂u

∂t
+ div f(uh) = 0as a whole. In the RD approa
h, this has been done by [10, 27, 15℄ to give afew examples. This leads to impli
it s
hemes with possibly stability 
onstraints.These stability 
onstraints 
an be removed by a �two-layers� te
hnique, see [27℄and then [10℄ for details. A simpler method is des
ribed in [15℄, it uses dis
on-tinuous in time �nite elements.The se
ond natural idea is to �pre-dis
retise� in time, as it is standard in�nite element methods. For example, se
ond order a

ura
y 
an be rea
hedeither by starting from a Crank-Ni
holson s
heme

un+1 − un

∆t
+

1

2

( div f(un) + div f(un+1)

)
= 0or a BDF-like approa
h

3

2

un+1 − un

∆t
−

1

2

un − un−1

∆t
+ div f(un+1) = 0.In both 
ases, we end up to solving a problem of the form

αv + div f(v)− S(x) = 0where v := un+1, α = 1/∆t in the Cran
k Ni
holson 
ase and α = 3
2∆t in theBDF 
ase. The only di�eren
e with the previous 
ase is the de�nition of thetotal residual. It is naturally

φK =

∫

K

(
αv − S(x))dx +

∫

∂K

f(uh) · ~ndxRR n° 7419



28 AbgrallThe in
lusion of the sour
e term in the total residual is di
tated again by a
-
ura
y 
onsiderations. This approa
h has been 
onsidered in [3℄, then extendedto �ow problems (unpublished).A mu
h more interesting approa
h, be
ause it is expli
it and very 
heap, aswell as needing very little modi�
ations of the 
omputer 
ode has been proposedin [24℄, only for se
ond order spa
e-time s
hemes so far with triangular meshes.One example of su
h s
heme for
∂u

∂t
+ div f(uh) = 0is: Starting from v0 := un1. First step. One evaluates v1 by the s
heme

|Cσ|
v1σ − v0σ

∆t
+
∑

σ∈T

ψT
σ (v

0) = 0with
ψT
σ (v

0) = βT
σ (v

0)

∫

∂T

f(v0) · ~ndl.We note that in the P1 
ase, the �ltering term 
an also be written as
γTσ
∫
∂T
f(v0) · ~ndl, this is why the previous relation 
an 
over all 
ases.2. Se
ond step. Knowing v0 and v1, we de�ne v2 as

|Cσ|
v2 − v1

∆t
+
∑

σ∈T

βT
σ (v0, v

1)ψT
σ (v

0, v1) = 0with
ψT
σ (v

0, v1) =

∫

K

v1 − v0

∆t
+

∫

∂K

f(uh) · ~ndl.The s
heme is fully expli
it. In [24℄, a full analysis is 
ondu
ted, other s
hemesare presented. We pi
k out one result, that of the Ma
h 10 DMR test 
ase [34℄,to illustrate the results, see �gure 14.
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Figure 14: Double Ma
h re�e
tion. Density 
ontours. 30 equally spa
ed 
on-tours from 1 to 24. Taken from [24℄.6.2 Vis
ous problems.6.2.1 A simple formulation.This topi
 is also the subje
t of 
urrent a
tive resear
h. Let us write the (steady)system as div (Fe − Fv) = 0 (29)INRIA
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Figure 15: Third order solution on the �nest mesh for the steady vis
ousNACA012 test 
ase. x-velo
ity in 
olor and isolines of the density 
omponent.with standard boundary 
onditions. Fe are the standard Euler �uxes and Fvthe vis
ous ones. In A. Larat's PhD thesis, [21℄, the system (29) has beendis
retised in two steps. In the �rst step, the Euler �uxes are approximatedusing the method of se
tion 4, and in the se
ond one the vis
ous �uxes areapproximated by a Galerkin variational formulation.This strategy has already been used in previous works on vis
ous RD s
hemeswith some re�nements when the Pe
let be
omes small sin
e the vis
ous e�e
tsare predominant, see [25℄. A formal justi�
ation of the method, in the P1 
ase,
an be found in [9℄ or in the se
tion 6.2.2.The approa
h of [21℄ is working rather �ne (ex
ept there is no real theoreti
alba
kground to this positive result . . . ). To show this we take a vis
ous NACA012airfoil with 0◦ of in
iden
e, the Ma
h number at in�nity is 0.5 and the Reynoldsnumber is 500. The �gure 15 represents the isolines of density 
olored by the
x- 
omponent of the velo
ity. The �gure 16 provide the 
onvergen
e history forthe lift. The meshes range from 609 to 230× 103 verti
es. The slope −3 is alsorepresneted.The results are en
ouraging but a better and more motivated approa
h isneeded. The next se
tion is devoted to a dis
ussion about what 
an be done inthe RD framework to approximate vis
ous problems.6.2.2 AnalysisWe are interested in the approximation of 
onve
tion di�usion problems su
has div f(u) = ε∆u x ∈ Ω

u = g on ∂Ω (30)
RR n° 7419
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Figure 16: Convergen
e of the lift 
oe�
ient with respe
t to the mesh 
hara
-teristi
 size h =
√
#{dofs} for se
ond and third order simulation of the vis
ousNACA012 problem.where f(u) is a C1 fun
tion (the �ux) and ε > 0. In this se
tion, we wouldlike to illustrate the theoreti
al di�
ulties en
ountered in the s
heme of se
tion6.2.1.The numeri
al setting is the following. The domain Ω is triangulated, andto �x ideas, we assume that Ω ⊂ R2 and that the elements of the triangulation

Th are triangle. None of these two assumptions is essential by any mean.We �rst re
all a remark of [9℄ in the P1 
ase (se
ond order of a

ura
y)whi
h shows that the P1 vis
ous s
ase 
an be seen as standard 
ontinuous �niteelement method where the test fun
tions are spanned by the Lagrange basisfun
tion plus bubbles. Then we show, by a 
ounter example, that this remark
annot be extended to higher than se
ond order so that something else has tobe done, and is the topi
 of 
urrent resear
h.Approximation of (30) in the P1 
ase. In the P1 
ase, and ε = 0, the RDs
heme for (30) write: for any mesh point i,
∑

K∋i

φKi = 0 (31)where the residuals are subje
ted to the 
onservation 
ondition
∑

i∈K

φKi = φK :=

∫

∂K

f(u) · ~ndl (32)where we have introdu
ed the �ux f(u) = ~λu. In the se
ond order 
ase, theresiudal are of the form
φKi = βK

i φ
K (33)INRIA



A review of Residual distribution s
hemes 31where {βK
i } is uniformly bounded and 
onstru
ted by various means.Using the standard shape fun
tion ϕi, we 
an rewrite φK in a Petrov Galerkinmanner,
φKi =

∫

K

ϕi∇f(u
h)dx +

∫

K

(βK
i −

1

3
)∇f(uh) :=

∫

K

ωK
i ∇f(uh)be
ause f(uh) is a linear fun
tion and ∫K ϕidx = |K|/3. The problem of thisformulation is that ωi is not 
ontinuous a

ross edges, and then 
annot be usedto approximate (30).In [9℄, it was noti
ed that the same s
heme 
ould be written di�erently.Denote bK the hat fun
tion that is 0 on ∂K and 1 at the gravity 
enter of K.It is a pie
ewise linear fun
tion that enjoys

∫

∂K

∇bK · ~ndl = 0 and ∫
K

bKdx > 0.We 
an write
φKi = βK

i φ
K =

∫

K

ϕi∇f(u
h)dx+ γKi

∫

K

bK∇f(uh)with
γKi

∫

K

bKdx = (βK
i −

1

3
)|K|,again be
ause uh and the �ux is linear in K.Now,

ωi = ϕi +

{ ∑
K,i∈K γKi b

K if x ∈ support of ϕ
0 else (34)is a 
ontinuous fun
tion, so that it 
an be used in the variational formulation.Denoting by Wh = span(ωi) and Vh = span(ϕi), the problem is: �nd uh ∈

V h su
h that for all w ∈Wh,
∫

Ω

w(∇f(uh)− ε∆uh)dx = 0(I omit the BCs for short and do some abuse of language). If one spe
i�es for
ωi, we get ∑

K∋i

∫

K

ωi∇f(u
h) + ε

∫

K

∇ωi∇u
hdx = 0The �rst term gives ba
k βK

i φ
K . Let us have a look at the se
ond one,

∫

K

∇ωi∇u
hdx =

∫

K

∇ϕi∇u
hdx + γKi

∫

K

∇bK∇uhdx.sin
e ∇uh is 
onstant, we see that
∫

K

∇bK∇uhdx = ∇uh ×

∫
∇bKdx,and by Green formula, ∫

∇bK =

∫

∂K

bK~n = 0RR n° 7419



32 AbgrallThis shows that the variational formulation is
∑

K∋i

βK
i φ

K + ε

∫

K

∇ϕi∇udx = 0i.e. RDS on the 
onve
tion plus Galerkin on the di�usion.How 
an we, 
an we, extend this to higher order, sin
e the key argumenthere was that the gradient or the divergen
e of a linear �led is 
onstant. Wenote in passing that the argument depends also on the fa
t that the elementsare triangles.Extension to higher degrees. We want to �nd fun
tions γKσ ∈ H1(K) su
hthat for any degree of freedom σ ∈ K:1. when we use a Pk Lagrange interpolant,
∫

K

(ϕσ + γKσ )∇ · f(uh)dx = βK
σ

∫

K

∇ · f(uh)dx, (35a)2.
(γKσ )|∂K = 0, (35b)3. ∫

K

γKσ ∆udx =

∫

K

div (γKσ ∇u)−

∫

K

∇γKσ · ∇udx = 0that is (be
ause (γKσ )|∂K = 0,
∫

K

∇γKσ · ∇udx = 0 (35
)for any u ∈ Pk(K)We 
an rephrase (35a) as
∫

K

γKσ ∇ · f(uh)dx = βK
σ

∫

K

∇ · f(uh)dx−

∫

K

ϕσ∇ · f(uh). (36)There is, in general, no solution to this problem. Consider the simple 1D
ase, with quadrati
 elements. Consider an element [xi, xi+1] and by a linearmapping, we 
an assume that [xi, xi+1/2] = [0, 1]. The Lagrange points σ are 0,
1/2 and 1 and the Lagrange fun
tions are

ϕ0(x) = (1− 2x)(1 − x), ϕ′
0(x) = 4x− 3

ϕ1/2(x) = 4x(1− x), ϕ′
1/2(x) = 4− 8x

ϕ1(x) = x(2x− 1), ϕ′
1(x) = 4x− 1Sin
e the se
ond derivative of quadrati
 fun
tions are 
onstant, (35
) writes

∫ 1

0

γσdx = 0 INRIA



A review of Residual distribution s
hemes 33so that (36) be
omes
4

∫ 1

0

γσxdx = −βσ −

∫ 1

0

ϕσϕ
′
0(x)dx

−8

∫ 1

0

γσxdx = −

∫ 1

0

ϕσϕ
′
1/2(x)dx

4

∫ 1

0

γσxdx = βσ −

∫ 1

0

ϕσϕ
′
1(x)dxIf one takes σ = 1/2, we see that

∫ 1

0

γσxdx = 0so that β1/2 is a given 
onstant.Let us show that in general, β1/2 
an be arbitrary in [0, 1]. To show that,we 
onsider the limited s
heme 
onstru
ted from the Lax Friedri
hs s
heme,
φσ =

1

3
(u1 − u0) + α(uσ − ū).We introdu
e

p =
u1/2 − u0

u1 − u0
and q = u1 − u1/2

u1 − u0We have p+ q = 1 and the ratios
x0 =

φ0
φ

=
1

3
− α

p+ 1

3

x1/2 =
φ1/2

φ
=

1

3
+ α

p− q

3

x1 =
φ1/2

φ
=

1

3
+ α

q + 1

3
.If α = 1, we have some simpli�
ations

x0 = −
p

3
, x1/2 = 2

p

3
, x1 =

3− p

3
.We see that if p ∈ [0, 3], we have

β0 = 0, β1/2 =
2p

3 + p
, β1 =

3− p

3 + pand the image of [0, 3] by p 7→
2p

3 + p
is [0, 1]: β1/2 
an be arbitrary in [0, 1].This 
learly shows that there is no solution to the problem in general, and thatsomething else must be done.This version is pre
isely the one that has been used in se
tion 6.2.1 and thepresent analysis shows its limits.RR n° 7419



34 Abgrall7 Con
lusion and perspe
tives.We have presented the basi
 elements that enable to 
onstru
t non os
illatoryresidual distribution s
hemes on hybrid meshes, for steady and unsteady prob-lems. These s
hemes have been tested in 2 and 3 spa
e dimensions with ex
ellentresults. These s
hemes have also been extended to di�erent physi
al problems,su
h as the Shallow Water equations and the ideal MHD ones. We refer to thereferen
es indi
ated in the text for further details. It is also possible to adaptthe method to dis
ontinuous elements, see [16, 7, 2℄ for di�erent versions. Theidea, as shown in [7℄ 
an be adapted to Dis
ontinuous Galerkin s
hemes.There is still a lot to be done. Our main e�orts are 
urrently on the approx-imation of the Navier Stokes equations and the use of non Lagrange elementto further in
rease the robustness of the s
heme, for example for very strongsho
ks, see [8℄. Con
erning vis
ous problem, we also mention the work of N.Villedieu and 
o authors [33℄ for spe
i�
 forms of the RD s
hemes. In that ref-eren
e, they use a spe
ial form of the RD s
heme, introdu
ed in [6℄, where thete
hnique of se
tion 6.2.2 
an be used. This leads to an e�
ient s
heme, butunfortunately, it does not �degenerate� to a non os
illatory one when vis
ositytends to 0.The se
tion 6.2.2 ended with a rather pessimisti
 
on
lusion, but we are
urrently working on two promissing methods that seems to over
ome the prob-lems.A
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