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Abstract— In this paper we introduce a new distributed al-
gorithm for the exploration of an unknown environment with
a team of mobile robots. The objective is to explore the whole
environment as fastest as possible. The proposed approach is
based on the potential field method. The advantages of using
this method are several and well known, but the presence
of many local minima does not assure the exploration of the
entire environment. Our idea is to preserve these advantages but
overcome the problem of local minima by introducing a leader
in the team which has a different control law, unaffected by
this problem. Furthermore, we consider also the case of several
local leaders, dynamically selected on the basis of a hierarchy
within the team. Extensive simulations are presented to evaluate
the performance of the algorithm. In particular, the results are
compared with the exploration obtained by a potential field
approach without leaders.

Keywords: multi-robot system, cooperative exploration, au-

tonomous agents.

I. INTRODUCTION

Exploring unknown environments is a task of fundamental

importance in mobile robotics. Its applications are all of great

relevance: mapping, rescue mission, searching, etc. Using co-

ordinate algorithms for multi-robot teams allows us to achieve

the task in reduced time and increases the probability of suc-

cess. Another advantage is that multiple robots may produce

more accurate maps, due to merging of overlapping informa-

tion. This can help compensate for sensor uncertainty and

localization error, especially when the robots have different

sensor and/or localization capabilities [6]. For these reasons, in

recent years, multi-robot exploration strategies have attracted

increased attention from the research community. On the other

hand, when many small robots are deployed to cooperatively

explore an environment, several new problems arise due to

the limited communication and computational capabilities of

each agent. In particular, an algorithm whose computational

cost is too heavy cannot be implemented. Furthermore, due to

the limited communication capabilities, a suitable algorithm

must only require communication among agents which are

close. Finally, due to the possibility of communication failures,

a centralized algorithm cannot be considered. An efficient

solution must be able not only to distribute the computation but

also to dynamically adapt in order to face any communication

failure.

In this paper we consider the problem of exploring a planar

environment with unknown obstacles by means of a team of

mobile robots. Thus, the goal is minimizing the time required

to cover the whole region to get a map of the environment.

The robot team is assumed able to sharing information to get a

common map of the explored environment. The main problem

to solve is to find for each time step the optimal next target

point for each robot of the team.

The exploration strategy here adopted is based on the

concept of frontier cells, introduced for the first time in [1]. In

[2] the authors propose a frontier based probabilistic strategy

for the exploration by using a single mobile robot. Burgard

et al. have developed a frontier based algorithm to coordinate

a multi-robot team, which simultaneously takes into account

the cost and the utility of reaching a point of the frontier

[3], [4]. In [5] the author proposes a strategy based only on

the artificial forces: each robot feels the repulsion of the other

robots, of the obstacles and the attraction of the closest point of

the frontier. For many environments this approach works very

well. The drawback, as in every potential field based approach,

is the presence of local minima. Because of this problem, it is

possible that the robot team is not able to explore the whole

environment and this is the most important limitation of this

method. In [7] the authors present a communicative explo-

ration algorithm with the purpose of exploring an unknown

environment taking into account the constraints of wireless

networking. The frontier based approach is not the only one

so far proposed, for example in [8] the authors used a random

selection mechanism.

A different kind of exploration problems present in literature

is the cleaning like problem. In this case the aim is visiting

each location in a known terrain. The strategies for these

problems are usually based on subdividing the work-area into

disjoint cells [9], [10]. A survey of results for this kind of

coverage problem can be found in [11], where the author

classifies the existing approaches in: heuristic and randomize,

approximate cellular decomposition based and exact cellular

decomposition based.

The use of a potential field approach to coordinate a multi

robot system is present in literature for many other different

tasks. In particular, it has been applied for tasks in which is

useful getting a good spreading out of the team. For example,

in the field of safety and security robotics, this method has

been used for cooperative surveillance problem in complex

environments, where an analytical solution is impossible to

find [16], [17]. In [18] the authors use the same approach to



obtain a coverage of a convex region with the constraint that

each robot has at least K neighbors.

In this work we propose a new coordinate and distributed

algorithm for the exploration of an unknown nonconvex en-

vironment by using a team of mobile robots. Our intent is

to exploit the well known advantages of the potential field

method to achieve the task. Indeed, this method, introduced

for the first time by Khatib [12], is an elegant, distributed

and fast mean to get collision-free trajectories (e.g. see [15]).

Furthermore, the repulsion between the robots ensures also a

useful spreading out of the team. However, it is very easy

that local minima cause the stopping of the mission and then

the completely exploration is not assured. By introducing a

leader in the team whose control is unaffected by local minima,

we can eliminate the problem of robots’ stalling. Then, we

consider also the case in which a single leader is not enough to

have a good solution. Problems of communication, operation

or a large spreading out of the team during the task may be

reasons to introduce several local leaders.

This paper is organized as follows. In the next section

we present the formulation of the cooperative exploration

problem. In section III we explain in details the proposed

method describing the different control law for the leader and

for the other robots. Then, we extend the proposed solution

also for the case in which it is necessary the presence of

several local leaders within the team. In section IV several

numerical simulations with different initial conditions and

different environments are made and compared, to evaluate

the performance of our algorithm. In particular, we show the

difference of a potential field based approach for exploration

with and without the presence of local leaders.

II. PROBLEM FORMULATION

Let us consider a planar environment with unknown obsta-

cles and a team of mobile robots. We suppose that each robot

has an omnidirectional range sensor, with a limited radius of

detection, able to measure the distances robot-obstacle and

robot-robot. A point in the environment is considered explored

when at least one of the team’s members approaches this

point by a distance smaller than the radius of detection of

its sensor. The goal we want to achieve is to explore the

whole environment as fastest as possible. Thus, it is necessary

to coordinate the robots to avoiding as most as possible the

overlapping of information and, at the same time, ensure the

success of the exploration. A solution of this problem consists

in the assignment of the target cell for every robot at every

time step.

To achieve the task we assume also that each robot is able

to share a common grid based map of the explored region. In

particular, each cell in the grid is classified in three different

ways:

• Explored: cell containing only points which have been

explored;

• Unexplored: cell containing only points which have not

been explored;
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Fig. 1. Exploration in progress. The environment is divided in
explored areas (in black), unexplored (in white) and the frontier (in
red). For the robots’ motion: the black points show the positions of
the robots at the beginning of the mission, the final ones are in blue,
in red the trajectories.

• Frontier: cell containing both explored and not explored

points.

For the single robot case, a convenient choice for the best

next target is the closest cell, taking into account the topology

of the environment, within the set of the frontier cells (see

[1]). In fig. 1 it is shown a typical configuration during an

exploration mission: the environment is divided in explored

areas, unexplored areas and frontier.

For the multi-robot problem, to choose which cell of the

frontier is the target for one robot we should consider both

the cost and the utility of it. This is fundamental because the

same cell of the frontier could be the optimal cost next target

for more than one robot. To solve this problem we consider an

algorithm based on the artificial potential field method which

combines the attraction toward the closest frontier cell and

a repulsion between the robots. The repulsion between the

robots is an efficient and easy mean to avoid that two or

more robots choose the same target cell. Considering also

a repulsion from the obstacles allows getting collision-free

trajectories. However, to be sure that local minima does not

forbid the task accomplishment, one robot of the team, the

leader, is subject to a different control law. It always reaches

the closest cell of the frontier by traveling along the shortest

collision-free path, regardless what the other robots do.

III. PROPOSED METHOD

In this section we explain with more details the proposed

method. In particular, we describe the two different control

laws for the leader and for the other robots of the team. Then,

we explain how extend the idea for a dynamical selection of

several local leaders based on a hierarchy within the team.



A. Leader

As already mentioned, the reason to introduce a leader

is to avoiding that the presence of local minima stops the

exploration before having accomplished the task. Thus, its

control law must be unaffected by local minima. To satisfy

this condition the leader has a completely autonomous motion

which does not depend on the other robots. It gets its closest

point belonging to the frontier by following the shortest

collision-free path, i.e. avoiding the obstacles. In particular, to

find it, we have considered the visibility graph of the already

detected area and identified the optimal path by using the

Dijkstra’s algorithm [13], [14]. Obviously, this is only one

of the possible methods to find the optimal path, but a too

”heavy” algorithm is not within the philosophy of this work.

B. Trooper

The motion of the other robots is generated by an artificial

potential field composed by the sum of:

• a repulsion from the other robots (including the leader);

• a repulsion from the closest detected obstacle;

• an attraction toward the closest cell of the frontier.

1) Repulsive potential: The repulsive potential used in the

model is:

Urep(q,qi) =

{

1
2krep

(

1
ρ(q) −

1
ρ0

)2

, ρ(q) ≤ ρ0

0 , ρ(q) > ρ0

(1)

where qi is the position of the robot/obstacle, ρ(q) = ‖q −
qi‖ and ρ0 is the range of the interaction. The artificial force

induced by this potential field is F(q) = −∇U(q):

Frep(q,qi) =

{

krep

(

1
ρ(q) −

1
ρ0

)

q−qi

ρ3(q) , ρ(q) ≤ ρ0

0 , ρ(q) > ρ0

(2)

Then, each robot feels a total repulsive force equals to:

Frep(q) =

N
∑

i=1

Frep(q,qi) (3)

where the sum is over the other N − 1 robots and the

closest obstacle. In general, the range of interaction ρ0 for

the obstacles repulsion and for the robots repulsion has to be

different. In particular we have

ρobs
0 ≪ ρrob

0 . (4)

This condition is necessary because the repulsion from the

obstacle is introduced only to avoid collision, whilst the

repulsion between the robot has also the intent to well spread

out the team during the exploration.

2) Attractive potential: The attractive potential employed

is:

Uatt(q) =
1

4
katt ρ4

goal (5)

and the corresponding force

Fatt(q) = katt(qgoal − q) ρ2
goal (6)

where ρgoal = ‖q − qgoal‖ and qgoal is the position of the

closest point of the frontier. Added to these forces, we have

also considered a viscous term, νv, in order to get more regular

trajectories. The equation of motion is:

Ftot = Frep + Fatt = m q̈ − ν q̇ (7)

where m is the virtual robot mass which, without any loss of

generality, we assume unitary.

C. Several Leaders

In many cases only one leader might be not enough. First of

all, we always have to consider possible failures of the leader

during the mission. Problems of communication are always

possible. Furthermore, a very probably scenario might be that

the collaborative exploration drives to the spreading out of the

team. When this effect becomes very strong, in relation to the

radius of detection of the robots’ sensors, we may lose the

collaborative nature of the team. In this case may be useful

consider more sub-teams, each one with its leader. In other

words, the leadership must be dynamic during the mission.

Our solution is the following: when a robot does not detect any

leader within a circle of fixed radius rlead, it becomes a leader.

Contrary, when a local leader detects again an other leader, one

of them lose its leadership. To decide who remains leader, it

is necessary fixing at the beginning a hierarchy between the

robots. With respect to the range of interaction for the robot

repulsion previously introduced, ρrob
0 , is always verified the

relation

ρrob
0 ≪ rlead . (8)

In this way, each sub-team has both the cooperative be-

haviour, given by the potential field approach of the non-

leader robots, and the certainty of continuing exploration until

a frontier is present.

Once introduced the sub-teams, we can also discuss the

requests on the communication capabilities of the robots.

Obviously, a complete communication between all the robots

might be useful: in this case each robot has a complete map

of the whole explored region and so, of the whole existing

frontier. However, because of the distributed properties of the

algorithm this is not necessary. Indeed, the only important

request is that there is a good communication within each

sub-team. In terms of range of communication Rcom, we can

express such condition in the following way:

Rcom ≥ rlead . (9)

In this way it is assured that each local leader can receive

all the data stored by the robots of its sub-team and so, that

the exploration task will be completed. On the other hand,

the previous condition can be also used to fix the parameter

rlead knowing the communication capabilities of the robots,

i.e. Rcom.

Finally, it is also important to emphasize that for a well

behaviour of a multi-robot team with a potential field based

control it is of crucial importance a right choice of the

potentials’ parameters. These parameters strongly depend on
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Fig. 2. Exploration of a nonconvex environment by a team of three
homogeneous robots. The initial positions are in black the finale ones
in blue. The trajectories are in different colors for each robot.

the particular kind of the environment (form of the obstacles,

narrowness of the passages, etc): thus, they depend on sev-

eral properties which are unknown at the beginning of the

exploration. This is the most important problem of using this

method and the cause of the presence of many stalling points.

So, the possibilities that more robots can become leaders and

thus coming out from stalling positions is relevant in practical

applications.

IV. NUMERICAL SIMULATIONS

In this section we show several numerical simulations to

evaluate the performance of our algorithm. In particular, we

compare the proposed method with the potential field based

approach without leaders. In the simulations we did not

introduce any assumption on the topology of the obstacles.

On the other hand, the external boundary of the environment

in the proposed simulations is always convex. This choice has

been made to emphasize that also in simple environment the

presence of leaders is of crucial importance in a potential field

approach. At the beginning of the simulation only one robot is

leader and it remains leader throughout the task. For the other

robots, a hierarchy is initially defined and they can become

temporary leaders as explained in the previous section. In the

simulation we have also considered cinematical constraints for

the robots’ motion. In particular, each robot has a maximum

speed |vmax| = 1m/s.

The first simulation, in fig. 2, shows the application of the

proposed method for the exploration of a complex environment

by a team of three robots. It is clear the cooperative behaviour

which brings to spread out the teammates in order to explore

different areas of the environment.

In the other simulations we want to prove how the presence

of a leader is of crucial importance in a potential field

approach. In fig. 3 it is possible to see a typical situation where

the presence of the leader allows achieving the exploration

(fig. 3(a)) and, in the same time, the team without leaders
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Fig. 3. The exploring team is composed by three homogeneous robots
with a radius of detection of 2.5m. In fig. (a) the robot team explores
the whole environment by using the proposed algorithm. After the
same time, in fig. (b), without any leaders in the team, the exploration
is not accomplished.

(fig. 3(b)) is not able to complete the task. In this case the

three homogeneous robots of the team have omnidirectional

range sensors with maximum distance of detection r = 2.5m.

The same situation, in the same environment but with a

different robot team is shown in fig. 4. The team is now

composed by four robots with a smaller maximum distance of

detection r = 1.5m and with a different starting deployment.

In this case even without leaders in the team the exploration is

achieved, but in a longer time. Indeed, as it is possible to see

in fig. 5, where the percentage of explored space in function

of time are shown, both the methods are able to complete the

task. However, the proposed approach is faster because it has
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Fig. 4. Same scenario than in fig. 3. Now the exploring team is
composed by four homogeneous robots with a radius of detection of
1.5m.

less problem of stalling for the robots.

The last proposed simulation (fig. 6) shows the same

behaviour of the previous simulations. In this case the team

is composed by three homogeneous robots with a maximum

distance of detection (r = 2m) and the environment to

explore has different obstacles. However, in this case, the only

potential field approach is not able to accomplish the task. As

it is clear from the cost functions in fig. 7, without leaders

the team reaches a local minimum and it cannot get over

it. The result is that it cannot finish the exploration of the

environment. On the other hand, the cost function obtained by

the proposed method is a monotonically increasing function

which does not present any stalling configuration.

0 5 10 15 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T (s)

co
st

 fu
nc

tio
n

Fig. 5. Percentages of the space explored obtained by the two
methods, for the simulations shown in fig. 4. In red is the results
obtained by using the proposed method.

V. CONCLUSION AND FUTURE WORKS

We have presented a new coordinate and distributed algo-

rithm for the exploration of a nonconvex unknown environ-

ments by using a team of mobile robots. The algorithm is

based on the potential field method but with the inclusion of

a leader in the team which allows avoiding the problem of

local minima and assures the accomplishment of the task for

every kind of environment. We have considered also cases

in which communication problems or a too large spreading

out of the team during the mission requires the presence

of several sub-teams, each one with its leader. So the local

leadership becomes a dynamic figure. Several experiment

simulations prove that the proposed method allows achieving

the exploration for different environments and different robot

team conditions.

Future works will focus mainly on the extension to the 3D

case. In particular, our aim is to develop a strategy for the

cooperative exploration of an unknown urban-like environment

with a MAV swarm. For this case we will consider a cone of

visibility for each robot, instead of an omnidirectional vision.

Thus, apart from the position the orientation of each robot has

to be considered.
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