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I. INTRODUCTION increases the system comprehensibility. This allows desgy
_ ~_to provide high-level descriptions of the system that gasil
In order to ensure and increase the safety and reliabilif)strate the internal concepts (task/data parallelidata de-
of transport systems, these systems are becoming more gafdencies and hierarchy). These specifications can bedeus
more intelligent. They integrate more and more sensors agghdified or extended due to their graphical nature. Finally
communication systems. Each of these functionalities @n ipe’s model transformationsllow to generate executable
implemented on a System-on-Chip (SoC). These functiongliodels (or executable code) from high level models bridging
ties are carried out by massive computations. As the numhkgg gap between these models and execution platforms.
of integrated functionalities increase in the transposteys, Gaspard [1],[2] as shown in Figure.1l is an MDE-based
the design and implementation complexity also increases a§oc Co-design framework dedicated to parallel hardware
tremendous rate. Implementation of these functionalit@s 5,4 software. It is based on the UML MARTE profile [3]
be carried out either via FPGAs or DSP (digital signal prqpat allows to model real-time and embedded systems; and
cessors) platforms. FPGAs are considered the ideal chsicefigws to move from high level MARTE specifications to
they accelerate the computations by executing the algosith yifferent execution platforms such as RTL synthesis in FRGA
in a parallel manner. [4]. Gaspard exploits the inheremarallelism included in
Actually the initial steps in existing design flows are theepetitive constructions of hardware elements or regubar c
development of the complex algorithms; and then their manugructions such as application loops. The applicatiorgetad

implementation, which are daunting tasks. Change in thie scgy Gaspard also focus on a specific application domain, that
of the algorithm reqUireS Starting the implementation dr@m of intensive data_para||e| app“cations_

scratch which results in increase design time. Normallgehe

steps are carried out by teams of different domains which RER UV VARTE Fofle mpm
could result in compatibility issues. AN P
We propose a high abstraction level design methodology \ /
for implementation of these algorithms in a graphical manne Deployment
The advantages offered by our approach aim to reduce time 47 ¥ Retacorng

to make up or time to market. Changes in the nature of the

algorithm can be easily carried out due to their graphical

nature and the code can be generated automatically rapidly. m
Afterwards the implementation can be carried out on thestarg

FPGA platforms. J7 v

Model Driven Engineering (MDE) is an emerging domain X v A
and can be seen as a High Level Design Flow in order to re- W @
solve the issues related to SoC co-design. MDE enableswsyste

(e
. . . . . . . TLM PA
level (application/architecture) modeling at a high sfieafion
level allowing several abstraction stages (i.e. IRs). Thus Key VP 5
g g ( ) Profile - - -» Refactoring v

system can be viewed globally or from a specific point ¢

Metamodel

_ N . dependency * @
view of the system, allowing to separate the system model ir vansiormation

parts according to relations between system concepts defii @@  ...» usedfor

at different abstraction stages. This Separation of Vies@/

allows a designer to focus on a domain aspect related to an Figure.1: A global view of the Gaspard framework
abstraction stage thus permitting a transition from sotuti

space to problem space. Using a graphical modeling languagén this paper we present the modeling and final implemen-
i.e. UML (Unified Modeling Language) for system descriptiotiation of a key integral part of an anti-collision radar dgien

Validation / Analysis




system. This part is based on delay estimation using a cormedltiplication produces 64 data elements. The sum of these
lation algorithm. This part is modeled at an high abstractic®é4 data elements produces the final result. This result can be
level using the MARTE profile in the Gaspard frameworksent as input to other parts of the Anti-Collision radar deéte
Afterwards using the model transformations present in ogystem.

design flow, we have generated the necessary RTL level coddhe mathematical expression of the DECM is described as:
for synthesis on a target FPGA using commercial tools. An

: . . : . N-1

important point to observe is that the final code generation Coylj) = 1 NORED) )

from the high level models usually is carried out in a few sec- Y N i;.l

onds resulting in a huge save in the overall system conaeptio

development time. Wherec(i) represents reference codgi+ j) the received

signal andN the length of the referenced code. In this case

Il. CASE STUDY: DELAY ESTIMATION CORRELATION stydy, the normalizatiorq_%7 does not improves the detection
MODULE quality itself, we consider the following expression:
Correlation algorithms are among the type of digital pro- 126
cessing largely employed in DSP (digital signal procegsing Coy(j) = Z)C(i).y(i+j) 2)
based systems. They offer a large applicability range ssch a =

linear phase and stability. A correlation algorithm noryial - Figure 2 shows the global overview of our design flow. The
takes some input data values and compute an output whichidgire only shows the top hierarchical level of our correlati
then multiplied by a set of coefficients. Afterwards the res“application. Once the application has been completely tedde
of this multiplication is added together to produce the fin%lsing the UML MARTE profile, the model transformations
output. While a software implementation can be utilized fofjiow to move from high level models to lower detailed models
implementing this functionality, the correlation functadity \yhich add detailed information and concepts related to RTL
will be sequentially executed. Where as a hardware implgamantics. Once the final low level RTL model is generated,
mentation allows the correlation functions to be executed i the model to text transformationsan be invoked which allow
parallel manner and thus increases the processing speed. t convert the models into user specified Hardware desernipti
language. In our case, we generated the VHDL source code for
the modeled application, however, Verilog code can be yasil
generated as well. The automatic generation of the codesllo

Wodded Corclatonaplcaon via UNL NARTE profe to convert the application into a hardware functionalitg,,ia
hardware accelerator for final FPGA implementation.

The application contains temporal as well as spatial dimen-
sions which can be easily expressed in our design flow. Sim-
~ ilarly, task parallelismand data parallelismcan be specified
HodsI Trnsfomaton s at the high abstraction levels, and the generated HDL code
expresses the parallelism specified at the modeling leved. T

high

Abstraction Level

l ﬁ] ,-f‘ \; - generated HDL code has been synthesized and simulated on
Wﬁ Xilinx Virtex 1I-Pro XC2VP30 as well as Stratix 1l 25180
' ” A FPGAs in order to validate our design methodology.
J'waﬁ ot igin 1) High level view: Figure.3 shows the top level of our
‘ ;o8 modeled DCEM module. The instandem of the compo-
iow Porelsac ol T s nent TimeRepeatedMultiplicatiomletermines the multiplica-

tions while instancérat of componenflimeRepeatedAddition-
SEEErsrmmmmeewms Tree determines the sum.

The instancetrdg of component TimeRepeatedDataGen
produces the data values for the received signal while the in
stancercg of componenflimeRepeatedCoeffGenoduces the
reference code. For the received signal, as the @drfTRDG

Figure.2: An overviw of our complete design flow of trdg has an infinite flow of data; it has a shape specification
of {*}. As only the 4 MSB (most significant bits) of the input
_ signal are retained, we utilize the type INTEGER RANGE -8
A. Algorithm TO 7 for this signal. The reference code is initially compmbse

We propose to study a case where our radar uses a PRB327 samples, and in order to standardize this input pdh wi
(Pseudorandom binary sequence) of length of 127 chips. drpower of 2; we add a 128th element in the reference code.
order to produce a computation result, the algorithm reguirThe value of this element is neutral and does not effect the
64 multiplications between the 127 elements of the refereniinal computation result. The reference code can have difter
code and the last 127 received samples. The result of thaues: from a range of -1 to 1 where 0 allows to encode the

P
Simulation result of the Correlation application



added element. Therefore type of the pout TRCG of trcg

is INTEGER RANGE -1 TO 1 with a shape ¢fL28,*}. The
choice to model the reference code in the form of a flow in
time (on the basis of * in its dimension) permits to modify
the code during execution of the algorithm. Figure.3 shows
the top level view of the filter application.

The outputout TRAT port of the instancérat also indicates
infinite flow as illustrated by its dimensioft }. However, the
algorithm allows us to specify that the maximum value of the
output (type of the output port dfat) will be between -4096
and 4095; hence the primitive type associated is INTEGER
RANGE -4096 TO 4095. In order to standardize the SyStem A. Gamate and S. Le Beux an. Piel and A. Etien and R. B. Atitallah
output, another component could be created betvetrand and P. Marquet and J.-L Dekeyser, “A model driven design fraonew
trdc to convert the output into INTEGER. This step has not for high performance embedded systems,” INRIA, Research R&Rr

i ; ; ; 6614, 2008, http://hal.inria.fr/inria-00311115/en.
been taken in this case study. This value is then sent out[ OMG., “Modeling and analysis of real-time and embedded

the radar. (MARTE),” http://www.omgmarte.org/.
2) Modeling of the Multiplication stepThe modeling of [4] I.-R. Quadri, S. Meftali, and J.-L. Dekeyser, “A model i design

the_modeling step is shown in Figure.4 by means of wo 2% [ s Seeonis pace econigmionerinorel ot
components. The componefimeRepeatedMultiplicatioex- Tentative publication date : June 2009.
presses the repetition in time whilRepeatedMultiplication

expresses the repetition in space. At the leveTliaieRepeat-

edMultiplication the portinDataM of the instancem is com-

posed of an array of 128 data elements and is constructed by a

sliding window in time of length 127. This sliding window is

expressed via th&iler connected to porinDataTRM which

expresses the data dependency between the two ports. The
componenRepeatedMultiplicatiomealizes 64 multiplications

between the data on the pont®ataM andinCoeffMby means

of the repeated instantiations of the elementary component

Multiplication.

3) Modeling of the Addition stepFigure.5 represents the
component which realizes the addition of 128 data elements.
The input portinAdditionTreeof this tree has a dimension of
{128} while the output porbutAdditionTreds a scalar: shape
of {1}.

The addition computation has been decomposed in a tree,
with each stage of this tree carrying out partial additiotse
dimensions of the ports between each stage in this pipefine o
tasks reduce by a factor of 2 (128 64 ...2— 1). Figure.6
represents the first stage, which realizes a partial adddfo
sixty four elements on an input port and produces thirty two
elements on its output port. The computation taskdition is
repeated thirty two times and is elementary in nature.

In conclusion, we have presented a novel design methodol-
ogy to model complex intensive data-parallel applicatidriee
modeling is carried out using the UML graphical language and
the MARTE standard. Afterwards, automatic code generation
can be carried out via MDE tools and technologies. Finalgy th
code can be synthesized and implemented on a target FPGA.

Figure.8:Peak 2

B. Simulation Results
Figure.7 and Figure.8 shows the simulation results of our
DCEM.
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trdg: TimeRepeatedDataGen

outTRDG: Integer range -8 to 7 [{*}]
inDataTRM: Integer range -8 o 7 [{*}]

outDataTRM: Integer range -4096 to 4095 [{64,"}]

inCoeffTRM: Integer range -1 to 1 [{128,*}]

trm: TimeRepeatedMultiplication

trcg: TimeRepeatedCoeffGen

outTRCG: Integer range -1 to 1 [{128,"}]

trat: TimeRepeatedAdditionTree
inTRAT: Integer range -4096 to 4095 [{64,"}]

[]

outTRAT: Integer range -4096 to 4095 [{*}]

outMainappli: Integer range -4096 to 4095 [{*

|



ihDataTRM: Integer range -8 to 7 [{*}]

«shaped [{"}]

«tiler» . e "
rm: RepeatedMultiplication

«tiler»

inCoeffTRM: Integer range -1 to 1 [{128,)]

inDataM: Integer range -8 to 7 [{128}] D iler» 0

inCoefM: Integer range -1 to 1 [(128)]
outh: Integer range 4096 to 4095 [(64)]

outDataTRM: Integer range -4096 to 4095 [{64,)]

RepeatedMi

inDataM: Integer range -8 to 7 [{128}]

«shaped» {{64)]
m: Multiplication
inData1: Integer range -8 to 7 [0}]

tiler

atiler»
inData2: Integer range -8 to 7 [{}]
outD:

inCoeff1: Integer range -1 to 1 [{}]

inCoeff2: Integer range -1 to 1 [(]

«tiler»

inCoeffM: Integer range -1 to 1 [{128)]

M]

atiler»

outh: Integer range -4096 to 4095 [(64)]

Figure.4:Modeling of the

Multiplication stage

ditionTree

inTRAT: Integer range|-4096 to 4095 [{128,]

[—=10]

inAdditionTree: Integer range -4096 to 4095 [{16}]

«shaped» [{*}]
at: AdditionTree

outadditionTree: Integer ra 1096 to 4095 [(}]

«tiler»
OUutTRAT: Integer range -4096 to 4095 [{*}]

AdditionTree

inAdditionTree: Integer fangx4096 to 4095 [{128}]

ral: Repeat...

: Integer range -4096 ta 4095 [{128}]

©outA1: Integer range -4096 to 4095 [{64}]

ra2: Repeat...
inA2: Integer range 4096 to 4095 [(64)]

OUtA2: Integer rangs

4095 [(32)]

ra4: Repeat...

ra3: Repeat...

inA3: Integer range 4096 to 4095 [(32)]

OUtA3: Integer range -4096 to 4095 [{16)] D
inAd: Integer range 4096 o Q95 [{16)]

outAd: Integer range -4096 to 4095 [(8)]

outAdditionTree: Integgr fange -4096 to 4095[(}]

inAS: Integer range -4096 to 4095 [(8)]

ra5: Repeat...

ra6: Repeat...
outAG: Integer range -4096 to 4095 [(2}]

O

outAS: Integer range -4096 to 4095 [{4)]

InAG: Integer range -4096 to 4095 [(4)]

IAT: Integer range -4096 to 4095 [(2}]

ra7: Repeat...

OUAT: Integepfange -4096 to 4095 (]

Figure.5:The Ad

dition tree

RepeatedAdditionStep1

[

inA1: Integer range -4096 to 40

95 [{64}]«tiler»

«shaped» [{32}]

al: Addition

outData: Integer range -4096

inData1: Integer range -4096 to 4096 [

«tiler»

inData2: Integer range -4096 to 4095 [{}]

utA

=

0 4095 [{}]

]

:|Integer range -4096 to 4095 [{32}]

Figure.6:An addition step



