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Abstract—Model-Based Development (MBD) provides an
additional level of abstraction, the model, which éts engineers
focus on the business aspect of the developed spsteMBD

permits automatic treatments of these models with etlicated

tools like synthesis of system's application by aamtatic code
generation. Real-Time and Embedded Systems (RTES) aoften

constrained by their environment and/or the resoures they own
in terms of memory, energy consumption with respectto

performance requirements. Hence, an important prolgm to deal
with in RTES development is linked to the optimizatiom of their

software part. Although automatic code generation ad the use of
optimizing compilers bring some answers to applicadn

optimization issue, we will show in this paper thatoptimization

results may be enhanced by adding a new level of topizations

in the modeling process. Our arguments are illustried with

examples of the Unified Modeling Language (UML) state
machines diagrams which are widely used for controlaspect
modeling of RTES. The well-known Gnu Compiler Collectbn

(GCCQ) is used for this study. The paper concludes oa proposal

of two step optimization approach that allows reusig as they are,
existing compiler optimizations.
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platform. Usually, MBD approach rely mainly on caiaps
optimization  frameworks to  perform  optimizations
automatically. Although the enhancement of codeersors
and the use of optimizing compilers bring some amswo
application optimization issue, most optimized cderp are
still unable to perform optimizations related to daling
language semantics. In fact, compilers get allitiiermation
about the modeled system from the code level. Tihgspart
of the modeling language semantics, which is losing code
generation, is still invisible to the compiler. Wl show in

this paper that optimization results may be enhéhgeadding
a new level of optimization at the model level.this article,
we will focus on memory optimization: an optimizedde for
us is a code that has the smallest size. Our amgjsnae
illustrated with examples of the Unified Modelingiiguage
(UML) state machines diagrams [2] which are widebed for
control aspect modeling in RTES. The well-known Gnu
Compiler Collection (GCC) [3] is used for this spudrhe

paper is organized as follows. Section 2 gives aege

background on the MBD approach. Section 3 presants
evaluation of our experience with GCC optimizatioleading

to the need of building another level of optiminati Section 4
compares several alternatives to implement

Real-Time and Embedded Systems (RTES) have beconuptimization level. Section 5 discusses some relatrks and

more complex with an increased number of produatufes.
At the same time, their achievement has to satisfydemand
for shortened development times and higher expentatof
product quality. Model-Based Development (MBD) j&]an
approach that aspires to tackle the challenge kingaRTES
development into a higher level of abstractionubing models

Section 6 concludes and presents some perspectives.

II.  MODEL-BASED DEVELOPMENT FORRTESDESIGN

Using a MBD approach, designers have to perforraethr
steps: building models, generating code from thend a

at the center of the development process. MBD psrmi compiling the generated code. An overview abousdhthree

automatic treatments of these models with dedicetels like
for instance synthesis of system's application bjomaatic
code generation. Fully automatic code generatider®fmany
advantages to RTES developers, including
productivity, enhanced source code consistencyiredds to

increase

steps is given in the following subsections.

A. Raising the level of abstraction in RTES design

yowadays, a lot of softwares are developed usind-UdML
iS an OMG standard general purpose language noffispe a
domain. Thus, to model RTES, UML need to be extdnéer

the new

improve the performance of the generated systenmorfy .

those advantages, performance improvement is thet mgtx@mple, the UML profile for MARTE [4] extends the
difficult to achieve. In fact, RTES are often comsted by —capacities of UML for the modeling and analysis RTES.
their environment and/or the resources they owteims of MARTE provides facilities to annotate models with

memory, energy consumption with respect to perfogea Nformation required to perform specific analysighus,
requirements. Hence, an important problem to degh n models designed using MARTE contain all informatadout

RTES development is linked to the optimization ogit € System fgd its bgha\llior, makingdpossible aonaatic
software part according to the resources providgdtHeir ~ 9eneration of Sgeneration language code.
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Figure 1. Examples of model optimizations and impact of thgmizations on the assembly code size

B. Generating code from UML models
One of the MBD goals is to automate the design gssc
For several years, this step was not fully autaenagfiome

UML tools could generate application source codef b

designers have to complete it by hand to get ceddyrto be
compiled. UML tools have evolved and permitted émerate
code not only from structural diagrams but alsamfreome
behavior diagrams such as state machines diagreimsever,
some hand written code was always needed to gefirthe
application. Nowadays, UML specification providestiAn

and Activities packages that allow full modeling lwhavior
making code generation from UML models a fully ané&bable
step. In this paper, we are interested in gengra@itC++ code
since this language is the most used in the RTE8lolement.

C. Compilation and optimization

exactly one location in the program. So, the coengdoks for
only the last definition of a variable when it wile used. SSA
was benefic to improve optimizations because mdsthe
discovered optimization algorithms are mathematiceds that
need to be executed on a higher abstract level &R TL.
Although GCC offers a lot of optimization passeofenthan
100), RTES designers still not satisfied. In thgtrsection, we
will present some optimizations not provided by GCC

I1l.  EXPERIMENTAL STUDIES

In order to illustrate the fact that we can noyrehly on
compiler optimizations, we introduce an example stdite
machine diagram with unreachable state. Obvioubly,code
related to this state will not be executed andlmaconsidered
as a dead code. One of the GCC optimizations leccalead

The most widespread, well known and open sourceode elimination. This optimization should be atieremove
compiler is the GCC. It implements a large numbér oall dead code. The following section shows if the@Gis able

optimizations which all have a different impact aode
quality, compilation time, code size, etc. For ttégason, GCC
provide a limited number of optimization levels:1-Qdefault
level), -O2 (decrease execution time), -O3 (-OZnoigations
plus those that may increase code size) and -@sdeecode
size). Since we deal with RTES design and espgciaitih
code size concerns, we are interested in -Os fldisted for
size). GCC optimizations are also classified adogrdio their
level of abstraction. There are low level optimiaas (closer
to the target) and high level optimizations (closethe source
code). Before GCC 4.0, all optimizations operata low level
of abstraction called RTL (Register Transfer Ley8]). Being
a low-level representation, RTL works well for opizations
that are close to the target (e.g., register dilmecapeepholes
optimizations, etc). However, many optimizationgahénigher
level information about the program that is difficto obtain
from RTL (e.g., array references, data types). \doee, too
many target features, such as function calling eation are
explicit in RTL, making difficult to implement optiizations
that are not interested in target details. To cweee RTL
drawbacks, GCC committee introduces since GCCatiiew
intermediate form based on tree presentation towalthe
implementation of high level. This new representat{5] is
called SSA because it is based on the Static Siggegnment
from [6] which requires that program variables assigned in

to detect an unreachable state as a dead model part

A. Building state machine diagram

UML state machine diagrams are used to specify the

dynamic behavior of active objects. Behavior is gled as a
traverse of a graph of state nodes interconnecyedne or
more joined transition arcs that are triggeredhgydispatching
of series of event occurrences [2]. Our diagram [(&dt of fig.
1), designed with Papyrus [7], contains 3 statgsseido states
(initial and final states) and 5 transitions. We catice that S2
is an unreachable state because it has no incdnaingjtions.

B. Generating the C++ code from UML state machine

There are number of patterns that may be used to

implement a UML state machine. Most popular ones Hre
State Pattern [8] where each state is implemerdea @whole
class, the State Table Transition (STT) [9] whidngists in
building a 2 dimensions table describing the refatoetween
states and events, and the Nested Switch Casenstate[10]
which is the most commonly used pattern. The Igtsttern
consists in having an outer case statement thattsethe
current state and an inner case statement thattselee
appropriate behavior given the type of the receiesént.
Moreover, UML contains semantic variation pointatttefine
an intentional degree of freedom for the intergretaof the



model semantics [11]. For state machine diagraesastic
variation points mainly concern the events andtthesitions
selection policy. Before generating code from oagchm, we
have fixed the execution semantic as well as
implementation pattern which is the Nested SwitaseC All
measures presented in the rest of this sectiorekated to code
generated using the Nested Switch Cases pattern.

C. Compiling and optimizing the generated code using GCC
To compile the generated code, we used the -Osdiiape
GCC 4.3.2. GCC provides options to view intermexlfatrms

generated from code level until binary code. Forchea

optimization pass, GCC generates the correspotiingn the
dead code elimination file, we have found that coelated to
the unreachable state still exists, which means @@C did
not remove the dead code. The size of the gemnkasteembly

code is 12669 bytes. Now, let's optimize the model by
optimizatiom! to

removing the unreachable state. Our
(implemented in java) gives the user the abilityckmose the
optimization that he would perform. It generategnththe
optimized model after running the selected optitidra From

optimize code were lost when we move to the RTimfeuch
as type notion, data structure, etc. Unfortunat8iA form,
although it introduces new optimizations to the G&@npiler,

theuffers from the same RTL drawbacks listed abovenESSA

form does not contain all information about thetsys In fact,
GCC gets all information about the system fromdbkaerated
code. However, some analyzes and transformatioresd ne
higher level information about the application thHat not
possible to obtain from SSA level. These piecesfofrmation
exist in models but are lost by code generatiom. éxample,
the information that said "a state with no incomiransition is
an unreachable state, so its code is a dead cedestiwhen
we move from model to code. Thus, GCC can not rentbis
kind of dead code. Therefore, we have to exploitlUfbdels
semantics information before their lost.

IV. EXPLOITING UML SEMANTICS FOR OPTIMIZATION

There are three alternatives to implement optironat
related to the UML semantics: implement them bethescode
generation, during code generation and after cedergtion.

the new optimized model, we generate C++ code ané. Before code generation

recompile it. We obtain an assembly code measuoiniy
11393 bytes (). It is true that the gain in term of asbly code
size is not significant (onlyl0.07 %), but this gain is
proportional to the number of removed states/ttems. It

depends also on the kind of state machine. The geam

presented in the second line of Fig. 1 deals wihalnchic state
machine that contains a composite state S3. Thereva

outgoing transitions from State S2. To move fromt8%53,

event e2 is needed, however we do not need a ydartievent
to move from S2 to final state. This particularnsiion is

called a completion transition. According to the UML
semantic, the completion transition is first firathatever the
received event is. It means that our composite 88tis never
active. Thus, after optimizing this model, we woarestharn5

% of the assembly code size (Fig. 1). In fact, in etate
machine implementation, each composite state hafeeence
to a C++ class that implements the submachine. Wien
optimize the model, the whole class is removedahtiuld be
noted that the gain can depend also on the impletemn

pattern. We have generated code from the hierarstate
machine presented in the Fig. 1, using State Pa#ted STT
pattern to prove that we always have gain in tesfreode size
independently of the used pattern. Tablel shows thea
implementation of the same state machine usin@Tieis less
compact than the other patterns. It shows alsoahatever the
pattern is, we obtain a significant gain when dgplivith

hierarchical state machine.

D. Resultsinterpretation

We said before that the RTL representation contsimse
parasite information that prevents from building tbontrol
flow graph which is essential to run a lot of SS#timizations.
We said also that some information that can befiieip

TABLE . OPTIMIZATION GAIN FOR THREE DIFFERENT PATTERNS

Implementation
Pattern

Size (bytes) assembly
code of non optimized
model

Size (bytes) assembly Optimization
code of optimized rate
model

STT 13885 9607 30.81%

Nested Switch 48764 26379 45.90%

State Pattern 49863 23663 52.54%

By analogy to changing levels of optimization in GC
(switch from a low level RTL to a higher level SSAQ
implement new higher level optimizations, we coasidnother
level of optimization which is higher than SSA. Qewvel is the
UML model. Implementing those optimizations at thedel
level allows us to exploit the useful model abstoaclevel for
optimizations issues. This alternative is more fertban the
alternative that consists in implementing thoseénaigations in
the compiler process. In fact, given the C++ regméstion of
the code to be compiled, GCC has to build the cbritow
graph of this sequential form to perform SSA optiaions.
However, in the model level we have already thetrobifiow
graph expressed by the state machine diagram.

B. During code generation

One of the interesting code generator featurdwrahan
the fully automatic code generation, is model dejnmg Some
code generators such as [12] provide a model deuidgt
permits to debug models using breakpoints. Howeiferne
decide to implement optimizations related to UMIms@tics
in the code generator, model debugging will noabeasy task
(we may put breakpoints on elements that will beaeed by
optimization). Thus, optimizing during the code ggation is
likely to widen the gap between the model and taec

C. After code generation

This alternative consists in extending GCC optatians to
make UML semantics visible to the compiler. We edd new
optimizations passes using the GCC plug-in architec
However, GCC has no stable API that would allowhsuc
addition. Moreover, UML state machines have a nundjfe
semantics variation points that may potentiallydléa infinity
of possible interpretations that would be hardlpliementable
in lower levels of GCC. A classification of the eatatives
(Table 2) shows that implementing optimizationsobefcode
generation is the only alternative that is indegendrom the
implementation. This is an expected
implementation occurs after modeling. The modeludging is
only affected by implementing optimizations duritige code

result since th



generation. Otherwise, it can not be affected leefoode
generation since debugging takes place after cedergtion
nor in the compiling process since models are ngble to
compilers. UML semantics variation points are fixeaim the
beginning, in the model, so all alternatives dependthis
chosen semantic. If we change the semantics, tithizations
implementations have to be changed. Since the nisdrbre
compact and did not contain parasite sequentiaé ¢dodnd in

that GCC can not perform. This is due to the loksane
UML semantics information during the code generatid/e
have studied different alternatives to implemenrtinjgations
related to lost UML semantics. We concluded thainaiping
in the model level is the most advantageous altisnaince it
is independent from the model implementation, do aftect
model debugging and is easier to maintain and evolVe
proposed then, a two step optimization approach revhe

the code, implementing the optimizations before codeoptimizations are performed both in the model aathmiler
generation or during code generation is easier thalevels. Inthe current version of our optimizatiool, the users

implementing them in the compiling process. We camnclude
from the Table 2 that implementing optimizationsated to
UML semantics information at the model level is test way
to exploit UML semantics information before theist.

V. RELATED WORKS

There are other approaches that are not satiBfiecbmpiler
optimizations level such as [13] that decided tbamly extend
the C++ language (by Concepts) but also aims teneixthe
compiler to understand this extension. This approdiffers

from ours in term that it extends both the languagd the
compiler and it does not trust the compiler. Howgwe our

approach we trust the compiler and we aim to reitse
powerful optimizations. We did modify neither thenfuage
nor the compiler; we simply add another level dfimjzation.

In [14], the author presents cases where sourcguéaye

knowledge is important for large gains in FORTRAN

optimizations. Related works presented above dmsctike
our approach, the necessity of exploiting souragglage
semantics in the compilation process. However they not
interested in generating optimized code from UMLdels.
The xtUML [15], a subset of UML with defined exeicut
semantics, offers the ability to translate UML miodeectly

choose manually the optimizations to perform. Wanpto
improve our tool in a way that it automatically eutes
optimizations that correspond to the UML model. €ivthe
benefits of the model compilation approach presknite
section 5, we aim to compile directly our modelsbioary
code. This approach brings the advantages to attwed
unnecessary use of two higher level languages: Eakie
UML and a 3rd generation language. Since there ds n
relationship between models and sequences of Oslgnde
have to transform models into intermediate fornag gllow us
to optimize more until reaching binary code. Totldat, we are
investigating to build a UML GCC front-end.
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