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France (e-mail: yang.tian@inria.fr, thierry.floquet@ec-lille.fr, wilfrid.perruquetti@ec-lille.fr)
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Abstract

In this paper, a method for the finite time estimation of the switching times in linear
switched systems is proposed. The approach is based on algebraic tools and distribution
theory. Switching time estimates are given by explicit algebraic formulae that can
be implemented in a straightforward manner using standard tools from computational
mathematics. Simulations illustrate the proposed techniques.
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1. Introduction

Many systems encountered in practice exhibit switchings between several subsys-
tems, inherently by nature, such as when a physical plant hasthe capability of un-
dergoing several operational modes, or as a result of the controller design, such as in
switching supervisory control.

Switched systems can be seen as higher–level abstractions of hybrid systems, ob-
tained by neglecting the details of the discrete behavior. Aswitched system is com-
posed of a family of dynamical (linear or nonlinear) subsystems and a rule, called the
switching law, that orchestrates the switching between them (see [24, 36] for surveys).
In the recent years, there has been an increasing interest inthe control problems of
switched systems due to their significance from both a theoretical and practical point
of view. Important results for switched systems have been achieved for problems in-
cluding stability [2, 10, 12, 25, 40], stabilization [26, 29, 41, 43], tracking [11] or
controllability [35, 42].

Observability and state estimation is a key problem for suchsystems because both
the active mode and the continuous state have to be estimatedand this during a finite
time interval. The notion of state estimation for switched systems was introduced in
[1]. Observability notions for some classes of hybrid systems such as switched linear
systems has been discussed and characterized in recent works such as [4], [33], [39].
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The problem is to recover from available measurements the state of the system and/or
the switching signal, and eventually the switching time. Different observation and
identification methods have been performed during the last years ([3, 5, 7, 13, 14, 15,
16, 21, 22, 23, 27, 28, 32]). Usually, the hybrid observer consists of two parts: an index
estimator of the current active sub-model and a continuous observer that estimates,
asymptotically in most cases, the continuous state of the hybrid system.

The aim of this paper is to estimate in “real-time” the switching time sequence of
some class of switched linear systems with the knowledge (full or partial) of the con-
tinuous state only. The possibility to havefinite timeestimate for that kind of systems is
clearly important, not to say crucial. The approach considered here takes root in recent
works developed in [19] for parameter identification of linear time-invariant systems.
This method is based on algebraic tools (differential algebra, module theory and oper-
ational calculus) and results in finite time estimates givenby explicit algebraic formula
that can be implemented in a straightforward manner using standard tools from compu-
tational mathematics. Those results have been extended to the problems of closed-loop
parametric estimation for continuous-time linear systemsin [20], parametric estima-
tion of systems with delayed and structured entries in [9], state estimation of linear
systems with time-varying parameters in [38] or with delaysin [8], fault diagnosis in
[18], nonlinear systems with unknown inputs in [6] or some class of linear infinite di-
mensional systems governed by partial differential equations in [31]. This approach
was also applied in [17] for the estimation of the index corresponding to the current
active subsystem, and the state variable of this subsystem.In this paper, the algebraic
approach is extended to the problem of the finite time identification of the switching
occurrences. Using some properties of the distribution theory, the switching time es-
timation is given by an explicit formula, as a function of theintegral of the output, in
order to attenuate the influence of measurement noises.

This paper is organized as follows: Section 2 gives the problem formulation. The
main result is derived in Section 3. First, the switching time identification of one
commutation between two subsystems is analyzed. Then, the result is extended to
the case of commutations among an arbitrary number of subsystems. The last section
provides a simulation that illustrates the proposed approach.

2. PROBLEM STATEMENT

In this work, we study a class of linear hybrid systems calledswitched linear sys-
tems (see [39] for a definition), i.e. systems whose evolution is determined by a col-
lection of linear models (Q subsystems) with continuous statex ∈ R

n connected by
switches among a number of discrete statesq ∈ IQ , {1, . . . ,Q}, modeled by linear
ordinary differential equations of the following form:

ẋ = Aqx, (1)

whereAq ∈ R
n×n are constant matrices. For the sake of convenience and without loss

of generality, it is assumed that at each timet ∈ R only one discrete event can act on
the system.
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The objective of this paper is to estimate on line the switching times of the system
(1) using the dynamics of the continuous state only. The method that will be developed
will involve high order time derivatives ofx. Because of the presence of non smooth
dynamics, derivation has to be understood in the distribution sense.

2.1. Distribution Framework

We recall here some standard definitions and results from distribution theory devel-
oped in [34], and fix the notations to be used in the sequel. Thespace ofC∞-functions
having compact support in an open subsetΩ of R is denoted byD(Ω), andD ′(Ω)
is the space of distributions onΩ, i.e., the space of continuous linear functionals on
D(Ω).

When concentrated at a point{τ}, the Dirac distributionδ (t− τ) is writtenδτ .
Functions are considered through the distributions they define and are therefore

indefinitely differentiable. Hence, ify is a continuous function except at a pointa with
a finite jumpσa, its derivative writes

ẏ = dy/dt+ σaδa, (2)

wheredy/dt is the distribution stemming from the usual derivative ofy.
A distribution is said to be of orderr if it acts continuously onCr -functions but not

onCr−1-functions. Measures and functions are of order 0. By virtueof Schwartz The-
orem (see [34]),α×T = 0 for any smooth functionα whose derivatives of appropriate
order vanish on the support of a given distributionT ∈ D ′(Ω). In particular, one has
for the Dirac distribution1:

f (t) ·δti = f (ti) ·δti , ∀ f ∈C∞(R) if f is continuous atti . (3)

3. Switching time identification

The goal of this work is to obtain an algebraic relation of themeasured vari-
ables which involves only known parameters in order to explicitly obtain the unknown
switching times. To do so, first, a time-varying state transformation is used to get an in-
termediate differential algebraic relation which parameters are not depending anymore
on the switching times but on a Dirac distribution at the switching instant. Then, an an-
nihilating algebraic manipulation based on (3) is providedto get the desired differential
algebraic relation where the unknown switching times explicitly appear. Finally, using
iterative integral operators, the final expression of the switching instant is obtained in
terms of time integrals of the state variables.

3.1. The case of two subsystems and one commutation

In this case,q∈ {1,2}. Assume that the system (1) switches from a subsystem to
the other one at timetc. The aim is to get a finite time estimation of the switching time
tc. For the sake of simplicity, the method is first detailed assuming that all the state

1The existence of the productf (t) ·δti is ensured as soon asf is aC∞−function.

3



is measured (some hints for the case of partial state measurement are given in Section
3.4).

The dynamical behavior of the system can be written as follows:

ẋ = Γ(t)x Γ(t) ∈ {A1,A2} . (4)

Under the change of variablez= eGtx, whereG will be defined later, the system (4) is
transformed into:

ż= M(t)z

with

M(t) = G+eGtΓ(t)e−Gt. (5)

Then, the matrixG is chosen such that:

M1(t)+M2(t) = 0 (6)

where

Mi(t) = G+eGtAie
−Gt, i = 1,2

SinceG andeGt commute, equation (6) implies that

G =−
A1 +A2

2
(7)

and

ż= σ(t)M1(t)z (8)

with σ(t) ∈ {−1,1} and, without loss of generality,σ(0+) = 1 if Γ(0+) = A1.

Remark 1. When the matricesA1 and A2 commute,M1(t) = −M2(t) = A1−A2
2 are

constant. This case was treated in [37].

The determinant∆1(t) of M1(t) satisfies the following property:

2n∆1(t) = det(2M1(t)) = det(M1−M2) = det(A1−A2) = cte. (9)

Assume henceforth that the matrix (A1−A2) is full rank. Then,M1(t) is invertible and
one can defineW1(t) := Ad(M1(t)) = ∆1(t)M

−1
1 (t). Equation (8) becomes:

W1(t)ż= σ(t)∆1(t)z. (10)

Note that every term in (10) is known but the evolution ofσ(t). Sinceσ(t) is a constant
outside the set{tc}, the time derivative of the productσ(t)g(t) is well-defined as soon
asg(t) is a smooth function fort = tc. Denotingσc = σ(tc+)−σ(tc−) =±2, one has:

σ̇(t) = σcδtc
˙(σ(t)g(t)) = σ̇(t)g(t)+ σ(t)ġ(t) = σcg(tc)δtc + σ(t)ġ(t). (11)
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By derivation of (10), one obtains:

Ẇ1(t)ż+W1(t)z̈= σ̇(t)∆1(t)z+ σ(t)∆1(t) ż= σ̇(t)∆1(t)z+ ∆1(t)M1(t)z

W1(t)z̈+Ẇ1(t)ż−∆1(t)M1(t)z= σ̇(t)∆1(t)z. (12)

The equation (12),using property (11), can be expressed as:

2

∑
i=0

Ki(t)z(i) = γcδtc (13)

K0(t) =−∆1(t)M1(t)

K1(t) = Ẇ1(t)

K2(t) = W1(t)

γc = σc∆1(tc)z(tc)

Thus, using the change of variablesz= eGtx, one obtains a differential systems with a
left-hand side that only contains known quantities. The right-hand side involves a Dirac
distribution that will be annihilated using property (3), as shown in the next section.

3.2. Explicit computation of the switching instant

Take any function with the following properties:

(i) f (t, tc)δtc = 0,

(ii) f (0, tc) = ḟ (0, tc) = 0.

Multiplying (13) by f (t, tc), one obtains:

f (t,tc)

(

2

∑
i=0

Ki(t)z(i)

)

= 0. (14)

Integrating (14) from 0 tot > tc leads to
∫ t

0
f (τ, tc)

(

W1(τ)z̈+Ẇ1(τ)ż−∆1(τ)M1(τ)z
)

dτ = 0. (15)

Integration by parts gives:
∫ t

0
f (τ,tc)W1(τ)z̈(τ)dτ = [ f (τ,tc)W1(τ)ż(τ)]τ=t

τ=0−

∫ t

0

(

ḟ (τ,tc)W1(τ)+ f (τ,tc)Ẇ1(τ)
)

ż(τ)dτ

= f (t, tc)W1(t)ż(t)−
∫ t

0
ḟ (τ,tc)W1(τ)ż(τ)dτ −

∫ t

0
f (τ,tc)Ẇ1(τ)ż(τ)dτ

and
∫ t

0
ḟ (τ,tc)W1(τ)ż(τ)dτ =

[

ḟ (τ,tc)W1(τ)z(τ)
]τ=t

τ=0−

∫ t

0

(

f̈ (τ,tc)W1(τ)+ ḟ (τ,tc)Ẇ1(τ)
)

z(τ)dτ

= ḟ (t, tc)W1(t)z(t)−
∫ t

0
f̈ (τ,tc)W1(τ)z(τ)dτ −

∫ t

0
ḟ (τ,tc)Ẇ1(τ)z(τ)dτ.

5



Hence
∫ t

0
f (τ, tc)

(

W1(τ)z̈+Ẇ1(τ)ż
)

dτ

= f (t, tc)W1(t)ż(t)− ḟ (t, tc)W1(t)z(t)+
∫ t

0
f̈ (τ,tc)W1(τ)z(τ)dτ +

∫ t

0
ḟ (τ,tc)Ẇ1(τ)z(τ)dτ

(16)

Using the property

∫ t

0

∫ tν−1

0
· · ·
∫ t1

0
x(τ)dtν−1 · · ·dt1dτ =

∫ t

0

(t− τ)ν−1

(ν−1)!
x(τ)dτ,

integrating one more time (15) from 0 tot > tc and using (16), one obtains:

f (t, tc)W1(t)z(t)−2
∫ t

0
ḟ (τ, tc)W1(τ)z(τ)dτ −

∫ t

0
f (τ,tc)Ẇ1(τ)z(τ)dτ

+
∫ t

0
(t− τ)

(

f̈ (τ, tc)W1(τ)+ ḟ (τ,tc)Ẇ1(τ)−∆1(τ)M1(τ)
)

z(τ)dτ = 0. (17)

An estimate oftc can be obtained from (17). Take for instance the functionf (t,tc) =
t2(t− tc) that satisfies the properties (i)-(ii) and

ḟ (t,tc) = t(3t−2tc),

f̈ (t,tc) = 6t−2tc.

Using the result of (17), the estimate oftc is given by the following formula:

D(t,z,M1)tc = N(t,z,M1)

with

N(t,z,M1) = t3W1(t)z(t)−
∫ t

0
(6τ2W1(τ)+ τ3Ẇ1(τ))z(τ)dτ

+

∫ t

0
(t− τ)(6τW1(τ)+3τ2Ẇ1(τ)−∆1(τ)M1(τ))z(τ)dτ

D(t,z,M1) = t2W1(t)z(t)−
∫ t

0
(4τW1(τ)+ τ2Ẇ1(τ))z(τ)dτ

+

∫ t

0
(t− τ)(2W1(τ)+2τẆ1(τ))z(τ)dτ (18)

Note thatN(t,z,M1) andD(t,z,M1) are column vectors of dimensionn. So

tc =
Ng(t,z,M1)

Dg(t,z,M1)
, (19)

for any 1≤ g≤ n, whereNg(t,z,M1) andDg(t,z,M1) are the components ofN(t,z,M1)
andD(t,z,M1), respectively.
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Remark 2. When the measured signalz(t) is perturbed by noise, (17) can be integrated
one or several more times in order to reduce the noise effect.In this case, the expression
of N(t,z,M1) andD(t,z,M1) in (18) becomes

N(t,z,M1) =

∫ t

0
τ3W1(τ)z(τ)dτ −

∫ t

0
(t− τ)(6τ2W1(τ)+ τ3Ẇ1(τ))z(τ)dτ

+

∫ t

0

1
2
(t− τ)2(6τW1(τ)+3τ2Ẇ1(τ)−∆1(τ)M1(τ))z(τ)dτ

D(t,z,M1) =

∫ t

0
τ2W1(τ)z(τ)dτ −

∫ t

0
(t− τ)(4τW1(τ)+ τ2Ẇ1(τ))z(τ)dτ

+

∫ t

0

1
2
(t− τ)2(2W1(τ)+2τẆ1(τ))z(τ)dτ (20)

Hereafter, the method is extended to the problem of the identification of an arbitrary
number of switching times between an arbitrary number of subsystems.

3.3. The case of Q subsystems and S commutations

Assume that every pair of matricesAi andA j (i, j ∈ IQ andi 6= j) in system (1) is
such that (Ai −A j ) is full rank. It has been seen that an estimatorEi, j that computes
the quantitiesD(t,z,Mi, j ) andN(t,z,Mi, j ), with Mi, j = Gi, j + eGi, j tAie−Gi, j t , Gi, j =

−
Ai+A j

2 can be used to determine a switching timeti, j that occurs between the two
subsystemsi and j (either from modei to modej or from modej to modei).

Hence, in order to identify all the switches amongQ modes, one can useC2
Q =

Q(Q−1)
2 estimators in parallel. Then, the output signals of each estimator can be an-

alyzed as follows to determine the occurrence of a switch andits associated mode.
Indeed, assume that the system (1) is in the modei for t ∈ [t0,ti, j [ and in modej for
t ∈ [ti, j ,T[, where timest0 andT stands for other switch occurrences. Then, one has:

1. Dg(t,z,Mi, j ) = 0 andNg(t,z,Mi, j ) = 0 for t ∈ [t0,ti, j [: in practice, this property
is checked on a few sampling periods before the switching instant;

2. Dg(t,z,Mi, j ) andNg(t,z,Mi, j ) are straight lines fort ∈ [ti, j ,T[: in practice, several
points have to be used to detect that the slope of the line is constant.

3. for t ∈ [ti, j ,T[ the ratio of
Ng(t,z,Mi, j )

Dg(t,z,Mi, j )
is constant and equal toti, j : to detect when

this ratio is constant, successive values within a boundaryof a given thickness
are needed.

Properties 1. and 2. arise from the fact that Dirac distributions in equation (13) are
integrated twice. Thus, the estimator that fulfills those three conditions provides the
switching instant as well as the index of the subsystems between which the switch
occurs. Furthermore, with the knowledge of the first active mode, the sequence of all
active models can be estimated.

The implementation of the numerical algorithm which allowsto identify all the
switching instants is done on a sliding window as follows:

functiondetection of the switching timetc
readx(kTe)
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Te: sample time;
h: number of chosen points to verify the constraints withh.Te less than the dwell

time of the system;
ts = 0: left bound of the integration window;
m= length(x): length of the sampled statex;

zi, j (kTe) = e−
Ai+Aj

2 x(kTe): new state
for k = h : m

Reset all the components ofN(t,z,Mi, j )(k) andD(t,z,Mi, j)(k) to zero
for i = ts : k

Approximate numerically the integrals as sums using the trapezoidal rule
end

Compute the value ofN(t,z,Mi, j )(k) andD(t,z,Mi, j)(k) in an integration window
with (18)

if an estimator satisfies the three detection criterions
update the integration window:ts←− k−h;
print this estimator and the active model.
else
break;
end

print the switching time
end

The numerical implementation of the above obtained algorithm has also to address
the following points:

• integration window:when none of theC2
Q = Q(Q−1)

2 estimator detect the commu-
tation, the algorithm will calculate the value ofN(t,z,Mi, j )(k), D(t,z,Mi, j )(k) in
a new integration window (k←− k+ 1) whose width is one sample time larger
than the old one (the lower bound of the integration is not changed while the
upper bound is increased of one sampling), until a switchinginstant is detected
with one of the estimator.

• update:whentc is detected, one has to update the scheme by resetting the integral
computation and replacing the lower bound of the integration with tc in order to
identify the next switching time.

3.4. A hint for an extension to systems with partial state measurement

Consider the following system:

ẋ = Γ(t)x Γ(t) ∈ {A1,A2}

y = Cx
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wherey∈ R
p is the output vector of available measurements. Assume it ispossible to

find an output relation given by:

Ẏ = Γ̄(t)Y+ Θ
(

δtc, δ̇tc, . . . ,δ
(l)
tc

)

, Γ̄(t) ∈
{

Ā1, Ā2
}

(21)

whereY =
[

yT , . . . ,y(r)T
]T

is a vector composed of the output and a finite number of

its time derivatives,Ā1, Ā2 are square matrices, and whereΘ is a square matrix that
depends on the Dirac distribution and a finite number of its time derivatives. Using the
same procedure as in Section 3.1, it is possible to obtain a differential system similar
to (13):

2

∑
i=0

K̄i(t) z̄(i) = Θ̄
(

δtc, δ̇tc, . . . ,δ
(l̄)
tc

)

wherez̄= eḠtY. Then, settingω =
∫ r z̄ leads to:

2

∑
i=0

K̄i(t)ω(i+r) = Θ̄
(

δtc, δ̇tc, . . . ,δ
(l̄)
tc

)

.

Following the lines of Section 3.2, with a suitable choice ofthe functionf (t,tc) (that
allows for the annihilation of̄Θ) and a sufficient number of integrations, one can obtain
an algebraic relation of the form:

D(t,ω ,M̄1)tc = N(t,ω ,M̄1),

that provides an on-line estimation oftc, sinceω is available for measurement (it de-
pends on the outputy and a finite number of its integrals).
To completely solve the problem of switching time identification of systems with par-
tial state measurement using the proposed approach, one hasto study the possibility to
obtain the relation (21). For this, observability and identifiability properties of the sys-
tem (4) have to be investigated. This problem is out of the scope of this paper (whose
aim is to introduce an algebraic methodology for fast identification of switching times)
and will be studied in future work.

4. EXAMPLE

Let us consider the buck-boost converter shown in Figure 1, the switched model
consisting of two second-order linear time invariant systems is given by:















ẋ = A1x+B=

(

− 1
RC 0
0 0

)

x+

(

0
U
L

)

ẋ = A2x =

(

− 1
RC − 1

C
1
L 0

)

x
(22)

wherex = [V i]T = [x1 x2]
T and one has a common outputy = x2.
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Figure 1: Buck-boost converter circuit.

The mode 1 represents the transistorT closed and the diodeD blocked (T = 1,
D = 0), while the mode 2 correspond withT OFF andD ON (T = 0, D = 1). This
model is well being to the class defined in the section 3.4. Note that mode 1 is unstable,
since the current increases linearly with time whenT is closed, while mode 2 (T open)
is stable at the origin.

One can rewrite this system as follows:














Ẏ =

(

0 0
0 0

)

Y+

(

U
L

U
L δtc

)

Ẏ =

(

0 1
− 1

LC − 1
RC

)

Y
(23)

with Y = [y ẏ]T corresponds with the relation (21).
One has

Ḡ =−

(

0 0
0 0

)

+

(

0 1
− 1

LC − 1
RC

)

2
=

(

0 1
1

LC
1

RC

)

2

to change the variable ¯z= eḠtY. Settingω =
∫ t

0 z̄(τ)dτ, thenω is available for measure-
ment (it is as a function of the outputy and its integral). In order to annihilateΘ(δtc),
here one chooses the functionf (t,tc) = t2(t− tc)2 satisfying with the properties:

(i) f (t, tc)δtc = f (t, tc)δ̇tc = 0,

(ii) f (0, tc) = ḟ (0, tc) = 0.

After twice integrations one obtains:

D1(t,ω ,M̄1)t
2
c −D2(t,ω ,M̄1)tc +N(t,ω ,M̄1) = 0 (24)
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with

N(t,ω ,M̄1) = t4W1(t)ω(t)−
∫ t

0
(8τ3W1(τ)+ τ4Ẇ1(τ))ω(τ)dτ

+

∫ t

0
(t− τ)(12τ2W1(τ)+4τ3Ẇ1(τ)−∆1(τ)M̄1(τ))ω(τ)dτ

D1(t,ω ,M̄1) = t2W1(t)ω(t)−
∫ t

0
(4τW1(τ)+ τ2Ẇ1(τ))ω(τ)dτ

+
∫ t

0
(t− τ)(2W1(τ)+2τẆ1(τ))ω(τ)dτ

D2(t,ω ,M̄1) = 2t3W1(t)ω(t)−
∫ t

0
(12τ2W1(τ)+2τ3Ẇ1(τ))ω(τ)dτ

+

∫ t

0
(t− τ)(12τW1(τ)+6τ2Ẇ1(τ))ω(τ)dτ

Hence, one can calculatetc explicitly from the equation (24).
The Buck-Boost circuit has the following characteristics:U = 24(V), L = 100(µH),

C = 220(µF), R= 20(Ω). In order to get a good simulation, since the above param-
etersL andC are of order 10−4, we use a time scalingT = 1

ε t with ε = 10−4, that
means we simulatedx

dT = Ax+b instead ofdx
dt = 1

ε (Ax+b). The switching instants of
this system are detected using the proposed algorithm withTe = 0.001s with respect
to the new time scaling. The switching times are assumed to occur at: t1 = 80(µs),
t2 = 150(µs), t3 = 220(µs), t4 = 280(µs) (real time) (see Fig. 3) and the first active
mode is 1. Note that in the simulation, one chooses 30 sampling periods to identify
the switching time, so the dwell time of the system has to be atleast larger than 3(µs)
with respect to the real time. In Fig. 2 is reported the behavior of the statex(t). Fig. 3
shows that the estimator scheme can detect all switching timestc accurately.
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Figure 3: Identification of the switching timestc

Note that the methodology of this algebraic approach can be applied to solve some
practical problems, such as for instance fault detection, fault tolerant control issues
[30].

5. Conclusion

In this paper, an algebraic approach for switching time estimation of a class of hy-
brid systems has been introduced. Using an approach based onalgebraic tools and
distribution theory, an explicit algorithm which computeson-line the switching time
instants in a fast way has been derived for systems with full and partial state measure-
ment. Future works are concerned with observability and identifiability issues.
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