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#### Abstract

This work proposes and studies the properties of a hybrid sampling scheme that mixes independent uniform node sampling and random walk (RW)-based crawling. We show that our sampling method combines the strengths of both uniform and RW sampling while minimizing their drawbacks. In particular, our method increases the spectral gap of the random walk, and hence, accelerates convergence to the stationary distribution. The proposed method resembles PageRank but unlike PageRank preserves time-reversibility. Applying our hybrid RW to the problem of estimating degree distributions of graphs shows promising results.
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## L'amélioration de l'estimation par la marche aléatoire avec le redémarrage uniforme

Résumé : Ce travail propose et étudie les propriétés d'un méthode d'échantillonnage hybride qui mélange l'échantillonnage de noeuds uniforme et la marche alátoire. Nous montrons que notre méthode d'échantillonnage combine les forces des deux échantillonnages tout en minimisant leurs inconvénients. En particulier, notre méthode permet d'augmenter l'écart spectral de la marche aléatoire et donc d'accélèrer la convergence vers la distribution stationnaire. La méthode proposée ressemble PageRank, mais en revanche elle conserve la proprieté de réversibilité. L'applications de notre méthode au problème de l'estimation de la distribution du degré montre des résultats prometteurs.

Mots-clés : Echantillonnage, Marche Alátoire, Ecart Spectral, PageRank, Réseaux Sociaux

## 1 Introduction

Many networks, including on-line social networks (OSNs) and peer-to-peer (P2P) networks, exist for which it is impossible to obtain a complete picture of the network. This leaves researchers with the need to develop sampling techniques for characterizing and searching large networks. Sampling methods can be classified as based on independent uniform sampling or crawling. These two classes of sampling methods have their advantages and drawbacks. Our work proposes and studies the properties of a hybrid sampling scheme that mixes independent uniform node sampling and random walk ( $R W$ )-based crawling. We show that our sampling method combines the strengths of both uniform and $R W$ sampling while minimizing their drawbacks.

Within the class of uniform sampling methods, uniform node sampling is widely popular and has the advantage of sampling disconnected graphs. In an online social network (OSN) where users are associated with unique numeric IDs, uniform node sampling is performed by querying randomly generated IDs. In a P2P network like Bittorrent, uniform node sampling is performed by querying a tracker server [14]. In practice, however, these samples are expensive (resource-wise) operations (the ID space in an OSN, such as Facebook and MySpace, is large and sparse and tracker queries can be rate-limited [14]). For instance, in MySpace we expect only $10 \%$ the IDs to belong to valid users [10], i.e., only one in every ten queries successfully finds a valid MySpace account.

Within crawl-based sampling methods, random walk (RW) sampling is among the most popular methods [5, 11, 12, 18, 20, 23]. Let $G=(V, E)$ be an undirected, non-bipartite graph with $n$ nodes. RW sampling is preferred because it requires few resources and, when $G$ is connected, can be shown to produce asymptotically unbiased estimates of

$$
\begin{equation*}
f(G)=\sum_{\forall v \in V} h(v) \tag{1}
\end{equation*}
$$

Moreover, when $G$ is connected, a RW visits all nodes in $G$ in $O\left(n^{3}\right)$ [17] steps w.h.p., a useful property when searching unstructured networks (such as P2P networks).

Note that the above formal RW guarantees require $G$ to be connected. In the real-world, however, networks may consist of several disconnected components, e.g. Twitter [22] and Livejournal [20], to cite two known examples. Moreover, the performance of such methods are closely tied to the difference between the largest and the second largest eigenvalues of the associated RW transition probability matrix. This difference is also known as the spectral $g a p$ which we denote as $\delta$. More precisely, let $\left(X_{t}: t=0,1,2, \ldots\right)$ be a discrete-time Markov chain associated with a random walk over $G$ with transition probability matrix $\mathbf{P}=\left[p_{i j}\right]$, $\forall i, j \in V$, where $p_{i j}=1 / d_{i}$ and $d_{i}$ is the degree of node $i \in V$. The eigenvalues of $\mathbf{P}$ are $1=\lambda_{1} \geq \lambda_{2} \geq \lambda_{3} \geq \cdots \geq \lambda_{n} \geq-1$. The spectral gap is defined as $\delta=\left(1-\lambda_{2}\right)$. When $G$ is disconnected $\delta=0$. Typically, even a connected real complex network has small $\delta$, explained by the clustered structure of these networks [15], and as a consequence the RW tends to get "trapped" inside subgraphs.

Unfortunately the accuracy of estimates of $f(G)$ (eq. (11)) obtained with a RW is inversely proportional to the spectral gap $\delta$ (revisited later in this section). The main contribution
of this work is to increase the spectral gap, $\delta$, of a $R W$ by combining it with independent uniform node sampling. Although node sampling can be very expensive, when combined with RW sampling, the resulting algorithm can significantly reduce the estimation error and search time at a negligible increase in overhead. The idea is as follows, add auxiliary edges among all the nodes with weight $\alpha / n>0$. The hybrid sampling scheme, which we call $R W u R$, corresponds to a random walk on this modified graph. Our results show a significant increase in the spectral gap $\delta$ when our hybrid scheme is used (even when $\alpha$ is small). Note that when $\alpha=0$ we RWuR is a regular RW and in the limit when $\alpha \rightarrow \infty$ RWuR performs independent uniform sampling.

In what follows we revisit the connection between the spectral gap, $\delta$, and estimation errors; connecting $\delta$ with the Mean Squared Error (MSE) of the RW estimates.

## Spectral Gap and Estimation Error

For now we assume $G$ is connected. Suppose we wish to estimate $f(G)$ of eq. (1) from $B$ sampled nodes obtained by a stationary RW, $\left(X_{0}, X_{1}, \ldots, X_{B-1}\right)$. A widely used estimator of $f(G)$ is [20, 23]

$$
\begin{equation*}
\hat{f}=\frac{1}{B} \sum_{t=0}^{B-1} h^{\prime}\left(X_{t}\right), X_{t} \in V \tag{2}
\end{equation*}
$$

where $h^{\prime}(v)=h(v) / \pi_{v}, v \in V$, and $\pi_{v}$ is the stationary distribution of the random walk. We note that if the graph is undirected, the RW is time reversible and its stationary distribution is given by

$$
\begin{equation*}
\pi_{i}=\frac{d_{i}}{2|E|}, \quad \forall i \in V \tag{3}
\end{equation*}
$$

To simplify the notation we drop the dependence of $f$ on $G$. The MSE of $\hat{f}$ is given by $E\left[(\hat{f}-f)^{2}\right]$. Now we explore the connection between the spectral gap, $\delta$, and the MSE of $\hat{f}$. In a stationary RW, $\hat{f}$ is an unbiased estimator of $f[23]$. Thus, the Mean Squared Error (MSE) is also the variance of $\hat{f}$.

Let $\operatorname{var}_{\pi}(\hat{f})$ denote the variance of $\hat{f}$ in a stationary RW and

$$
E\left[(\hat{f}-f)^{2}\right]=\operatorname{var}(\hat{f})+\operatorname{bias}(\hat{f})
$$

where $\operatorname{bias}(\hat{f})=(E[\hat{f}]-f)^{2}$. The assymptotic ratio between $(\operatorname{var}(\hat{f})+\operatorname{bias}(\hat{f}))$ and $\operatorname{var}_{\pi}(\hat{f})$ is a function of the spectral gap $\delta$ [1, Chapter 4.1]

$$
\sup _{f} \lim _{B \rightarrow \infty} \frac{\operatorname{var}(\hat{f})+\operatorname{bias}(\hat{f})}{\operatorname{var}_{\pi}(\hat{f})}=\frac{1+\lambda_{2}}{1-\lambda_{2}}=\frac{2-\delta}{\delta}
$$

Note that $\delta$ also determines the mixing time of the RW [21], which means that when $\delta \ll$ 1 (i.e., $\lambda_{2} \approx 1$ ) it takes many steps for the random walk to converge to the stationary distribution (a potential source of bias in $\hat{f}$ when the RW does not start in steady state).

INRIA

We now turn our attention to finding the relationship between $\operatorname{var}_{\pi}(\hat{f})$ and $\delta$. Consider $h$ from eq. (11). Assume that $\sum_{\forall v \in V} h(v)=0$ (this assumption is used to simplify our calculations) and $\left\|h^{\prime}\right\|_{2}^{2} \triangleq \sum_{\forall v \in V}\left(h^{\prime}(v)\right)^{2} \pi_{v}>0$. Let

$$
\sigma^{2} \triangleq \lim _{B \rightarrow \infty} B(\operatorname{var}(\hat{f})+\operatorname{bias}(\hat{f}))
$$

From the inequality [1, Chapter 4, Proposition 29]

$$
\begin{equation*}
\frac{\sigma^{2}}{B}\left(1-\frac{2}{\delta B}\right) \leq \operatorname{var}_{\pi}(\hat{f}) \leq \frac{2\left\|h^{\prime}\right\|_{2}^{2}}{\delta B}\left(1+\frac{\delta}{2 B}\right) \tag{4}
\end{equation*}
$$

we have a relationship between the MSE of $\hat{g}$ and the spectral gap $\delta$. Eq. (41) shows that the MSE upper bound decreases as $\delta$ increases. One important class of $f(G)$ functions is the class that measures $\theta_{k}$, the fraction of nodes with degree $k$,
where $\mathbf{1}(x=y)=1$ if $x=y$ and $\mathbf{1}(x=y)=0$, otherwise. Note that $\left\|h_{k}\right\|_{2}^{2}=\theta_{k}^{2} / \Pi_{k}$, where $\Pi_{k}=\sum_{\forall v \in V} \pi_{v} \mathbf{1}\left(d_{v}=k\right)$, which yields

$$
\begin{equation*}
\operatorname{var}_{\pi}\left(\hat{f}_{k}\right) \leq \frac{2 \theta_{k}^{2}}{\Pi_{k} \delta B}\left(1+\frac{\delta}{2 B}\right) . \tag{5}
\end{equation*}
$$

Thus, eq. (5) shows that the error in estimating the fraction of nodes with degree $k$ is uper bounded by the inverse of: (1) the spectral gap $\delta$ and (2) the probability that the RW finds a node with degree $k, \Pi_{k}$. In Section 2 we see that increasing parameter $\alpha$ of our hybrid RW increases $\delta$ but also decreases $\Pi_{k}$ when $k$ is larger than the average degree. This tradeoff can be seen in the experiments of Section 3, where the MSE of the fraction of high degree nodes, at first, decreases as we increase $\alpha$ until a certain (unknown optimal) point where a further increase in $\alpha$ increases the MSE. As future work we will investigate this optimal value of $\alpha$.

## 2 Reducing mixing time by restart

As we have observed in the previous section, many complex networks have small spectral gaps and hence random walks on such networks can have a negative impact on the accuracy (variance) and bias of the estimates.

In this work we are interested in methods for accelerating the rate of convergence to the stationary distribution based on the addition of auxiliary transitions. Thus, the natural first method to investigate is PageRank [8]. Namely, a random walk follows some outgoing link with probability $c$ and with probability $1-c$ it jumps to an arbitrary node of the network
chosen according to the uniform distribution. Then, the modified random walk is described by the following transition matrix

$$
\begin{equation*}
\tilde{P}=c P+(1-c) \frac{1}{n} \underline{1} \underline{1}^{T} \tag{6}
\end{equation*}
$$

where 1 is a vector of ones with an appropriate dimension. Then, the stationary distribution of the modified random walk $\tilde{\pi}(c)$ is a unique solution of the following equations

$$
\tilde{\pi}(c) \tilde{P}=\tilde{\pi}(c), \quad \tilde{\pi}(c) \underline{1}=1
$$

It is known 13 that the second largest eigenvalue of matrix $\tilde{P}$ is equal to $c$. Thus, by choosing $c$ not close to one, we can significantly increase the spectral grap $\delta$.

However, as was observed for example in [16], PageRank's steady state distribution can be just weakly correlated with node degree. Furthermore, there are cases when ranking of nodes according to PageRank is sensitive to the change of parameter $c$ [7]. Thus, the stationary distribution of the modified random walk can be significantly distorted. To mitigate the latter problem, we suggest a variation where we connect all the nodes in the graph with a weight $\alpha / n$. The difference with PageRank is that in our variation the uniform restart occurs not with a fixed probability but with a probability depending on the node degree. Specifically, the transition probability in our modification is given by

$$
\hat{p}_{i j}= \begin{cases}\frac{\alpha / n+1}{d_{i}+\alpha}, & \text { if } i \text { has a link to } j  \tag{7}\\ \frac{\alpha / n}{d_{i}+\alpha}, & \text { if } i \text { does not have a link to } j\end{cases}
$$

The advantage of such a modification is that the new random walk is also reversible with the following stationary distribution

$$
\begin{equation*}
\hat{\pi}_{i}(\alpha)=\frac{d_{i}+\alpha}{2|E|+n \alpha} \quad \forall i \in V \tag{8}
\end{equation*}
$$

from which the original stationary distribution (3) can easily be retrieved.
Let us now show that this second method also improves algebraic connectivity. First, we consider a regular graph where all nodes have degree $d$.

Theorem 2.1 Let $G=(V, E)$ be an undirected regular graph with degree d. Let $\hat{\lambda}_{k}(\alpha)$ and $\lambda_{k}$ be the eigenvalues of the Markov chains associated with the modified and original random walks on $G$, respectively. Then, all the eigenvalues corresponding to the modified random walk except the unit eigenvalue are scaled as follows:

$$
\begin{equation*}
\hat{\lambda}_{k}(\alpha)=\frac{d}{d+\alpha} \lambda_{k}, \quad k=2, \ldots, n \tag{9}
\end{equation*}
$$

Proof. The transition probabilities of the modified random walk (7) can be written in the following matrix form

$$
\hat{P}=\frac{d}{d+\alpha}\left(P+\frac{\alpha}{d n} \underline{11}^{T}\right)
$$

where $P$ is the transition matrix corresponding to the original random walk.
Since 1 is an eigenvector corresponding to the unit eigenvalue, we can apply Brauer's Theorem 6]. Brauer's Theorem says that if $\lambda$ is an eigenvalue and $x$ the corresponding eigenvector of matrix $A$ then $\lambda+v^{T} x$ is an eigenvalue of matrix $A+x v^{T}$ for any vector $v$ and the other eigenvalues of $A+x v^{T}$ coincide with the eigenvalues of $A$. Thus, matrix $P+\frac{\alpha}{d n} \underline{11}^{T}$ has the following eigenvalues: $1+\alpha / d, \lambda_{2}, \ldots, \lambda_{n}$. Since the eigenvalues of a matrix multiplied by a scalar are the eigenvalues of that matrix multiplied by the same scalar, the eigenvalues of matrix $\hat{P}$ are: $1, d /(d+\alpha) \lambda_{2}, \ldots, d /(d+\alpha) \lambda_{n}$.

If we expand $d /(d+\alpha)$ in (9) into a power series with respect to $\alpha$ we can rewrite (9) as follows:

$$
\hat{\lambda}_{2}(\alpha)=\left(1-\frac{\alpha}{d}\right) \lambda_{2}+\mathrm{o}(\alpha)
$$

Thus, for small values of $\alpha$ the spectral gap can be approximated as follows:

$$
\begin{equation*}
\delta \approx \frac{\alpha}{d} \lambda_{2} . \tag{10}
\end{equation*}
$$

Let us now consider the case of a general undirected graph.
Theorem 2.2 Let $G=(V, E)$ be a general undirected graph. Then, the second largest eigenvalue $\hat{\lambda}_{2}(\alpha)$ of the modified random walk has the following connection with the second largest eigenvalue $\lambda_{2}$ of the original random walk

$$
\begin{equation*}
\hat{\lambda}_{2}(\alpha)=\left(1-\frac{\sum_{k=1}^{n} \frac{1}{d_{k}} u_{2 k} v_{2 k}}{\sum_{k=1}^{n} u_{2 k} v_{2 k}} \alpha\right) \lambda_{2}+\frac{\sum_{k=1}^{n} \frac{1}{d_{k}} u_{2 k} \sum_{j=1}^{n} v_{2 j}}{n \sum_{k=1}^{n} u_{2 k} v_{2 k}} \alpha+o(\alpha), \tag{11}
\end{equation*}
$$

where $u_{2}$ and $v_{2}$ are respectively left and right Fiedler eigenvectors of the original graph.
Proof. Let us analyze the equation

$$
\begin{equation*}
\hat{P}(\alpha) \hat{v}_{2}(\alpha)=\hat{\lambda}_{2}(\alpha) \hat{v}_{2}(\alpha) \tag{12}
\end{equation*}
$$

with the help of perturbation theory techniques [2, 4]. We expand $\hat{P}(\alpha)$ as a power series with respect to $\alpha$. Namely, we write

$$
\begin{equation*}
\hat{P}(\alpha)=P+\alpha \Gamma^{(1)}+\alpha^{2} \Gamma^{(2)}+\ldots, \tag{13}
\end{equation*}
$$

where in particular the coefficient of the first order term is given by

$$
\begin{equation*}
\Gamma^{(1)}=\operatorname{diag}\left(\frac{1}{d_{k}}\right)\left(\frac{1}{n} \underline{11}^{T}-P\right) \tag{14}
\end{equation*}
$$

where $\operatorname{diag}\left(\frac{1}{d_{k}}\right)$ is a diagonal matrix with the elements $\frac{1}{d_{k}}$ on the diagonal. We also expand $\hat{\lambda}_{2}(\alpha)$ and $\hat{v}_{2}(\alpha)$ as power series

$$
\begin{equation*}
\hat{\lambda}_{2}(\alpha)=\lambda^{(0)}+\alpha \lambda^{(1)}+\alpha^{2} \lambda^{(2)}+\ldots \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{v}_{2}(\alpha)=v^{(0)}+\alpha v^{(1)}+\alpha^{2} v^{(2)}+\ldots \tag{16}
\end{equation*}
$$

Next we substitute $\hat{P}(\alpha), \hat{\lambda}_{2}(\alpha)$ and $\hat{v}_{2}(\alpha)$ in the form of power series (13), (15) and (16) into equation (12). Thus, we have

$$
\begin{aligned}
& \left(P+\alpha \Gamma^{(1)}+\alpha^{2} \Gamma^{(2)}+\ldots\right)\left(v^{(0)}+\alpha v^{(1)}+\alpha^{2} v^{(2)}+\ldots\right)= \\
& \left(\lambda^{(0)}+\alpha \lambda^{(1)}+\alpha^{2} \lambda^{(2)}+\ldots\right)\left(v^{(0)}+\alpha v^{(1)}+\alpha^{2} v^{(2)}+\ldots\right)
\end{aligned}
$$

Equating terms with the same powers of $\alpha$ yields

$$
\begin{equation*}
P v^{(0)}=\lambda^{(0)} v^{(0)} \tag{17}
\end{equation*}
$$

Since we are interested in the second largest eigenvalue of $\hat{P}(\alpha)$, we conclude that $v^{(0)}=v_{2}$ and $\lambda^{(0)}=\lambda_{2}$, where $v_{2}$ is the eigenvector of $P$ corresponding to the second largest eigenvalue $\lambda_{2}$ of $P$. Then, collecting terms with $\alpha$, we get

$$
\begin{equation*}
\Gamma^{(1)} v_{2}+P v^{(1)}=\lambda^{(1)} v_{2}+\lambda_{2} v^{(1)} \tag{18}
\end{equation*}
$$

Premultiplication of equation (18) by the left eigenvector $u_{2}^{T}$ corresponding to the second largest eigenvalue $\lambda_{2}\left(u_{2}^{T} P=\lambda_{2} u_{2}^{T}\right)$ leads to

$$
u_{2}^{T} \Gamma^{(1)} v_{2}=\lambda_{2}^{(1)} u_{2}^{T} v_{2}
$$

or

$$
\lambda^{(1)}=\frac{u_{2}^{T} \Gamma^{(1)} v_{2}}{u_{2}^{T} v_{2}} \lambda_{2}
$$

Let us consider in more detail the expression $u_{2}^{T} \Gamma^{(1)} v_{2}$.

$$
\begin{gathered}
u_{2}^{T} \Gamma^{(1)} v_{2}=\frac{1}{n} u_{2}^{T} \operatorname{diag}\left(\frac{1}{d_{k}}\right) \underline{1} \underline{1}^{T} v_{2}-u_{2}^{T} \operatorname{diag}\left(\frac{1}{d_{k}}\right) P v_{2} \\
=\frac{1}{n} \sum_{k=1}^{n} \frac{1}{d_{k}} u_{2 k} \sum_{j=1}^{n} v_{2 j}-\sum_{k=1}^{n} \frac{1}{d_{k}} u_{2 k} v_{2 k} \lambda_{2}
\end{gathered}
$$

In the latter equality we use the fact that $P v_{2}=\lambda_{2} v_{2}$. Thus, we obtain formula (11).
Similar to the above analysis we can derive any number of terms in the power series expressions for $\lambda(\alpha)$ and $v(\alpha)$. For example, equating the terms with $\alpha^{2}$ in the perturbed equation yields

$$
\lambda^{(2)}=\frac{1}{u_{2}^{T} v_{2}}\left(u_{2}^{T} \Gamma_{2} v_{2} \lambda_{2}-u_{2}^{T}\left(\Gamma_{1} P+\lambda^{(1)} I\right) v^{(1)}\right)
$$

where $v^{(1)}$ can be found from equation (18). Namely, $v^{(1)}$ is a solution of the equation

$$
\left(P-\lambda_{2} I\right) v^{(1)}=\left(\Gamma_{1} P+\lambda^{(1)} I\right) v_{2}
$$

in the orthogonal complement to the subspaces corresponding to the eigenvalues 1 and $\lambda_{2}$. We can obtain a solution with the help of the group reduced resolvent

$$
H^{\left\{1, \lambda_{2}\right\}}=\frac{1}{2 \pi i} \int_{\Gamma} \frac{1}{\zeta}(P-\zeta I)^{-1} d \zeta
$$

where $\Gamma$ is a contour in the complex plane enclosing all the eigenvalues of $P$ except 1 and $\lambda_{2}$ [2]. Then, we have

$$
v^{(1)}=H^{\left\{1, \lambda_{2}\right\}}\left(\Gamma_{1} P+\lambda^{(1)} I\right) v_{2}
$$

Even though Theorem 2.2 provides a connection between the second largest eigenvalues of the original and modified graphs, we cannot readily deduce from expression (11) if the spectral gap actually decreases. Therefore, next we analyse a typical case where we can obtain more insight from formula (11).

We note that $v_{2}$ and $u_{2}^{T}$ are Fiedler vectors. The Fiedler vectors indicate principal clusters of the original graph. Let us represent the transition matrix for the original graph in the following form

$$
P=P^{(0)}+\varepsilon C=\left[\begin{array}{cc}
P_{1} & 0  \tag{19}\\
0 & P_{2}
\end{array}\right]+\varepsilon C
$$

where $P_{1}, P_{2}$ represent the transitions inside the principal clusters and $\varepsilon C$ represents transitions between the principal clusters. We choose the blocks $P_{1}$ and $P_{2}$ to be transition matrices, which means that some elements of $\varepsilon C$ corresponding to the blocks $P_{1}$ and $P_{2}$ are negative. Of course, all elements of the sum are non-negative.

Now we are ready to state the next result.
Theorem 2.3 Given that the original graph has two principal Fiedler components with the same average node degree $\bar{d}$, the following connection between the eigenvalues of the modified and original graphs take place

$$
\begin{equation*}
\hat{\lambda}_{2}(\alpha)=\left(1-\frac{\alpha}{\bar{d}}\right) \lambda_{2}+o(\alpha)+O\left(\varepsilon,\left|E_{1}\right|^{-1},\left|E_{2}\right|^{-1}\right) \tag{20}
\end{equation*}
$$

Proof. The proof is postponed to the Appendix.
In particular, we conclude from (20) that for small values of $\alpha$ the value of the spectral gap can be approximated as follows:

$$
\begin{equation*}
\delta \approx \frac{\alpha}{\bar{d}} \lambda_{2} \tag{21}
\end{equation*}
$$

Comparing (10) and (21), it is curious to observe that in the case of the general undirected graph the parameter $d$ in (10) is replaced by the average node degree $\bar{d}$.

The expression (21) provides simple guidelines for the choice of $\alpha$. For instance, if the original graph has spectral gap very close to zero and we would like the spectral gap of the modified graph to be approximately equal to 0.1 we choose $\alpha=0.1 \bar{d}$.

## 3 Numerical Results

In the following preliminary experiments we use one real-world graph and one random graph. The real-world graph has $5,204,176$ nodes and $77,402,652$ edges and was collected in a nearly complete crawl of the Livejournal social blog network [19]. The Livejournal graph has average degree 14.6 and a giant strongly connected component with $5,189,809$ nodes and the remaining nodes form a number of small connected components. The random graph is created by connecting, with one edge, two Barabási-Albert graphs [3, $G_{1}$ and $G_{2}$, with average degrees 2 and 10, respectively. We call the former the $\mathrm{BA}_{2}$ graph. A RW over the $\mathrm{BA}_{2}$ graph resembles the RW transition probability matrix described in eq. (19), where $P_{i}$, $i=1,2$, are the transition probability matrices of the RW on each Barabási-Albert graph ( $G_{1}$ and $G_{2}$, respectively) and $\epsilon$ is small. Different from the example shown in Section 2, the average degrees of $G_{1}$ and $G_{2}$ are different.

Our goal is to compare Random Walks (RWs) against Random Walks with uniform Restarts (RWuRs) in estimating the degree distribution of the graph, i.e., we seek to estimate $\Theta_{k}$, the fraction of nodes with degree greater than $k$. Let $\hat{\Theta}_{k}$ be the estimated value of $\Theta_{k}$. We use

$$
\begin{equation*}
\mathrm{NMSE}_{k}=E\left[\left(\hat{\Theta}_{k}-\Theta_{k}\right)^{2}\right] / \Theta_{k} \tag{22}
\end{equation*}
$$

to measure the estimation accuracy.
Parameters: Our experiments have the following parameters. The sampling budget $B$, which is used in both RW and RWuR. The sampling budget of a RW determines the number of steps. The sampling budget of RWuR does not directly determine the number of steps. This is because there is a sampling budget penalty, $c$, associated with each restart. For instance, a RWuR that performs $m$ uniform restarts walks $\lfloor B-m c\rfloor$ steps and gathers $\lfloor B-m c\rfloor+m$ observations. In all our experiments we use $B=n / 100$ (i.e., the budget is $1 \%$ of the total number of nodes in the graph).

Initial RW states: All experiments initialize $R W$ in steady state while $R W u R$ is initialized from uniformly sampled nodes (i.e., RWuR does not start in steady state). This initialization favors $R W$ over our $R W u R$ algorithm. Still, as seen next, our $R W u R$ algorithm outperforms $R W$ in all scenarios (for a given choice of $\alpha$ ).

Our first experiment is based on an undirected version of the Livejournal graph. Figure 1 (a) shows the empirical NMSE, eq. (22), on the Livejournal graph obtained from 20, 000 runs, RWuR restart weights $\alpha=0.01,10$, and RWuR restart penalty $c=10$. We choose $c=10$ to match the $1 / 10$ hit ratio of MySpace's uniform node sampling [10]. We observe that estimates obtained with $\mathrm{RWuR} \alpha=0.01$ are more precise than the estimates obtained with RW (particularly for small degree nodes and with almost no difference for high degree nodes). Thus, RWuR is able to reduce the NMSE even when restarts are rare (i.e., $\alpha$ is small). We perform the same experiment with increased restart weight $\alpha=10$ (Figure (a)) and observe that increasing $\alpha$ also increases the accuracy of RWuR for estimating the head of the distribution but decreases the accuracy at estimating its tail than both RW and RWuR with $\alpha=0.01$. Note that as we increase $\alpha$ RWuR gets closer to perfoming independent uniform node sampling.


Figure 1: Estimation error of RW and RWuR with varying $\alpha$ (larger is worst).

We also perform the same experiment over the $\mathrm{BA}_{2}$ graph (with the only difference that the smallest restart weight is now $\alpha=0.1$ ). Note that the $\mathrm{BA}_{2}$ graph has a clear RW bottleneck (the edge that connects the two otherwise disconnected components). Figure (b) shows the empirical NMSE. Unsurprisingly, the improvement in NMSE obtained by RWuR against RWs is even more pronounced than the improvement observed in our Livejournal experiments. Note that here, similar to the Livejournal experiment, increasing the restart weight from $\alpha=0.1$ to $\alpha=10$ also increases the accuracy of RWuR for estimating the head of the distribution but decreases its accuracy at estimating the tail.

The above empirical observations, on the relationship between the NMSE of the degree distribution tail and $\alpha$, prompt us to revisit the analysis performed at the end of Section 1 . Putting together eqs. (51) and (22) yield

$$
\begin{equation*}
\mathrm{NMSE}_{k} \propto \frac{1}{\Pi_{k} \delta} \tag{23}
\end{equation*}
$$

where $\Pi_{k}$ is as defined at the end of Section 1 From Section 2 we know that

$$
\Pi_{k}=\sum_{\forall v \in V} \mathbf{1}\left(d_{v}=k\right) \frac{k+\alpha}{2|E|+n \alpha}
$$

Thus, when $k>\bar{d}$ ( $\bar{d}$ is the average degree), $\Pi_{k}$ decreases with $\alpha$ which implies (eq. (23)) that the NMSE increases with $\alpha$. Similarly, when $k<\bar{d}$ the NMSE decreases with $\alpha$. Now let's look at the spectral gap $\delta$. Section 2 shows that $\delta=1-d /(d+\alpha) \lambda_{2}$ for a $d$-regular graph and $\delta \approx \alpha \lambda_{2} / \bar{d}$ for graphs with two quasi-disconnected components that have same average degree, assuming $\alpha$ to be small. These results indicate that $\delta$ increases with $\alpha$. As one increases $\alpha$, when $k>\bar{d}$ the tradeoff between $\Pi_{k}$ increasing and $\delta$ decreasing the

NMSE can explain the behavior observed in our numerical results. Similarly when $k<\bar{d}$, the NMSE monotonically decreases with $\alpha$, which can also be observed in our numerical results.

Effect of the restart cost $c$ : The uniform restarts required in our RWuR algorithm can be expensive. In MySpace [10] one needs to perform, in average, 10 queries in order to obtain an user that can be used to restart the RWuR. In the following experiments we compare RW and RWuR with different restart costs $c$. Figure 2(a) shows the empirical NMSE of RW and RWuR $(c=1,100 ; \alpha=0.01)$ on the Livejournal graph. The curves in Figure 2(a) are all on top of each other for degrees higher than 120 . We notice no loss in NMSE when increasing the restart cost. This is expected as restarts are rare when $\alpha=0.01$. Figure 2(b) shows the empirical NMSE of RW and RWuR ( $c=1,10,100,1000 ; \alpha=0.1$ ) on the $\mathrm{BA}_{2}$ graph. Observe that RWuR outperforms RW when $c=1,10,100$; the exception happens when $c=1000$. Thus, in a graph with a strong RW bottleneck, RWuR is the estimation method of choice even if the cost of restart is high (e.g., $c=100$ ).

(a) Livejournal $(\alpha=0.01)$

(b) $\mathrm{BA}_{2}(\alpha=0.1)$

Figure 2: Estimation error of RWuR with varying restart cost $c$ (larger is worst).

## 4 Conclusions and Future Work

Our work proposed and studied the properties of a hybrid sampling scheme (RWuR) that mixes independent uniform node sampling and random walk (RW)-based crawling. Our sampling method combines the strengths of both uniform and RW sampling while minimizing their drawbacks. RWuR can be used in any OSN and P2P networks that allow uniform node sampling (usually at a premium cost), such as MySpace, Facebook, and Bittorrent. We have formally shown under two scenarios that, when compared to a regular RW, RWuR
has larger spectral gap, consequently reducing the mixing time. We also observe that RWuR has a positive impact on reducing the estimation error when compared to regular RWs. As part of our future work we plan to investigate the use of RWuRs to reduce the time to search for a file in a P2P network or a user in an OSN.
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## Appendix: Proof of Theorem 2.3

By construction, the matrix $P^{(0)}$ has two left eigenvectors corresponding to the eigenvalue one

$$
u_{1,1}=\left[\begin{array}{ll}
\pi_{1} & 0
\end{array}\right], \quad u_{1,2}=\left[\begin{array}{ll}
0 & \pi_{2}
\end{array}\right],
$$

and two right eigenvectors corresponding to the eigenvalue one

$$
v_{1,1}=\left[\begin{array}{c}
\underline{1} \\
0
\end{array}\right], \quad v_{1,2}=\left[\begin{array}{l}
0 \\
1
\end{array}\right],
$$

with $\pi_{k} P_{k}=\pi_{k}$. Let us introduce the following matrices

$$
U_{1}=\left[\begin{array}{l}
u_{1,1} \\
u_{1,2}
\end{array}\right], \quad V_{1}=\left[\begin{array}{ll}
v_{1,1} & v_{1,2}
\end{array}\right]
$$

Since the left and right eigenvectors of matrix $P^{(0)}$ form a bi-orthogonal system, we have

$$
\begin{equation*}
U_{1} V_{1}=I \tag{24}
\end{equation*}
$$

Let us also introduce the aggregated transition generator

$$
\begin{equation*}
M=U_{1} C V_{1} . \tag{25}
\end{equation*}
$$

Next we use the perturbation technique to determine a form of the Fiedler vectors. The perturbed eigenvalue problem can be written as follows:

$$
\begin{equation*}
\left(P^{(0)}+\varepsilon C\right)\left(v^{(0)}+\varepsilon v^{(1)}+\ldots\right)=\left(1-\varepsilon \lambda^{(1)}+\ldots\right)\left(v^{(0)}+\varepsilon v^{(1)}+\ldots\right) \tag{26}
\end{equation*}
$$

We set $\lambda^{(0)}=1$, since the eigenvalue one of $P^{(0)}$ splits into two eigenvalues [2, 6]. The first perturbed eigenvalue remains equal to one and corresponds to the stationary distribution, the second perturbed eigenvalue corresponds to the Fiedler vectors. We are interested in this second eigenvalue. By equating the terms with the zero power of $\varepsilon$ in (26) we obtain

$$
P^{(0)} v^{(0)}=v^{(0)} .
$$

We conclude from the above equation that $v^{(0)}$ is given by some linear combination of the right eigenvectors of $P^{(0)}$ corresponding to the eigenvalue one. Thus, we have

$$
\begin{equation*}
v^{(0)}=V_{1} d \tag{27}
\end{equation*}
$$

with $d \in R^{2 \times 1}$. Equating the terms with the power one of $\varepsilon$ we obtain

$$
P^{(0)} v^{(1)}+C v^{(0)}=-\lambda^{(1)}+v^{(1)}
$$

Premultiplying the above equation by $U_{1}$ and noticing that $U_{1}\left(P^{(0)}-I\right)=0$, we get

$$
U_{1} C v^{(0)}=-\lambda^{(1)} U_{1} v^{(0)}
$$

Substituting (27) into the above equation, we obtain the eigenvalue problem for the aggregated generator

$$
M d=-\lambda^{(1)} d
$$

Denote the entries of the aggregated generator as follows:

$$
M=\left[\begin{array}{cc}
-\mu_{1} & \mu_{1} \\
\mu_{2} & -\mu_{2}
\end{array}\right]
$$

The above eigenvalue problem for the aggregated generator has two eigenvalues 0 and $\mu_{1}+\mu_{2}$. The zero eigenvalue corresponds to the perturbed stationary distribution. Thus we take the second eigenvalue $\lambda^{(1)}=\mu_{1}+\mu_{2}$ corresponding to the Fiedler vectors. As vector $d$ we can take $d=\left[\begin{array}{ll}\mu_{1} & -\mu_{2}\end{array}\right]^{T}$ which leads to

$$
v^{(0)}=V_{1} d=\left[\begin{array}{r}
\mu_{1} \underline{1}  \tag{28}\\
-\mu_{2} \underline{1}
\end{array}\right]
$$

Similar considerations can be performed for the perturbed eigenvalue problem corresponding to the left Fiedler vector

$$
\left(u^{(0)}+\varepsilon u^{(1)}+\ldots\right)\left(P^{(0)}+\varepsilon C\right)=\left(1-\varepsilon \lambda^{(1)}+\ldots\right)\left(u^{(0)}+\varepsilon u^{(1)}+\ldots\right)
$$

which results in the left eigenvector problem for the aggregated generator

$$
e M=-\lambda^{(1)} e
$$

and, consequently, with $e=\left[\begin{array}{ll}1 & -1\end{array}\right]$ we have

$$
u^{(0)}=e U_{1}=\left[\begin{array}{ll}
\pi_{1} & -\pi_{2} \tag{29}
\end{array}\right]
$$

Let us now substitute the expressions for the Fiedler vectors (28) and (29) into (11). Towards this end, we consider separately the two terms in (11)

$$
a=\left(1-\frac{\sum_{k=1}^{n} \frac{1}{d_{k}} u_{2 k} v_{2 k}}{\sum_{k=1}^{n} u_{2 k} v_{2 k}} \alpha\right) \lambda_{2}, \quad \text { and } \quad b=\frac{\sum_{k=1}^{n} \frac{1}{d_{k}} u_{2 k} \sum_{j=1}^{n} v_{2 j}}{n \sum_{k=1}^{n} u_{2 k} v_{2 k}} \alpha .
$$

Let us first consider term $a$.

$$
a=\left(1-\frac{\alpha}{\mu_{1}+\mu_{2}}\left(\mu_{1} \sum_{k \in C_{1}} \frac{1}{d_{k}} \pi_{1, k}+\mu_{2} \sum_{k \in C_{2}} \frac{1}{d_{k}} \pi_{2, k}\right)\right) \lambda_{2}+\mathrm{O}(\varepsilon)
$$

where the summations are taken over the two principal Fiedler clusters $C_{1}$ and $C_{2}$. Next we use the formula for the stationary distribution of the random walk.

$$
a=\left(1-\frac{\alpha}{\mu_{1}+\mu_{2}}\left(\mu_{1} \sum_{k \in C_{1}} \frac{1}{d_{k}} \frac{d_{1, k}}{2\left|E_{1}\right|}+\mu_{2} \sum_{k \in C_{2}} \frac{1}{d_{k}} \frac{d_{2, k}}{2\left|E_{2}\right|}\right)\right) \lambda_{2}+\mathrm{O}(\varepsilon) .
$$

We note that $d_{i, k}=d_{k}$ except for the nodes which connect the principal Fiedler clusters. Therefore, we can write

$$
\begin{gathered}
a=\left(1-\frac{\alpha}{\mu_{1}+\mu_{2}}\left(\mu_{1} \frac{\left|C_{1}\right|}{2\left|E_{1}\right|}+\mu_{2} \frac{\left|C_{2}\right|}{2\left|E_{2}\right|}\right)\right) \lambda_{2}+\mathrm{O}\left(\varepsilon,\left|E_{1}\right|^{-1},\left|E_{2}\right|^{-1}\right) \\
=\left(1-\frac{\alpha}{\bar{d}}\right) \lambda_{2}+\mathrm{O}\left(\varepsilon,\left|E_{1}\right|^{-1},\left|E_{2}\right|^{-1}\right)
\end{gathered}
$$

where the last equality follows from the assumption that the principal Fiedler clusters have the same average node degree $\bar{d}=2\left|E_{1}\right| /\left|C_{1}\right|=2\left|E_{2}\right| /\left|C_{2}\right|$. Next we consider term $b$. Let us analyze the sum $\sum_{k=1}^{n} \frac{1}{d_{k}} u_{2 k}$.

$$
\begin{gathered}
\sum_{k=1}^{n} \frac{1}{d_{k}} u_{2 k}=\sum_{k \in C_{1}} \frac{1}{d_{k}} \pi_{1, k}+\sum_{k \in C_{2}} \frac{1}{d_{k}} \pi_{2, k}+\mathrm{O}(\varepsilon) \\
=\sum_{k \in C_{1}} \frac{1}{d_{k}} \frac{d_{1, k}}{2\left|E_{1}\right|}+\sum_{k \in C_{2}} \frac{1}{d_{k}} \frac{d_{2, k}}{2\left|E_{2}\right|}+\mathrm{O}(\varepsilon)=\frac{\left|C_{1}\right|}{2\left|E_{1}\right|}+\frac{\left|C_{2}\right|}{2\left|E_{2}\right|}+\mathrm{O}\left(\varepsilon,\left|E_{1}\right|^{-1},\left|E_{2}\right|^{-1}\right) \\
=\mathrm{O}\left(\varepsilon,\left|E_{1}\right|^{-1},\left|E_{2}\right|^{-1}\right)
\end{gathered}
$$

In the latter equality we again use the fact that the principal Fiedler clusters have the same average node degree $d=2\left|E_{1}\right| /\left|C_{1}\right|=2\left|E_{2}\right| /\left|C_{2}\right|$. Thus, only term $a$ provides significant contribution to the final formula (20).
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