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A pseudorandom point in an ergodic dynamical system ovemapotable metric space is a point
which is computable but its dynamics has the same stalidiefaavior as a typical point of the
system.

It was proved in[[2] that in a system whose dynamics is contpetthe ergodic averages of
computable observables converge effectively. We give tenredtive, simpler proof of this result.

This implies that if also the invariant measure is compw@aisbn the pseudorandom points are a
set which is dense (hence nonempty) on the support of theiamianeasure.

1 Introduction

We will consider abstract algorithmic questions concegrtine evolution of a dynamical system. In
particular, the algorithmic estimation of the speed of @vgence of ergodic averages and the recursive
construction of points whose dynamics is typical for theeys

This latter problem is related to the possibility of compugienulations, as actual computers can only
calculate the evolution of computable initial conditions.

Let X be a separable metric space and let the iterations of aimap— X define a dynamics. Lt
be an invariant measure for the dynamipgg4) = u(T~1(A)) for each measurable sa). The famous
Birkhoff ergodic theorem says that jif is ergodic (the only sets which are invariant for the dynamic
have full or null measure) then

1
lim -
n—oo N

Z f(T"(x)) = /fdu , 4 — almost everywhere.

Similar results can be obtained for the convergence i flvorm, and others. The above result tells
that, if the system is ergodic, there is a fulll measure sebafts for which the averages of the values of
the observabld along its trajectory (time averages) coincides with thaiapaverage of the observable
f. Such a point could be calldagipical for f . Points which are typical for eachwhich is continuous
with compact support are called typical for the meaguisee Definition IR2).

Estimating the speed of convergenceviany, more refined results are linked to the speed of convesge
of the above limit. We consider this problem from the pointiefv of Computable Analysis. In the paper
[2] some abstract results imply that in a computable ergdgitamical system, the speed of convergence
of such averages can be algorithmically estimated. On ther dtand it is also shown that there are non
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8 Speed of convergence of averages and pseudorandom points

ergodic systems where this kind of estimations are not plesdin this paper we present a simple, direct
way to prove the following result:

Theorem A. If (X,u,T) is an ergodic dynamical system and T is a.e. computable,fdrezach com-

putable L observable f the ergodic averagg(®) = 1 s} f(T'(x)) converge effectively a.e. fof du

n
(see Definitio 111 for the precise definition of this kind af\@rgence).

This theorem has some interesting consequences, as weiRga@adlustrate.

Computable points having typical statistical behavior The set of computable points X (see Defi-
nition[3) being countable, is a very small (invariant) setnpared to the whole space. For this reason,
a computable point could be rarely be expected to be typizahe dynamics, as defined before. More
precisely, the Birkhoff ergodic theorem and other theoramigh hold for a full measure set, cannot help
to decide if there exist a computable point which is typicalthe dynamics. Nevertheless computable
points are the only points we can use when we perform a siionlat some explicit computation on a
computer.

A number of theoretical questions arise naturally from lise facts. Due to the importance of
forecasting and simulation of a dynamical system’s behmath@se questions also have some practical
motivation.

Problem 1 Since simulations can only start with computable initiahdidions, given some typical statis-
tical behavior of a dynamical system, is there some compritattial condition realizing this behavior?
how to choose such points?

Such points could be callggseudorandonpoints. Meaningful simulations, showing typical behav-
iors of the dynamics can be performed if computable, pseudtom initial conditions exist ( and can be
computed from the description of the system).

We remark that it is widely believed that computer simulagigproduce correct statistical behavior.
The evidence is mostly heuristic. Most arguments are baseleovarious “shadowing” results (see e.g.
[Q] chapter 18). In this kind of approach (different from syrit is possible to prove that in a suitable
system every pseudo-trajectory, as the ones which arenebtém simulations with some computation
error, is close to a real trajectory of the system. Howeveendf we know that what we see in a
simulation is near to some real trajectory, we do not knowig teal trajectory is typical in some sense.

The main limit of this approach is that shadowing resultdhaly in particular systems, having
some uniform hyperbolicity, while many physically inteliag systems are not like this.

In our approach we consider real trajectories instead aélige” ones and we ask if there is some
computable point which behaves as a typical point of theespddanks to a kind of effective Borel-
Cantelli lemma, in[[6] the above problem is solved affirmalifor a class of systems which satisfies cer-
tain technical assumptions which includes systems whaossyd® correlation is faster thﬁtlogz(time).

In this paper we prove the following more general result, esresequence of the above Theorem A:

Theorem B.If (X,u,T) is a computable dynamical system as above arig a computable invariant
ergodic measure, there exist computable points x for whibblds:

i T FT00) +...+ (T 1) ~ [ra w

n—oo n

for any continuous function X — R with compact support.
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The above theorem hence states that in such systems thgrecadorandom points.

Physical measures and computability. To apply the above corollary to concrete systems the main
difficulty is to verify that the invariant measure is compu&a In [€] and [8] it is shown that this is
verified for the physiclinvariant measure (the natural invariant measure to beidemsl in this cases)

in several classes of interesting systems as uniformlydngbie systems, piecewise expanding maps and
interval maps with an indifferent fixed point. On the othenthahere are computable systems having no
computable invariant measure ( [8]) this shows some sytitighis kind of questions.

The way we handle computability on continuous spaces iglatigspired by representation theory
(see[[16].[8]). However, the main goal of that theory is wadst in general topological spaces, the way
computability notions depend on the chosen representaorce we focus only on computable metric
spaces, we do not use representation theory in its gen#tiabdaut instead present computability notions
in a self-contained way, and hopefully accessible to natistists.

2 Computability

The starting point of recursion theory was to give a mathemaladiefinition making precise the intuitive
notions ofalgorithmic or effective proceduren symbolic objects. Several different formalizationséav
been independently proposed (by Church, Kleene, Turingt, Réarkov...) in the 30’s, and have proved
to be equivalent: they compute the same functions ftbta N. This class of functions is now called the
class ofrecursive functionsAs an algorithm is allowed to run forever on an input, thesefions may
be partial, i.e. not defined everywhere. Tdemainof a recursive function is the set of inputs on which
the algorithm eventually halts. A recursive function whdsenain isN is said to beotal.

We now recall an important concept from recursion theory.eAESC N is said to berecursively
enumerable (r.e.) if there is a (partial or total) recursive functigh: N — N enumeratingg, that is
E={¢(n):neN}. If E+#£0, ¢ can be effectively converted into a total recursive functip which
enumerates the same &et

2.1 Algorithms and uniform algorithms

Strictly speaking, recursive functions only work on naturambers, but this can be extended to the
objects (thought as “finite” objects) of any countable seizeoa numbering of its elements has been
chosen. We will use the woralgorithm instead ofrecursive functiorwhen the inputs or outputs are
interpreted as finite objects. The operative power of allgors on the objects of such a numbered set
obviously depends on what can be effectively recovered ftait numbers.

1 In general, givenX,T) there could be infinitely many invariant probability measr Among this class of measures,
some of them are particularly important because they aedelto what can be seen in real experiments. Suppose that we
observe the behavior of the systék T ) through a class of continuous functiofis X — R. We are interested in the statistical
behavior off; along typical orbits of the system. Let us suppose that the iverage along the orbit pEexists

A( i) = Aiﬂ‘w% 3 fi(T"(x)).

This is a real number for eadiy MoreoverAy( i) is linear and continuous with respect to small changef iof the sup norm.
Then the orbit ok acts as a measupg andAy(fi) = [ fi dux (moreover this measure is also invariant 1ot This measure is
physically interesting if it is given by a “large” set of it conditions. This set will be called the basin of the measif X is
a manifold, it is said that an invariant measurelysicalif its basin has positive Lebesgue measure (see [17] fonsguand
more precise definitions).
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More precisely, leX andY be numbered sets such that the numberiny &f injective (it is then a
bijection betweerN andX). Then anyrecursive functiorp : N — N induces aralgorithm .o/ : X — Y.
The particular cas® = N will be much used.

For instance, the sé of rational numbers can be injectively number®d= {qp,ds,...} in an
effectiveway: the number of a rationala/b can be computed fromandb, and vice versa. We fix such
a numbering: from now and beyond the rational number withlmemnwill be denoted byg;.

Now, let us consider computability notions on the Retf real numbers, introduced by Turing in
[15].

Definition 1 Let x be a real number. We say that:

e X islower semi-computableif the set{i € N: g < x} is r.e.
e X isupper semi-computableif the set{i € N: g > x} isr.e.

e X iscomputableif it is lower and upper semi-computable.

Equivalently, a real number is computable if and only if thekists an algorithmic enumeration of a
sequence of rational numbers converging exponentialhtdas That is:

Proposition 1 A real number iomputableif there is an algorithmes : N — Q such that.e7 (n) — x| <
2" for all n.

Uniformity. Algorithms can be used to define computability notions onyraasses of mathematical
objects. The precise definitions will be particular to edels of objects, but they will always follow the
following scheme:

An objectO is computable if there is an algorithm
o X =Y
which compute® in some way.

Each computability notion comes with a uniform version. [@f)icy be a sequence of computable
objects:

O is computablauniformly in i if there is an algorithm
o NxX—=Y
such that for all, <% := &/ (i,-) : X =Y computeD;.
For instance, the elements of a sequence of real nunikegsy are uniformly computable if there is
a algorithmez : N x N — Q such thaf.e/(i,n) — x| < 27" for all i,n.

In each particular case, the computability notion may tagaréicular name: computable, recursive,
effective, r.e., etc. so the term “computable” used aboed bl replaced.
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2.2 Computable metric spaces

A computable metric space is a metric space with an additistnacture allowing to interpret input
and output of algorithms as points of the metric space. Thaone in the following way: there is a
dense subset (called ideal points) such that each poineddhis identified with a natural number. The
choice of this set is compatible with the metric, in the sahs¢ the distance between two such points
is computable up to any precision by an algorithm gettingnidsmes of the points as input. Using these
simple assumptions many constructions on metric spacelsecamplemented by algorithms.

Definition 2 A computable metric spacgCMS) is a tripleZ2” = (X,d,S), where

(i) (X,d)is a separable metric space.
(i) S={s}icy is adense, numbered, subset of X called the seteal points.

(iif) The distances between ideal pointésds;) are all computable, uniformly in j (there is an algo-
rithm o7 : N® — Q such that.</(i, j,n) — d(s,sj)| < 27").

Sis a numbered set, and the information that can be recovesadthe numbers of ideal points is
their mutual distances. Without loss of generality, we wilppose the numbering 8fto be injective: it
can always be made injective in an effective way.

We say that in a metric spa¢¥,d), a sequence of pointsn)neny CONvergesecursivelyto a pointx
if there is an algorithnD : Q — N such thad(x,,x) < € for all n > D(¢).

Definition 3 A point xe X is said to becomputable if there is an algorithme/ : N — S such that
(7 (Nn))nen cONverges recursively to x.

We define the set dfieal ballsto be % = {B(s,qj) : s € S0 < gj € Q} whereB(x,r) = {y € X:
d(x,y) <r} is an open ball. We fix a numbering = {Bo, B, ...} which makes the number of a ball
effectively computable from its center and radius and vieesa. % is a countable basis of the topology.

Definition 4 (Effective open sets)We say that an open set U @fectiveif there is an algorithme :
N — 2 such that U= | J, <7 (n).

Observe that an algorithm which diverges on each inmriumerates the empty set, which is then an
effective open set. Sequences of uniformly effective ogés are naturally defined. Moreover(,; )icy
is a sequence of uniformly effective open sets, thid; is an effective open set.

Definition 5 (Effective Gs-set) An effective Gs-setis an intersection of a sequence of uniformly effec-
tive open sets.

Obviously, an intersection of uniformly effectiv@s-sets is also an effectiv@s-set.

Let (X,Sx = {s},S},...},dx) and(Y,S, = {s],s},...},dv) be computable metric spaces. Let a0
andB) be enumerations of the ideal ballsXrandY. A computable functioiX — Y is a function whose
behavior can be computed by an algorithm up to any precisionthis it is sufficient that the pre-image
of each ideal ball can be effectively enumerated by an dlyaori

Definition 6 (Computable Functions) A function T: X — Y iscomputableif T ~1(BY) is an effective
open set, uniformly ini. That is, there is an algorithm: N x N — %% such that T1(BY) = U, #(i,n)
for all i.

A function T: X — Y iscomputable onD C X if there are uniformly effective open setsduch that
T-1BY)ND=U;ND.
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2.3 Computable measures

Let us consider the spa¢&(X) of Borel probability measures ovef. Let Cy(X) be the set of real-
valued bounded continuous functionsX¥nWe recall the notion of weak convergence of measures:

Definition 7 pp, is said to beweakly convergentto p if [ fdu, — [ fdu for each fe Co(X).

Let us introduce the Wasserstein-Kantorovich distancerde measures. Let; and u, be two
probability measures oM and consider:
/ s — [ fdus).

where 1-LigX) is the space of functions 0% havmg Lipschitz constant less than one.

Wa(ua, l2) = sup
fel-Lip(X

Proposition 2 (see([ll] Prop 7.1.5)

1. W is a distance and if X is bounded, separable and completa, ”iM(X) with this distance is a
separable and complete metric space.

2. If X is bounded, a sequence is convergent for thertrics if and only if it is convergent for the
weak topology.

Item (1) has an effective versiol®M(X) inherits the computable metric structure Xf Indeed,
given the setS¢ of ideal points ofX we can naturally define a set of ideal poisyx) in PM(X)
by considering finite rational convex combinations of theabimeasuress supported on ideal points
se . This is a dense subset BM(X). The proof of the following proposition can be found in ([L1]

Proposition 3 If X bounded thettPM(X), Wi, Soix) ) is @ computable metric space.

A measureu is then computable if there is a sequepies Sy (x) converging exponentially fast to
U in theW, metric (and hencgl, weakly converge tqu).

2.4 Computable probability spaces

To obtain computability results on dynamical systems, énsg obvious that some computability condi-
tions must be required on the system. The “good” conditidra)y, are not obvious to specify.

A computable function defined on the whole space is necégssartinuous. But a transformation
or an observable need not be continuous at every point, ag imanesting examples prove (piecewise-
defined transformations, characteristic functions of mesdse sets,... ), so the requirement of being
computable everywhere is too strong. In a measure-thealetetting, a natural weaker condition is to
require the function to be computable on a set of full meadtiean be proved that such a function can
be extended to a function which is computable on a full-mesastfectiveGs-set (see [11, 10]).

Definition 8 A computable probability spaceis a pair (X, 1) where X is a computable metric space
and u a computable Borel probability measure on X.

LetY be a computable metric space. A functignu) — Y isalmost everywhere computablda.e.
computable for short) if it is computable on an effectivg$&t of measure one, denoted dgymf and
called thedomain of computability of.

A morphism of computable probability spaces:fX,u) — (Y,v) is a morphism of probability
spaces which is a.e. computable.
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Remark 1 A sequence of functiong i& uniformly a.e. computable if the functions are uniformdm-
putable on their respective domains, which are uniformfgaive G-sets. Observe that in this case,
intersecting all the domains provides an effective et on which all f are computable. In the following
we will apply this principle to the iterates, & T" of an a.e. computable function:TX — X, which are
uniformly a.e. computable.

Remark 2 The space t(X, ) (resp. [?(X,u)) can be made a computable metric space, choosing
some dense set of bounded computable functions as ideamEnm\Ve say that an integrable function
f: X — Ris L}(X, u)-computable if its equivalence class is a computable elemiethe computable
metric space L(X, ). Of course, if f=g p-a.e., then f is £(X, u)-computable if and only if g is. Basic
operations on L(X, u), such as addition, multiplication by a scalar, min, max etre computable.
Moreover, if T: X — X preservesu and T is a.e. computable, then—$ foT (from L to L) is
computable (see [12]).

2.4.1 Application to convergence of random variables
Here, (X, 1) is a computable probability space, whetés complete.
Definition 9 Arandom variable on (X, 1) is a measurable function :fX — R.

Definition 10 Random variablesfeffectively converge in probability to f if for eache > 0, u{x:
|fa(x) — f(X)| < €} converges effectively th, uniformly ine. That is, there is a computable function
n(e,d) such that for all n> n(e, ), u{|fn— f| > €} < 0.

Definition 11 Random variablesfeffectively converge almost surelyto f if fi = sup.,|fx — f| ef-
fectively converge in probability t0.

The following result ([6], Theorem 2) shows that if a sequeficconverges effectively a.s. tiothen
there are computable points which for whigfix) — f(x).

Theorem 1 Let X be a complete metric space. Lgtffbe uniformly a.e. computable random variables.
If f, effectively converges almost surely to f then the{setf,(x) — f(x)} contains an effective Borel-
Cantelli set (see the Appendix for the precise definition).

In particular, it contains a sequence of uniformly compuggtoints which is dense Bupgu).

Remark 3 Moreover, the effective Borel Cantelli Set found above dépalgorithmically on fand on
the function 11d, €) giving the rate of convergence (see the proof of Theorem|@])n Hence the result
is uniform in f, and n(d, ).

2.5 Effectivell, L? convergence

Let (X,u,T) be a computable measure-preserving systemfamt-computable function (in the sense
that it is a computable point of the metric spade. It was proved in[[2] that theL{, L2 and almost sure)
convergence of the Birkhoff averagesfois effective as soon as the norm of the liriitis computable.
Here we give an alternative proof in the ergodic case whisimipler as it uses the classical convergence
result instead of giving a “constructive” proof.

Let us call(X, u,T) acomputable ergodic system if (X, ) is a computable probability space where
T is an endomorphism (i.e. an a.e. computable measure-pirggdransformation) andX, u,T) is
ergodic. Let||f|| denote the.* norm or theL.? norm.
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Proposition 4 Let(X,u,T) be a computable ergodic system. Let f be a computable elafieh(iX, 1)

(resp. 2(X, u)).
The L! convergence (resp.?lconvergence) of the Birkhoff averages of f is effective.

Proof. Replacingf with f — [ fdu, we can assume thgtfdy =0. LetAy=(f+foT+...+
foT"1)/n. The sequenc@A,|| is computable ( see Remdrk 2 ) and converges to 0 by the ergodic
theorems.

Givenp € N, we writeme N asm= np+ kwith 0 < k < p. Then

Anpik = npl+k<in§ijpOTpi+kAk0Tpn>
Avpisd] < o (Al KA
<+ 1A
<+ 2L

Let £ > 0. We can compute some= p(&) such that/|Ap|| < £/2. Then we can compute some
n(e) > %HfH. The functionm(e) := n(g)p(¢e) is computable and for ath > m(e), ||An|| < &. O

2.6 Effective almost sure convergence
Now we use the above result to find a computable estimatiothéoa.s. speed of convergence.

Theorem 2 Let (X, u,T) be a computable ergodic system. If f i5X, u)-computable, then the a.s.
convergence is effective.

This will be proved by the following

Proposition 5 If f is L1(X, u)-computable, and f||.. is bounded, then the almost-sure convergence is
effective (uniformly in f and a bound ¢ff||«).

To prove this we will use the Maximal ergodic theorem:

Lemma 1 (Maximal ergodic theorem) For f € L*(X,u) andd > 0,
1
H({suplAy| > 8}) < S]If] 1

The idea is simple: compute sompesuch tha11|A{)| |1 is small, apply the maximal ergodic theorem to
g.= A{), and then there isg, that can be computed, such tlﬁdtis close taAg for n > n.

Proof. Let ,6 > 0. Computep such thaﬂ\A{)H < d¢/2. Applying the maximal ergodic theorem to

 Af Nivec:
g:=Apgives:
H({suplAg| > 8/2}) <e. (2.1)
Now, Ad is not far fromA[: expandingAd, one can check that
uoT"—u

g _ Af
A=A e



S. Galatolo, M. Hoyrup, C Rojas 15

whereu= (p—1)f+(p—2)foT+...+ foTP2 ||ul|o < Mufum soifn>ng>4(p—1)||f||~/0,
then||A3 —AJ;HDO < /2. As aresult, iﬂA,';(x)\ > & for somen > ng, then|A3(x)| > §/2. From [2.1), we
then derive

H({sup|A]| > 3}) <e.

n>ng
As ng can be computed fromd ande, we get the result]
Remark 4 This result applies uniformly to a uniform sequence of camige L (X, 1) observables f

We now extend this ta*(X, u)-computable functions, using the densityl8%(X, u) in LY(X, ).
Proof. (of TheoreniR) Lek,d > 0. ForM € N, let us consideffy, € L*(X, u) defined as

b on min(f,M) if f(x)>0
fin( )—{ max(f,—M) if f(x) <O.

ComputeM such that||f — f{,||1 < 0. Applying Propositior[ b tofy, gives someng such that
H({SUR>n, |A,§M| > 0}) < €. Applying Lemmé_ 1 tof{} = f — f}, givesu({sumAﬁN >0}) <& Asa
result, u({Sup>n, \A,ﬁ] >20}) < 2¢e.0

Remark 5 Also Theoreril2 applies uniformly on an uniform sequence mpetable (X, i) observ-
ables f.

Remark 6 We remark that a bounded a.e. computable function, as deifimBefinition[8 is a com-
putable element of i(X, ) (see [12]). Conversely, if f is a computable element’d 1) then there
is a sequence of uniformly computable functionpghét effectively convergg-a.e. to f.

3 Pseudorandom points and dynamical systems

As said before the famous Birkhoff ergodic theorem says ithain ergodic system, the time average
computed alongi-almost every orbit coincides with space average with retsjoeu.

If a point x satisfies Equatioh 1.1 for a certafp then we say thax is typical with respect to the
observablef.

Definition 12 A point x isu-typical if x is typical w.rt. every continuous function: X — R with
compact support.

We remark thafrom now on we will suppose that X is a complete metric sp&Fe will see that
suchu —typical points exist in computable ergodic systems. Fisigive a result fot-! observables.

Theorem 3 If (X, u,T) is a computable ergodic system, f 5K, ) and a.e. computable then there is
a uniform sequencg »f computable points which is dense on the support sfich that for each i
1 n :
lim =5 £(T7x)) = [ fdu

Proof. Apply theoreniL to the sequence of uniformly a.e. computalsletions f,, = A, which con-
verge effectively almost-surely by theoréin 2. We obtain the set of points for whiclﬁ 3 F(T" (%)) —
J fdu contains a sequence of computable points, as in the stateimen

Let g be the point-wise limit of a sequence of uniformly computatksinctionsf, (definedu-a.e., as
in Remark®): Theorerl 3 can also be proved to hold for the shblrg, i.e. in a computable ergodic
system there exists computable points for which the Birkheérages of converge tofgdp.

Since it is possible to construct a r.e. set of computabletions which is dense in the space of
compactly supported continuous functions we can also kit following
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Theorem 4 If (X,u,T) is a computable ergodic system then there is a uniform segugnof com-
putable points which in dense on the supporticfuch that for each n,xs p—typical.

Proof. Let us introduce (following[7]) a certain fixed, enumerasedjuence of Lipschitz functions.
Let %y be the set of functions of the form:

Osre = |1—[d(x,8) —r|"/e|" (3.1)

wherese S r,e € Q and|a]”™ = max{a,0}.

Osr.e IS @ Lipschitz functions whose value is 1 inside the ideal Bé,r), O outsideB(s,r + €) and
with intermediate values in between. It is easy to see tieatehl-valued functiongs r, ¢ : X — R are
computable, uniformly in, j, k.

Let.# be the smallest set of functions containiég and the constant 1, and closed under max, min
and rational linear combinations. Clearly, this is also #ianm family of computable functions. We fix
some enumerationg of .# and we writeg, for v (n) € .%. We remark that this set is dense in the set
of continuous functions with compact support.

By Remark 6 moreover these are computable elemenits (of, i), hence Theorei 2 applies uni-
formly to these observables. This means that we can applgréh&l uniformly on this sequence. By
intersecting all effective Borel-Cantelli sets given byebheni 1, since the intersection of a uniform fam-
ily of effective BC sets contains an effective BC set (see B#fid and Propositionl 6) and such a set
contains a sequence of computable points which are denke support ofu (see Theorerml5), which
are typicalfor all observables i# (in the same way as in Theorém 3). Since each continuousidanct
f with compact support can be approximated in itfenorm by a function in# (and in particular the
approximating function in# have values near the values bfat almost each point) the statement is
proved.[d

3.1 Conclusion and some open question

We have seen that in computable ergodic systems, the speed. afonvergence of ergodic averages is
computable, and if moreover also the invariant measurengpatable then there are computable points
which are typical for the statistical behavior of the systéine pseudorandom points.

The assumption about the computability of the measure isaulindant with the assumption about
the computability of the system because, as said beforeg #re computable systems having not com-
putable invariant measures. It is also interesting to r&ntzat there are systems where the nfas
computable, for which we can consider a non computable @godasure having no pseudorandom
points (an example can be constructed considering a Bdirsbift where the symbols have non com-
putable probability).

Our results about the existence of these points, howevkmde much about the computational
complexity which is necessary to find them. It would be of ficat importance to have fast algoritms
for this computation.

All these questions are related to another general (andeyagiestion we like to cite, which is of
great practical importance: why, many "naive” simulatiohglynamical systems give reasonable results?
or more precisely: under which assumptions the simulatidaslynamical system by a computer (which
is a kind of discrete model for a continuous phenomena) giveect results?

4 Appendix: effective BC sets

We recall some results from][6] which are used in the proothefpresent paper.
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Given a measurable spageendowed with a probability measure the well known Borel-Cantelli
lemma states that if a sequence of $gtss such thaty u(Ax) < o then the set of points which belong
to finitely manyAy’s has full measure. It holds that if thg are given in some “effective” way (andis
computable) then this full measure set contains computadifes, which can be effectively constructed.

Definition 13 A sequence of positive numbersseeffectively summablé the sequence of partial sums
converges effectively: there is an algorithen: Q — N such that if Ag) = ntheny;. g < €.

For the sake of simplicity, we will focus on the complemdu{sof the A,,.

Definition 14 An effective Borel-Cantelli sequends a sequencéU,)nen Of uniformly effective open
sets such that the sequeneéX \ U,) is effectively summable.
The correspondingffective Borel-Cantelli st Uy (n>kUn.

Proposition 6 The intersection of any uniform family of effective Borahlli sets contains an effec-
tive Borel-Cantelli set.

Theorem 5 Let X be a complete Computable Metric Space gralcomputable Borel probability mea-
sure on X.

Every effective Borel-Cantelli set R, contains a sequefiagsidormly computable points which is
dense in the support qf.
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