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by 2-D wavelet packet transform. Experimentally it is demon-
strated that this correlation varies from texture to texture. A
new texture classification method, in which the simple linear
regression model is employed into analyzing this correlation,
is presented. Experiments show that this method significantly
improves the texture classification rate in comparison with the
multiresolution methods, including PSWT, TSWT, the Gabor
transform, and some recently proposed methods derived from
these.

This paper is organized as follows. The brief review about
2-D wavelet transform and an application of the correlation
between different frequency regions to texture analysis are
described in Section II. Section III describes the texture classi-
fication algorithm with respect to the correlation. In Section IV,
some experimental results are presented. Several traditional
multiresolution techniques, such as PSWT, TSWT, and the
Gabor transform, some recently proposed methods derived
from these, and our method are compared. Finally, the conclu-
sions are summarized in Section V.

II. TEXTURE ANALYSIS WITH LINEAR REGRESSION MODEL

A. Two-Dimensional Wavelet Packet Transform

The wavelet transform provides a precise and unifying frame-
work for the analysis and characterization of a signal at dif-
ferent scales [26]. It is described as a multiresolution analysis
tool for the finite energy function [27], [28]. It can
be implemented efficiently with the pyramid-structured wavelet
transform and the wavelet packet transform. The pyramid-struc-
tured wavelet performs further decomposition of a signal only in
the low frequency regions. Adversely, the wavelet packet trans-
form decomposes a signal in all low and high frequency re-
gions. As the extension of the 1-D wavelet transform, the 2-D
wavelet transform can be carried out by the tensor product of
two 1-D wavelet base functions along the horizontal and ver-
tical directions, and the corresponding filters can be expressed
as

, and . An image can be decom-
posed into four subimages by convolving the image with these
filters. These four subimages characterize the frequency infor-
mation of the image in the LL, LH, HL, and HH frequency re-
gions, respectively. The 2-D PSWT can be constructed by the
whole process of repeating decomposition in the LL regions,
whereas the 2-D wavelet packet transform decomposes all fre-
quency regions to achieve a full decomposition, as shown in
Fig. 1. Therefore, the 2-D PSWT depicts the characteristics of
the image in the LL regions and the 2-D wavelet packet trans-
form describes the properties of the image in all regions.

Most of the research in the multiresolution analysis based on
the wavelet domain focuses on directly extracting the energy
values from the subimages and uses them to characterize the tex-
ture image. The energy distribution of a subimage can be calcu-
lated by one of the three commonly used functions: the magni-
tude , the squaring , and the rectified sigmoid
[2]. The magnitude and squaring functions are similar in the ef-
fect of the nonlinearity. The rectified sigmoid function requires
an appropriate saturation parameter . The mean and the stan-
dard deviation of the magnitude of the subimage coefficients

Fig. 1. (a) Three level 2-D PSWT decomposition of 128� 128 image.
(b) Three level 2-D wavelet packet decomposition of 128� 128 image.

also can be calculated as texture feature in [14], [16]. In this
paper, the mean of the magnitude of the subimage coefficients
is used as its energy. That is, if the subimage is , with

and , its energy can be represented as

(1)

where is the pixel value of the subimage.

B. Analysis of Correlation Between Frequency Channels

The wavelet (packet) transform approximately decorrelates
the image using the orthogonal bases and can be viewed as an
approximation of the Karhunen–Loève transform (KLT)[29],
[30]. In this paper, the correlation does not refer to the linear
correlation between different frequency regions of a texture
image after decomposition by 2-D wavelet transform, but
instead indicates the spatial correlation between some sample
texture images, belonging to the same kind of texture, at dif-
ferent frequency regions obtained by 2-D wavelet transform.
Now we give the following description to illuminate this state-
ment. Given that there are some sample texture images from
the same kind of texture, these images should have the same
spatial relation between neighborhood pixels as this texture.
These images are all decomposed to obtain the same frequency
regions by 2-D wavelet transform. The most common approach
is to calculate all frequency regions’ energy values of every
image with the energy function and to characterize this texture
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Fig. 2. Tree representation of Fig. 1(b).

by the statistics of these energy values. This approach ignores
the spatial relation of these sample texture images. In this study,
we capture this inherent texture property by learning a number
of sample texture images. From a statistical perspective, a
frequency region of a sample texture image can be viewed as a
random variable and the energy values of this frequency region
can be treated as the random values of this variable. Experi-
mentally it is found that there exists a distinctive correlation
between different variables (frequency regions).

As a powerful multiresolution analysis tool, the 2-D wavelet
transform has proved useful in texture analysis, classification,
and segmentation. The 2-D PSWT performs further decomposi-
tion of a texture image only in the low frequency regions. Conse-
quently, it is not suitable for images whose dominant frequency
information is located in the middle or high frequency regions.
Although the 2-D wavelet packet transform characterizes the in-
formation in all frequency regions, this representation is redun-
dant. On the other hand, in order to generate a sparse represen-
tation, the 2-D TSWT decomposes the image dynamically in
the low and high frequency regions whose energies are higher
than a predetermined threshold. However, it ignores the correla-
tion between different frequency regions. Other approaches use
information theoretic concepts of the entropy [31] and the mu-
tual information [22], [29]. However, they only select the fre-
quency region energy for sparse representation of the texture
image and do not consider the correlation between different fre-
quency regions which is a very distinctive characteristic of the
texture image. In this subsection, we will elaborate on this cor-
relation and present a preprocessing algorithm that determines
the frequency channel pairs that have significant correlation.

Because the 2-D wavelet packet transform describes much
more spectral information than the 2-D PSWT and is suitable
for the texture modeled as the quasi-periodic signals [12], we
use 2-D wavelet packet transform to obtain all frequency infor-
mation of a texture image in this paper. The detail is described as
follow. First, the original image is decomposed into four subim-
ages, which can be viewed as the parent node and the four chil-
dren nodes in a tree and named as O, A, B, C, and D, respec-
tively, as shown in Fig. 2. They symbolize the original image,
LL, LH, HL, and HH frequency regions. Second, we calculate
the energy of these subimages by using the (1) and the tree forms
four branches from the parent node. Third, we repeat the decom-
position of these subimages and the tree branches at the power
of four until satisfying the least size of the subimage. Practi-
cally, the least size of the subimage depends on the requirement,
but it should not be less than 16 16 according to experience in

Fig. 3. Texture d6 and d21.

consideration of robustness. Finally, we get frequency regions
( , where is the number of decomposition levels). Fig. 2
shows an example of Fig. 1(b). The frequency channel is defined
as each branch of the tree. For example, the channel of the left
branch in the tree is OAAA in Fig. 2. For all channels,
we record the energy of the subimage at the leaf of every branch
as the energy of every channel and make these energy values to
compose a vector of length , called the channel-energy vector

. It represents frequency channels of an image.
After decomposing all samples from the same texture with

2-D wavelet packet transform, we get channel-energy vectors
of length and use them to form a matrix with rows and

columns, called the channel-energy matrix . It repre-
sents frequency channels of sample images from this texture,
where indicates the energy of the th frequency channel of
the th sample, and then we figure out the covariance matrix

with rows and columns from , where is the
correlation coefficient between the th frequency channel and
the th frequency channel. The frequency channel pair denotes
two frequency channels with a certain correlation coefficient .
The correlation coefficient describes how much correlation
two frequency channels have. If is smaller than the threshold,
their correlation is considered not to be remarkable. The appro-
priate decision of the threshold will be discussed in the last two
paragraphs of this subsection. Therefore, we only consider those
channel pairs whose correlation are enough large as the top
channel pairs. It is assumed that different textures should have
different top channel pairs. This assumption can be tested by the
following experiment.

We acquire 81 sample images of size 128 128 with an
overlap of 32 pixels between vertically and horizontally ad-
jacent images from d6 texture image (woven aluminum wire)
and d21 texture image (french canvas) of size 640 640 with
256 gray levels, respectively. They are very homogeneous as
shown in the Fig. 3. Next, two 64 64 covariance matrices
and can be obtained as what is said above. As descends,
the top ten channel pairs can be extracted from and ,
respectively. Table I shows the comparison between two groups
of the top ten frequency channel pairs. It can be observed that
the correlation between different frequency channels certainly
exists and that the top ten channel pairs of d6 texture and d21
texture are different though two textures are very similar. This
experiment implies that the correlation between frequency
channels is a distinctive characteristic of the texture and can
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TABLE I
TOP TEN CHANNEL PAIRS COMPARISON BETWEEN TEXTURE D6 (WOVEN ALUMINUM WIRE) AND TEXTURE D21 (FRENCH CANVAS)

serve as a good candidate for texture representation to detect
different texture.

The preprocessing algorithm is needed to output distinctive
top channel pairs of a texture for texture classification. The al-
gorithm is given as follows.

Algorithm 1: The Preprocessing Algorithm

[Input:] all samples of a given texture

[Output:] the channel-pair list and the channel-energy
matrix

1) Decompose a sample of a given texture with 2-D
wavelet packet transform into an output of frequency
channels.

2) Calculate the energy of channels with the (1), and get
a channel-energy vector of length .

3) Repeat the first and second steps for all sample
images of this texture and then take channel-energy
vectors to construct a channel-energy matrix .

4) Figure out the covariance matrix from .
5) Select the top channel pairs with the correlation

coefficient and order them into a list as
descends, and, finally, output this list and the

channel-energy matrix .

In the fifth step of Algorithm 1, the constant is a control-
lable parameter which servers as a threshold for selecting the
top channel pairs with enough correlation. According to the sta-
tistics [32], is the critical value that separates the acceptance
and rejection regions of the correlation. The correct decision of

is related to the significance level and the sample number
of texture. The threshold can be computed from the following
equation:

(2)

where is the significance level, is the sample size, and
is distribution with and degrees of freedom.

The symbol means the risk that the frequency pair with
is excluded when it has high correlation. From the hypothesis
testing perspective, this risk is also called the Type I error. It can

Fig. 4. Value of � as a function of the sample number with the significance
level � � �������.

be lessened by diminishing the value of . In addition, there is
the Type II error which is error of including the frequency pair
with low correlation though . The goodness of the prepro-
cessing algorithm greatly is measured by the size of two error
rates.

Now we give a pair of hypotheses: the null hypothesis, de-
noted by , implying that all frequency channel pairs with

do not have the remarkable correlation, and the alter-
native hypothesis, denoted by , being a contradiction of the
null hypothesis. To avoid making the Type I error in , the
value of is not set too large. However, we probably commit the
second error in this case. Compared to the Type I error, the Type
II error is not unfortunately easy to be controlled and depends
in a large part on an large sample size. Considering the com-
putation cost caused by enlarging sample size, we must choose
an appropriate sample size. With regard to the task of seeking
the right top channel pairs as far as possible, the second error is
more important. Consequently, the rule is provided that given an
extremely small , the value of is selected by the use of the (2)
with an economical sample size. From Fig. 4, it is shown that
the value of descends gradually with the rise of the sample
size.

C. Linear Regression Model

In the above subsection, the correlation between dif-
ferent frequency regions has been validated as a sort of
effective texture characteristic. In this subsection, we em-
ploy the simple linear regression model to analyze the cor-
relation. Suppose that we have a set of the random data
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Fig. 5. (a) Channel energy distribution. (b) Residual distribution of the
channel pair of OACC and OCCA with the correlation � � ����� belonging to
texture d6.

for two numerical vari-
ables and . Further, suppose that we regard as a cause
of . From the simple linear regression analysis [33], the dis-
tribution of the random data approximately appears a straight
line in space when and are perfectly related linearly.
There is a linear function that captures the systematic relation-
ship between two variables. This line function (also called the
simple linear regression equation) can be given as follows:

(3)

where is called a fitted value of .
We exploit the simple linear regression model to extract the

texture features from the correlation in the frequency channel
pairs. The channel-pair list includes all channel pairs with

. For two frequency channels of one channel pair in the list,
we take out their energy values from the channel-energy matrix

and then consider these energy values as the random data
for two variables and

( and being two frequency channels of this channel pair).
The distribution of these energy values should also similarly
represent a straight line in space. The parameters and

of the line can be figured out through the least square method.
The expressions are written as follows:

(4)

(5)

Fig. 5(a) shows the distribution of the energy of the channel
pair of OACC and OCCA with the correlation be-
longing to texture d6 shown in Table I. It appears approximately

as a black line whose parameters and
by using the (4) and (5). Thus, the simple linear regression (3)
describes the linear relationship of two frequency channels of
each top channel pair. Obviously, when we take of the random
data with a high correlation into the regression (3) to obtain ,
there exists the residual between and through the expres-
sion . According to the statistics, the exponential function
values of such residuals exhibit a normal distribution curve. This
phenomenon has also occurred in our experiment, as shown in
Fig. 5(b).

The statistics implies that a normally distributed (or
Gaussian) random variable has probability density func-
tion where the
parameters ( and ) of the distribution are the mean and
variance of , respectively. When the variable is in the area
of , its probability is 99.72%. In the other words, the
probability of a sample image satisfying the correlation of one
top channel pair of a texture is highly 99.72% when its residual
at this channel pair is in the area of . From the above
discussion, it can be known that a texture always have many
top channel pairs and the combination of these channel pairs
is the characteristic of this texture. If a sample image meets
the correlation of all top channel pairs of a texture, it can be
inferred that it belongs to this texture. Therefore, the value of

can be considered as an appropriate way to assign an
unknown texture image to a texture. The estimation of mean
and variance can be carried out by the (6) and (7)

(6)

(7)

In general, the wavelet packet transform generates a multireso-
lution texture representation including all frequency channels of
a texture image with the complete and orthogonal wavelet basis
functions which have a “reasonably well controlled” [31] spa-
tial/frequency localization property. Our method absorbs this
advantage of the wavelet packet transform. It is worthwhile to
comment on the difference between our method and other mul-
tiresolution-based texture analysis methods. PSWT loses the
middle and high frequency information. TSWT does not take
into account the correlation between different frequency chan-
nels. The Gabor transform uses a fixed number of filter masks
with predetermined frequency and bandwidth parameters. In
contrast, our method not only thinks about all frequency chan-
nels but also analyzes the correlation between them with the
simple linear regression model. So, it can be viewed as a very
useful multiresolution method.

III. TEXTURE CLASSIFICATION

A. Learning Phase

In Section II, Algorithm 1 outputs the channel-pair list and
the channel-energy matrix of a texture. The learning algo-
rithm follows directly from Algorithm 1 and extracts the texture
features. The detail is as follows.
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Fig. 6. Comparison of classification rate using different methods.

Algorithm 2: The Learning Algorithm

[Input:] all samples of all textures

[Output:] the feature lists of all textures

1) Given all samples obtained from the same texture, get
the channel-pair list and the channel-energy matrix
of this texture by the preprocessing algorithm.

2) With the channel-pair list and the channel-energy
matrix , figure out the parameters , and of
each top channel pair by using the (4)–(7).

3) Consider the parameters , and , two frequency
channels and the correlation coefficient of each top
channel pair and the index of this texture as a feature
of this texture. Put all such features into a list as
descends, called the feature list, and then insert this
list into the database.

4) Repeat three above steps for all textures.

Note that the feature lists of the textures are needed to store
into the database in the third step. In the feature lists, every
texture feature contains the parameters , and , two fre-
quency channels and the correlation coefficient of one channel
pair and the index of a texture. The parameters , and two fre-
quency channels are used to compute the residual of an unknown
texture image at a top channel pair of a texture, and the param-
eters and are used to get the threshold in order to
determine whether this image satisfies the correlation at this top
channel pair of this texture as discussed in Section III.

B. Classification Phase

In the classification phase, we first perform a full decomposi-
tion to an unknown texture image with 2-D wavelet packet trans-
form and obtain the channel-energy vector of this image, and
then we process this vector with the features in the feature lists
from the database. The detail is as follows.

Algorithm 3: The Classification Algorithm

[Input:] an unknown texture image and the feature lists in
the database
[Output:] the index of texture to which this unknown texture
image is assigned

1) Decompose the unknown texture image with 2-D
wavelet packet transform to obtain its channel-energy
vector .

2) Order all textures in the database into a candidate list
and perform the following iteration (set at first).

a) Pick out the parameters , and of the th
channel pair of a texture in the candidate list
from its feature list, and select the energy of two
frequency channels identical to that of this top
channel pair from the channel-energy vector of
this unknown texture image.

b) Take one energy of two channels as into the (3)
and get the residual by , where is the
other energy.

c) Remove the texture from the candidate list if the
residual is larger than .

d) If there is only one texture is left in the candidate
list, assign the unknown texture image to this
texture. Otherwise, perform the next iteration by
increasing the value of by one.

In step 2d), we discard the very unlikely texture if the residual
is larger than . In fact, it is found that in our exper-
iment because the distribution of the residual is approximately
the normal distribution. Since all features of every texture have
already been ordered as the correlation coefficient descends,
the whole process of the iteration practices orderly according to
the correlation of all top channel pairs of a texture. Although
the feature number of a texture feature list may be large, the
number of iteration is actually much small because our features
are very distinctive and we use the leave-one-out method. This
can be verified in the next section. Moreover, our method takes
simply the threshold comparison in 1-D space in the classifi-
cation phase owing to taking advantage of the texture inherent
correlation characteristic in the learning phase.

IV. EXPERIMENTAL RESULT

In this section, we will verify the performance of the classifi-
cation algorithm discussed in Section III. We used 40 textures,
as shown in Fig. 9, obtained from the Brodatz’s texture album
[34]. Every original image is of size 640 640 pixels with 256
gray levels. 81 sample images of size 128 128 with an overlap
of 32 pixels between vertically and horizontally adjacent images
are extracted from each original image and used in the experi-
ments, and the mean of every image is removed before the pro-
cessing. These 3240 texture images are separated to two sets
being used as the training set with 1600 images and the test set
with 1640 images, respectively.
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Fig. 7. Retrieval efficiency of our method.

We compare our method with other traditional multiresolu-
tion methods, such as the pyramid-structured wavelet transform
(PSWT) [26], the tree-structured wavelet transform (TSWT)
[12], and the Gabor transform [16]. In the experiments, the fea-
ture of PSWT is extracted from the energy of all four frequency
regions in the third scale, three middle and high frequency re-
gions in the second scale and three middle and high frequency
regions in the first scale. In the classification algorithm of
TSWT, its feature is constructed by the energy of all frequency
regions in the third scale and its controllable parameters, like de-
composition constant and comparison constant, are empirically
set to 0.15 and 10, respectively. We implement the Gabor trans-
form by convolving an image with a set of functions obtained
by appropriate dilations and rotations of the Gabor mother func-
tion

, where , and are the predeter-
mined parameters. There are totally 24 filters, so 24 subimages
can be obtained in four scales and six orientations, and then
we use the mean and standard deviation of the magnitude of
the transform coefficients from 24 subimages to represent the
feature vector whose length is 48. To make use of the texture
primitives, many approaches have been recently proposed to
combine the above traditional multiresolution methods with the
statistics-based methods, like the fuse of the Gabor transform
and GLCM [24] and the combination of the wavelet transform
and GLCM [25]. We calculate three common descriptors
specified in properties from GLCM, such as angular second
moment descriptor for homogeneity, Contrast descriptor for
local variation, and Correlation descriptor for linear depen-
dency. Furthermore, Randen [2] provided a comparative study
to numerous filtering methods used for texture classification
and concluded that f16b filter bank have the overall best per-
formance. F16b filter bank is quadrature mirror bank designed
by Johnston [35] and was used for texture analysis by Randen
[36]. Therefore, we will also evaluate them.

The average retrieval rate defined in our method is different
from that of other methods because our classifier is threshold-
based comparison in one dimension. All query samples are pro-
cessed by our method and respectively assigned to the corre-
sponding texture. We count the samples of this texture, which
are assigned to the right texture, and get the average percentage
number as the average retrieval rate of this texture. In view of
other methods, the distance , where is the query sample
and is a texture from the database, is firstly computed with the
feature vectors discussed above. The distances are then sorted

in increasing order and the closet set of patterns are then re-
trieved. In the ideal case all the top 41 retrievals are from the
same texture. The sample retrieval rate is defined as the average
percentage number of samples belonging to the same texture as
the query sample in the top 41 matches. The average retrieval
rate of a texture is the average number of all sample retrieval
rates of this texture. Several different distance similarity mea-
sures, like Euclidean, Bayesian, Mahalanobis, can be explored
to obtain different results for other methods. The different dis-
tances are applied to different methods in our experiment on
behalf of their reasonably good performances.

Table II shows the retrieval accuracy of these different mul-
tiresolution methods for 40 textures. Fig. 6 gives a graph illus-
trating the retrieval performance as a function of texture ID.
Noted that the Gabor transform gets the worst result in excep-
tion of some textures, such as D14, D21, and D101. Because
Gabor filters use a fixed number of filter masks with predefined
frequencies and bandwidths, these parameters probably are not
adaptive for all textures, and it may not have sufficient reso-
lution in the frequency regions for some textures. The fuse of
Gabor and GLCM behaves slightly better than Gabor, 48.995%.
Although GLCM can help Gabor greatly enhance the achieve-
ment in some textures, like D20, D34, D102, the performance
of this approach is still limited to the Gabor transform. PSWT
behaves a bit better than two above methods, but it suffers from
the loss of spectral resolution in high frequency regions. TSWT
is not very disappointing and slightly exceeds our method for
some textures, like D101, D103 and D104. We are very amazed
with the outstanding results of the combination of the wavelet
transform with GLCM and f16b filter bank. Their correct rates
come to highly 96.707% and 90.061%, respectively. Especially,
after the wavelet transform and GLCM are used together they
exhibit the classification rate greatly close to our method. It is
shown that the wavelet transform is superior to the Gabor trans-
form in the way capturing the frequency information of the tex-
ture image and the texture spatial relation is effective character-
istic. However, the average accuracy of our method is still first
class, highly 97.151%, and much greater than other methods,
79.166% (TSWT), 61.588% (PSWT), and 43.429% (the Gabor
transform), respectively. In summary:

• TSWT keeps much more information of the spectral res-
olution in high frequency regions, so it can get better per-
formance than the Gabor transform and PSWT. It is worth-
while to notice that f16b filter bank shows excellent perfor-
mance compared to TSWT, PSWT, and Gabor. This filter
bank is, like the class of the wavelet filter, a very broad class
of filters whose parameters are much more suitable for tex-
tures in our database. However, our method considers not
only all the frequency information of the texture but also
the correlation between them. Therefore, it can achieve the
best result in comparison with TSWT, PSWT, Gabor, and
f16b.

• The way of combining the multiresolution methods, like
the wavelet transform and the Gabor transform, and the
statistic-based methods, like GLCM, can achieve the supe-
rior performance in comparison with the individual mul-
tiresolution methods because they take the texture prim-
itives into account. In particular, the combination of the
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TABLE II
COMPARISON OF THE EXPERIMENTAL RESULTS USING DIFFERENT METHODS

wavelet transform and GLCM excels our method in many
textures though its average correct rate is still slightly lower
than mine. This dramatic trait can be illuminated that the
wavelet transform captures the frequency information of
the texture image at different scales and GLCM charac-
terizes the local spatial properties of the texture. However,
this approach leads to increase the feature space dimen-
sion and brings in the computation complexity in classifi-
cation scheme, even the curse of dimensionality. Feature
reduction like principle component analysis (PCA) allevi-
ates the curse to some extent at the cost of affecting the
performance [24].

• Our method is to take advantage of the texture inherent cor-
relation characteristic in the learning phase. Thus, our clas-
sification algorithm simply takes the threshold comparison

in one dimension space in order to avoid the difficulty in
choosing a distance function that is suitable for the distri-
butions of the multidimensional texture features [37]. Fur-
thermore, it is obvious that the simple threshold compar-
ison in one dimension space greatly diminishs the great
computation complexity in comparison with the distance
measure similarities in high-dimensional space.

• Although the texture features with correlation character-
istic may be very large, it is not necessary to compare the
sample with all feature of a texture. Because we develop
a progressive classification algorithm (leave-one-out) for
applying distinctive features to reduce the number of itera-
tion. It is shown in Fig. 7 that more than 90% of the query
samples accomplish the retrieval at the 21st iteration in the
classification phase.
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Fig. 8. Correct classification rate with guassian noisy data.

Fig. 9. Forty textures used in the experiments.

The sensitivity of our method to noisy data is tested by adding
Gaussian noise to the sample images before the classification.
The result is shown in Fig. 8. Although our method still perform
well in some textures, like D6, D36, D78, and D83, the classi-
fication rate is extremely affected by the noise. It progressively
sinks to 52.315%, 41.049%, 22.253%, and 6.36% when the SNR
is 15, 10, 5, and 1 dB, respectively. Note that the performance of
our method is deteriorating with the decreasing SNR. To explain
this phenomenon, we recall that the statistical method plays an
important role in the learning phase of our classification algo-
rithm and the noise with a smaller SNR extremely influence the
pixel gray value in the texture image. Another reason is that the

energy of Gaussian noise spreading over the entire spectrum af-
fects the frequency channels with small energy. Consequently,
they result in the sensitivity of the features to the noise. Further-
more, the threshold rule in the classification phase has also been
greatly affected by the noise.

V. CONCLUSION

In this paper, a new approach to texture analysis and clas-
sification with the simple linear regression model based on
the wavelet transform is presented and its good performance
on the classification accuracy is demonstrated in the experi-
ments. Although the traditional multiresolution methods, like
PSWT, TSWT, the Gabor transform and f16b filter bank, are
suitable for some textures, our method is natural and effec-
tive for much more textures. While the fuse of the Gabor
transform and GLCM is confined to the Gabor filter, the way
of combining the wavelet transform with GLCM obtains the
excellent performance very close to our method. However, our
method surpasses them in the classification scheme because it
adopts the simple threshold comparison and the leave-one-out
algorithm. It is worthwhile to point out several distinctive
characteristics of this new method. To begin with, our method
provides all frequent channels of the quasi-periodicity texture
in comparison with PSWT, Gabor, and f16b. So, it is able to
characterize much more spectral information of the texture
at different multiresolution. Next, the correlation of different
frequent channels can be applied in this method through
the simple linear regression model. In contrast, TSWT does
not consider the correlation between different frequent regions
though it also keeps more frequent information and employs the
energy criterion to get over the overcomplete decomposition.
Therefore, this texture intrinsic characteristic helps our method
go beyond TSWT. Furthermore, most of the research in the
multiresolution analysis directly computes the energy values
from the subimages and extracts the features to characterize
the texture image at the multidimension space, and, yet, our
method employs the correlation between different frequency
regions to construct the texture feature. So, it employs the
threshold comparison in one dimension space rather than some
distance measures in the multidimension space. Therefore, it is
very easy and fast to examine the change of different frequent
channels for texture image.

Our current work has focused so far on the simple linear re-
gression model which is used to employ the linear correlation.
More thorough theoretical analysis of the linear correlation is
expected in the future. In addition, the application of this method
to texture segmentation is under our current investigation. Due
to our method being quite sensitive to noise shown from Sec-
tion IV, it is the urgent requirement of achieving its noisy in-
variance.
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