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Abstract 

The main objective of this paper is to present a new method of detection and characterization with 
a bayesian network. For that, a combination of two original works is made. The first one is the 
work of Li et al. [1] who proposed a causal decomposition of the T² statistic. The second one is 
our previous work on the detection of fault with bayesian networks [2], [3], notably on the 
modelization of multivariate control charts in a bayesian network. Thus, in the context of 
multivariate processes, we propose an original network structure allowing deciding if a fault is 
appeared in the process. More, this structure permits the identification of the variables that are 
responsible (root causes) of the fault. A particular interest of the method is the fact that the 
detection and the identification can be made with a unique tool: a bayesian network.  

1. INTRODUCTION 

Nowadays, industrial processes have more and 
more sensors, giving an important amount of data. An 
interesting research field is the use of this data in order 
to control the process. The process control can be 
view as a four steps procedure [4]. In the first step, the 
fault detection, the objective is to detect an abnormal 
situation, a fault in the process. The goal of the second 
stage, the fault identification, is to identify the most 
significant variables for the diagnosis of the fault. The 
third step is the fault diagnosis, this step gives which 
type of fault is appeared in the process. Finally, the 
last step is the process recovery which allow to act on 
the process in order to retrieve the normal operating 
conditions. 

The process control can be made by two main 
approaches [4]: the analytical approach and the data-
driven approach. The analytical techniques are based 
on analytical (physical) models of the system and 
enable to simulate the system. Though, at each instant, 
the theoretical value of each sensor can be known for 
the normal operating state of the system. As a 
consequence, it is relatively easy to see if the real 
process values are similar to the theoretical values. 
But, the major drawback of this family of technique is 
the fact that a detailed model of the process is required 
in order to control it efficiently. An effective detailed 
model can be very difficult, time consuming and 
expensive to obtain, particularly for large-scale 

systems with many variables. The data-driven 
approaches are a family of different techniques based 
on the analysis of the real data extracted from the 
process. These methods are based on rigorous 
statistical development of the process data (i.e. control 
charts, methods based on Principal Component 
Analysis, Projection to Latent Structure or 
Discriminant Analysis) [4]. 

In the literature, one can find a lot of data-driven 
techniques for the process control: univariate 
statistical process control (Shewhart control chart) [5], 
multivariate statistical process control (T² and Q 
control charts) [6], and some techniques based on 
Principal Component Analysis [7] like the multiway 
PCA or the dynamic PCA [8]. Kano et al. [9] have 
made a comparison of these different techniques. 
About the fault identification, Tiplica et al. [10] have 
given a comparison of several methods. One of the 
most interesting statistical technique is the MYT 
decomposition [11] which makes a decomposition of 
the T² statistic in orthogonal components allowing to 
determine which variable or group of variables has 
contributed to the out-of-control situation (fault). 
Recently, Li et al. [1] have proposed an improvement 
to the MYT decomposition: the causal decomposition 
of the T². In order to make this decomposition, authors 
use a causal Bayesian network representing the 
different variables of the process. 

As we have said, detection and identification of 
faults are based on different tools (control chart, 



 
 

various decomposition, …). It will be interesting to 
obtain all these techniques solely in one tool. The 
objective of this article is to propose an improvement 
to the decomposition method of Li et al. [1], in order 
to use a one and only bayesian network, for the 
detection of a fault and also in order to identify the 
implicated variables.  

The article is structured as follows: the second 
section highlights some aspects on bayesian networks 
and particularly on bayesian network classifiers; the 
third section presents the various decomposition 
(causal and MYT); in the fourth section we are 
reminding how to model some multivariate control 
charts in a bayesian network, and we present how to 
obtain detection and identification of faults in a sole 
Bayesian network; an example of the approach is 
given on a simple process in the fifth section; in the 
last section, we conclude on the proposed approach 
and give some outlooks. 

2. BAYESIAN NETWORKS 

An interesting tool using statistics is bayesian 
network, an oriented probabilistic graphic model. 
Bayesian networks can be efficient supervised 
classifiers. A bayesian network [12] is a triplet {G, E, 
D} where: 

{G} is a directed acyclic graph, G=(V,A), where V 
is the set of nodes of G, and A is the set of edges of G, 

{E} is a finite probabilistic space (Ω, Z, P), where 
Ω is a non-empty space, Z is a collection of subspace 
of Ω, and P is a probability measure on Z with 
P(Ω)=1, 

{D}  is a set of random variables associated to the 
nodes of G and defined on E such as: 
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where C(Vi) is the set of parents of Vi in the graph 
G. 

Bayesian network classifiers are particular 
bayesian networks [13]. They always have a discrete 
node C coding the k different classes of the system. 
The remaining variables Xi represent the descriptors 
(variables) of the system. 

A Naïve Bayesian Network (NBN) is a particular 
type of bayesian network classifiers. It is also known 
as the Bayes classifier. In a NBN, the class node is 
linked with all other variables of the system 
(descriptors) as indicated on the figure 1. 
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Fig. 1 Example of a Naïve Bayesian Network (NBN). 

The NBN is called naïve because it makes the 
naïve (but strong) assumption that all descriptors 
(variables of the system) are class conditional 
statistically independent (no correlation between each 
descriptor in each class). But, in many systems, it is 
very frequent to have high correlations between 
variables, and a NBN will not take into account these 
correlations. Extensions of NBN have been developed 
in order to solve this problem. 

A first interesting extension is the TAN (Tree-
Augmented bayesian Network) [13]. In a TAN, a 
maximum weighted spanning tree is constructed with 
the descriptors following the algorithm of Chow and 
Liu [14]. So, each descriptor will have at most one 
other descriptor as parent. After that, edges from the 
class node to each descriptor are added (like a NBN). 
An example of a TAN is given on the figure 2. 
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Fig. 2 Example of a Tree-Augmented bayesian Network 
(TAN). 

Finally, the bayesian multinets [13] introduce a 
different structure for each value of the class variable 
(a particular case is to take a different TAN for each 
value of the class). In [13], authors show that these 
classifiers give a lower misclassification rate than the 
NBN. But, these classifiers do not take into account all 
the correlations between variables. 

An other extension to the NBN is the Condensed 
Semi Naïve Bayesian Network (CSNBN) [15]. The 
principle of this classifier is to represent some 
variables in a joint node (i.e. some normally 
distributed variables can be modeled with a node 
representing a multivariate normal distribution). In this 
way, all correlations of the system will be taken into 
account. A CSNBN will be composed of two nodes: 
the class node and a multivariate node. An example of 
a CSNBN is given on the figure 3. 
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Fig. 3 Example of a Condensed Semi Naïve Bayesian 
Network (CSNBN). 

3. DIFFERENT METHODS 

3.1. MYT decomposition 

As we previously said, a method for the fault 
detection in multivariate processes is the T² control 
chart. However, this chart do not give any information 
about the diagnosis of the out-of-control situation. For 
that, many techniques have been proposed in the 
literature [11], [16], [17]. A comparative study has 
been made by Tiplica [18]. 

An interesting decomposition of the T² has been 
proposed by Mason, Young et Tracy [11], namely 
“MYT decomposition. More, in order to better 
understand this method, authors give an example for a 
bivariate process. One can be precise that the authors 
have proved that several methods can be considered 
like special cases of MYT decomposition [11]. 

The principle of this method is to decompose the 
T² statistic in a limited number of orthogonal 
components which are also statistical distance (and so, 
can be monitored). This decomposition is the 
following: 

     (2) 

where  represents the T² statistic of the 
regression of the variables Xj and Xk on the variable 
X i. We remark that it exists a large number of different 
decompositions (p!) and so, it exists a large number of 
different terms (p(2p-1)). In order to better understand, 
on a process with three variables, the different 
decompositions available are: 
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The computation of the different terms is not 
detailed in this article, but we report the readers to the 
works of Mason et al. [11]. We can note that the terms 
T²j  are called non conditional terms and that the other 

terms are called conditional terms. Each terms follows 
a Fisher distribution law: 

      (4) 

where k is the number of conditioned factors. We 
can simplify this equation for the non conditional 
terms (k=0) by: 

      (5) 

This monitoring allows to detect a problem on each 
term of the decomposition. For example, if we see that 
the term  is responsible of the out-of-control of the 
process, we can immediately search a root cause on a 
tuning of the process touching to the correlation 
between these two variables. But for a more simplest 
computation, one can use a T² control chart for the 
detection of the fault, and in the case of a detected 
fault we can apply the MYT decomposition.  

The main advantage of the MYT decomposition is 
the fact that this method can give a diagnosis of the 
situation without any samples of previous faults. An 
other advantage is the fact that this method is based on 
the same statistics tools that the T² control chart. 

3.2. Causation-based T² decomposition 

The MYT method is very interesting, but it has a 
major drawback: the number of term to compute. 
Indeed, as we previously said, the number of terms to 
compute is equal to p(2p-1). For example, for a process 
with 20 variables, more than 10 millions of terms are 
needed to compute. A five steps algorithm has been 
proposed by Mason et al. [11] in order to reduce the 
number of terms to compute. But, Li et al. [1] said that 
the number of terms is always too large. So, Li et al. 
[1] propose a new method with a bayesian network: 
the causation-based T² decomposition. A causal graph 
which represents the process allows to reduce the 
number of terms to only p terms to compute. More 
than the decrease of computation giving by this 
method, the authors show that one obtain equally an 
increasing of the performances. 

The basis assumption of the method proposed by 
Li et al. [1] is that the process can modelized with a 
causal bayesian network where each variable of the 
process is a gaussian univariate variable. If a bayesian 
network represents solely some gaussian continuous 
variables, it is also called linear gaussian model. So, 
for a process with 3 variables, we can obtain, for 
example, the network of the figure 4. 



 
 

 

Fig. 4 Example of a linear gaussian model. 

Concerning the modelization of the process by a 
linear gaussian model, the authors make the distinction 
between two types of decomposition MYT: “for a 
given decomposition of the T², if it exists a term 

 such the ensemble of the variable {X1, …, Xi-

1} have at least one descendant of Xi, then this 
decomposition is a type A decomposition, if not, the 
decomposition is a type B decomposition. So, we can 
sort in the table 1 the different decomposition of the 
process with 3 variables of the figure 4. 

 

Tab. 1. Decomposition types for the three variables process. 

Li et al. [1] proved, basing on the Hawkins works 
[16], that the type A decompositions allow a less 
accurate diagnosis than the type B decompositions. 
More, they proved that in the context of linear 
gaussian models, all the type B decomposition 
converge to a sole decomposition that the authors 
named “causation-based T² decomposition”. Indeed, 
each type B decomposition converge to the causal 
decomposition of the T² given in equation 5, where 
PAXi represents the parents of the variable Xi in the 
causal graph. 

       (6) 

So, the causation-based T² decomposition of the 
example of the figure 4 is the following : 

      (7) 

After that, the authors give the procedure of 
detection and identification of fault using the new 
causal decomposition. Firstly, a linear gaussian 

bayesian network is constructed in order to represent 
the different causal relations between the process 
variables. Secondly, the process is monitored with a T² 
control chart. In the case of an out-of-control situation, 
the T² is decomposed by the causation-based T² 
decomposition of the equation (6). In this equation, 

each  is independent and, in the case of known 
parameters, follows a χ² distribution law with one 

degree of freedom. So, each  can be compared 
to the limit χ²1,α  which is the quantile at the value α (α 
is the false alarm rate) of the χ² distribution with one 

degree of freedom. A significant term  (higher 
than the limit) give that the variable Xi has been 
implicated in the fault. The figure 5 represents the 
process monitoring diagram with the given method. 

 

Fig. 5 The process monitoring diagram. 

The approach developed by Li et al. [1] exploits 
some threshold given by quantiles of statistical laws. 
This method allows to considerably increase the 
performances compared to the MYT method, with less 
computation resource. But, we can view on figure 5 
that several tools are used for this technique: control 
chart, bayesian network, statistical computations. We 
will show, in the next section, that the monitoring of a 
multivariate process by the method of the causal-based 
T² decomposition can entirely realised in a sole 
bayesian network. 

4. PROPOSED APPROACH 

4.1. Control charts with bayesian network 

In previous works [2], [3], we have demonstrated 
that a T² control chart [19] could modelized with a 
bayesian network. For that, we use two nodes: a 
gaussian multivariate node X representing the data and 
a bimodal node E representing the state of the process. 
The bimodal node E has the following modalities: IC 
for in control and OC for out-of-control. Assuming 
that µ and Σ are respectively the mean vector and the 



 
 

variance-covariance matrix of the process, we can 
monitor the process with the following rule: if 
P(IC|x)<P(IC) then the process is out-of-control. This 
bayesian network is represented on the figure 6, where 
the conditional probabilities tables for each node are 
given. 

 

Fig. 6 T² control chart in a bayesian network. 

On this figure 6, we can observe that a coefficient c 
is implicated in the modelization of the control chart 
by bayesian network. This coefficient is the root 
(different of 1) of the following equation: 

0)ln(1 =+− c
CL
pcc        (8) 

where p is the dimension (number of variables) of 
the system to monitor, and CL is the control limit of 
the equivalent T² control chart. In numerous cases, CL 
is equal to χ²p,α , the quantile at the value α of the 
distribution of the χ² with p degree of freedom [20]. 
So, α allows to tune the false alarm rate of the control 
chart. 

4.2. Improvement of the causal decomposition 

The method proposed by Li et al. [1] allows, based 
on a Bayesian network, to know the different terms of 
the MYT decomposition to compute. For the 
computation of the different terms of the causation-
based T² decomposition, and for the associated 
decisions (use of the threshold), the authors do not use 
the network in an optimal way. Indeed, they use a T² 
control chart out of the network, but this chart can be 
modelized directly in the network (see previous 

section). More, the authors compute each  out 
of the network, but it is possible to make all the 
computations in the network. 

We propose an extension to the method of Li et al. 

[1] allowing the computation of the different  
and the decisions associated to each one. The 
diagnosis by the causation-based T² decomposition, 
like the MYT decomposition, is a monitoring of 
regressed variables, with the use of univariate control 
charts. In the previous section, we have demonstrated 
how to realize, in a Bayesian network, a multivariate 

control chart like the T² control chart. But, a univariate 
control chart like a Shewhart control chart is simply a 
particular case of a multivariate control chart like the 
T² control chart. Indeed, the computation of the T² is 
the following : 

      (9) 

But, in the univariate case, the previous equation 
gives : 

     (10) 

In this univariate case, the T² statistic follows a χ² 
distribution law with one degree of freedom. So, it is 
possible to improve the method developed by Li et al. 
[1]. We propose to monitor directly the different 

values of the  in the bayesian network. For 
that, we add a bimodal variable to each univariate 
node of the Bayesian network. If we have a graph 
representing a system with three variables (see figure 
4), we then obtain a network with six nodes: 3 
continuous (gaussian univariate) and 3 discrete 
(bimodal), like shown on figure 7. 

 

Fig. 7 Improvement of the causal decomposition. 

We precise here that the continuous variables are 
not needed to be standardized before. The discrete 
nodes added to the initial structure of the network 
allow to directly do the identification of responsible 
variables in an out-of-control situation. These nodes 

modelize a control chart  allowing to conclude 
on the state of each variable of the process. We recall 
that the modality IC of a discrete node signify in 
control, and that the modality OC signify out-of-
control. The figure 8 gives the different probabilities 
tables associated to the different node (discrete or 
continuous). 



 
 

 

Fig. 8 Bayesian network part. 

When a fault is detected in the process, each 
discrete node (representing the status of a regressed 
variable) give a certain probability that the variable is 
in control. The responsible variables are ones with an 
a posteriori probability lower than the a priori 
probability. The operator can then easily search for the 
root cause (the physical cause) because he knows 
which variables are responsible of the out-of-control 
status. 

To the view of all our statements, we can propose a 
Bayesian network able to determine if the process is in 
or out-of-control (detection). In the case of a out-of-
control situation, this bayesian network can also gives 
the implicated variables (identification). The figure 9 
presents the general form of the bayesian network for a 
process with p variables. This sole network is able to 
do all the step of the diagram of the Li et al. methods. 

 

Fig. 9 Bayesian network for the detection and the 
identification. 

5. APPLICATION 

In order to better understand the proposed method, 
we have simulated a process with three variables like 
presented on figures 4 and 6. Parameters µ and Σ of 
this process, in the in control case, are the following: 

    (11) 

We have simulated 100 in control observations, 
and 50 observation of out-of-control. These out-of-
control observations are a mean shift of magnitude 2 

on the variable X2. The objective of the network is to 
detect that a fault is appeared from the observation 
101, and that the variable X2 is implicated in this fault. 

The first step is the construction of the network. 
For that, we use the PC algorithm [21]. For this 
algorithm, we have used a conditional independencies 
tests with Fisher’s z-transform [22]. Then, we can add 
all the node for the control of the process, namely all 

the nodes , with a false alarm rate of 5%. We 
add also the modelization of the T² control chart, 
allowing the detection in the network, with a false 
alarm rate of 1%. After that, each parameters of the 
nodes are computed. 

As the structure and the parameters of the network 
have been learnt, we have presented the 150 
observations in order to obtain a result for each one. 
So, we observe the a posteriori probabilities of the 
node E. For a given observation, if this probability is 
lower than 99% then the process is out-of-control. In 
this case, we observe the values of the a posteriori 

probabilities of the nodes . Then, variables 
with a probability lower than 95% are implicated in 
the fault. The results (a posteriori probabilities) of the 
network are given on the figure 10. 

 

Fig. 10 A posteriori probabilities of discrete nodes. 

On this figure, we can see that the network do not 
detect fault in the 100 first observations. However, the 



 
 

network detects an abnormal situation from the 
observation 101. More the network said that the solely 
the variable X2 is implicated in the fault. 

6. CONCLUSIONS AND OUTLOOKS 

In this article, we have presented an approach 
allowing the fault detection and fault identification of 
a multivariate process. This approach is based on a 
Bayesian network. We have combined previous works 
of control chart in Bayesian networks with some recent 
works of Li et al. [1] . The interesting outlook of this 
work is the set up of a sole Bayesian network allowing 
the complete control of the process, including 
detection, identification and diagnosis. 
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