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Abstract

The main objective of this paper is to presentw meethod of detection and characterization with
a bayesian network. For that, a combination of wviinal works is made. The first one is the
work of Li et al. [1] who proposed a causal decomsipon of the T2 statistic. The second one is
our previous work on the detection of fault withyésian networks [2], [3], notably on the
modelization of multivariate control charts in a y@sian network. Thus, in the context of
multivariate processes, we propose an original oekwstructure allowing deciding if a fault is
appeared in the process. More, this structure perriie identification of the variables that are
responsible (root causes) of the fault. A particulaterest of the method is the fact that the
detection and the identification can be made witmague tool: a bayesian network.

systems with many variables. The data-driven
approaches are a family of different techniquesthas

. . on the analysis of the real data extracted from the
Nowadays, industrial processes have more an

L . process. These methods are based on rigorous
more sensors, giving an important amount of data. Astatistical development of the process data (oatrol
interesting research field is the use of this datarder b P

to control the process. The process control can tiharts, methods based on Principal Component

e . L
view as a four steps procedure [4]. In the firspsthe Dinsaclzfr;?rylantp ,L%J;Cg?sr; [ 4]t0 Latent  Structure  or
fault detection, the objective is to detect an abvad y '
situation, a fault in the process. The goal of¢beond In the literature, one can find a lot of data-dnive
stage, the fault identification, is to identify tiheost techniques for the process control: univariate
significant variables for the diagnosis of the fallhe statistical process control (Shewhart control gH&it
third step is the fault diagnosis, this step giwdsch multivariate statistical process control (T2 and Q
type of fault is appeared in the process. Finaliy control charts) [6], and some techniques based on
last step is the process recovery which allow tooac Principal Component Analysis [7] like the multiway
the process in order to retrieve the normal opagati PCA or the dynamic PCA [8]. Kano et al. [9] have
conditions. made a comparison of these different techniques.
The process control can be made by two malﬁbout the fault iQentification, Tiplica et al. [10jave
approaches [4]; the analytical approach and the- gadiven a comparison of several methods. One of the

driven approach. The analytical technigues aredaasgog interesting statistical technique is the MYT

1. INTRODUCTION

on analytical (physical) models of the system an ecomposition [11] which makes a decomposition of

) -
enable to simulate the system. Though, at eachrigst e T statistic in orthogonal components allowiog

. etermine which variable or group of variables has
the theoretical value of each sensor can be knawn . o
i contributed to the out-of-control situation (fault)
the normal operating state of the system. As

ecently, Li et al. [1] have proposed an improvemen

consequence, it Is re!at_lvely easy 1o see it thel "®to the MYT decomposition: the causal decomposition
process values are similar to the theoretical wlue

. . . - of the T2. In order to make this decompositionhats
But, the major drawback of this family of technigse . )
. . use a causal Bayesian network representing the
the fact that a detailed model of the processdsired different variables of the process
in order to control it efficiently. An effective t#led P '
model can be very difficult, time consuming and As we have said, detection and identification of
expensive to obtain, particularly for large-scaldaults are based on different tools (control chart,



various decomposition, ...). It will be interesting t

: . ; C
obtain all these techniques solely in one tool. The
objective of this article is to propose an improesin
to the decomposition method of Li et al. [1], irder
to use a one and only bayesian network, for the @ @ @ @
detection of a fault and also in order to identifie

implicated variables.

Fig. 1 Example of a Naive Bayesian Network (NBN).
The article is structured as follows: the second The NBN is called naive because it makes the

section h_|gh||ghts some aspects on bayeS|ar1.ne9Nor|1]<a.l.ve (but strong) assumption that all descriptors
and particularly on bayesian network classifier® t gariables of the system) are class conditional

third section presen_ts the various dgcomposmo atistically independent (no correlation betweaohe
(causal and MYT); in the fourth section we aree

L o escriptor in each class). But, in many systemgs it
reminding how to model some multivariate contro P ) y SY 5

. . ery frequent to have high correlations between
charts in a bayesian network, and we present how \sgriables and a NBN will not take into accountsehe
obtain detection and identification of faults irsale ’

. correlations. Extensions of NBN have been developed
Bayesian network; an example of the approach

. ) . ) X . IR order to solve this problem.

given on a simple process in the fifth sectiontha

last section, we conclude on the proposed approach A first interesting extension is the TAN (Tree-

and give some outlooks. Augmented bayesian Network) [13]. In a TAN, a
maximum weighted spanning tree is constructed with
the descriptors following the algorithm of Chow and

2. BAYESIAN NETWORKS Liu [14]. So, each descriptor will have at most one
other descriptor as parent. After that, edges ftben

An interesting tool using statistics is bayesiaglass node to each descriptor are added (like a)NBN

network, an oriented probabilistic graphic modelAn example of a TAN is given on the figure 2.

Bayesian networks can be efficient supervised

classifiers. A bayesian network [12] is a tripl& {E,

D} where:

{G} is a directed acyclic graph, G=(V,A), where V
is the set of nodes of G, and A is the set of edf&
{E} is a finite probabilistic spaceC}, Z, P), where
Q is a non-empty space, Z is a collection of subspac

of Q, and P is a probability measure on Z with
P@)=1,

{D} is a set of random variables associated to the
nodes of G and defined on E such as:

n
P(\A’VZ""’VH)_QPMCN)) (1) Finally, the bayesian multinets [13] introduce a
where C(Vi) is the set of parents of Vi in the drap different structure for each value of the classakde
G. (a particular case is to take a different TAN facle

. K classif icul value of the class). In [13], authors show thats¢he

Ba}’es'a“ network - classifiers are parn_cu aljassifiers give a lower misclassification raterttibe

bayesian networks [13]. They always have a discrefggN gy, these classifiers do not take into ac¢@in
node C coding the k different classes of the system . .qrrelations between variables

The remaining variables ;Xepresent the descriptors
(variables) of the system. An other extension to the NBN is the Condensed

. . K . icul Semi Naive Bayesian Network (CSNBN) [15]. The
A Naive Bayesian Network (NBN) is a particu arprinciple of this classifier is to represent some

type of bayesian network classifiers. It is als@wkn variables in a joint node (i.e. some normally

as the Bayes classifier. In a NBN, the class nade gy ted variables can be modeled with a node

linked ~with all other variables of the systemg, osenting a multivariate normal distributiom) this

(descriptors) as indicated on the figure 1. way, all correlations of the system will be taketoi
account. A CSNBN will be composed of two nodes:
the class node and a multivariate node. An examiple
a CSNBN is given on the figure 3.

Fig. 2 Example of a Tree-Augmented bayesian Network
(TAN).



terms are called conditional terms. Each term®fes|
C a Fisher distribution law:

y (m+ 11{m—1)
e =———————Fim-i-
j+1el mlm — &k — 1) ke

(4)

where k is the number of conditioned factors. We
can simplify this equation for the non conditional

_ o _terms (k=0) by:
Fig. 3 Example of a Condensed Semi Naive Bayesian

Network (CSNBN). » mil,
jt+lel,g 77 m 1.m—1 (5)

3. DIFFERENT M ETHODS This monitoring allqus to detect a proplem on each
term of the decomposition. For example, if we $ed t
the term?%1 is responsible of the out-of-control of the

3.1. MYT decomposition process, we can immediately search a root cause on
tuning of the process touching to the correlation

As we previously said, a method for the faulfenyeen these two variables. But for a more simples
detection in multivariate processes is the T2 aintr computation, one can use a T2 control chart for the

chart. However, this chart do not give any inforiot yotection of the fault, and in the case of a detkct
about the diagnosis of the out-of-control situatibar ¢ 1t we can apply the MYT decomposition.

that, many techniques have been proposed in the

literature [11], [16], [17]. A comparative studysha  The main advantage of the MYT decomposition is

been made by Tiplica [18]. the fact that this method can give a diagnosishef t
situation without any samples of previous faults1 A

An interesting decomposition of the T2 has beeger advantage is the fact that this method isthas
proposed by Mason, Young et Tracy [11], namelyq same statistics tools that the T2 control chart
“MYT decomposition. More, in order to better

understand this method, authors give an exampla fo
bivariate process. One can be precise that the®uth
have proved that several methods can be considered The MYT method is very interesting, but it has a

like special cases of MYT decomposition [11]. major drawback: the number of term to compute.

The principle of this method is to decompose thé1deed, as we previously said, the number of tems
T2 statistic in a limited number of orthogonalCOMPUte is equal to P(2). For example, for a process

components which are also statistical distance gand With 20 variables, more than 10 millions of terme a
can be monitored). This decomposition is th&eeded to compute. A five steps algorithm has been
following: proposed by Mason et al. [11] in order to reduee th

number of terms to compute. But, Li et al. [1] sHidt
T2 = T2+ T2 + Thia+ Thiog + + Thing pot @ the number of terms is always_ too large. _So, Lalet

[1] propose a new method with a bayesian network:

where i represents the T2 statistic of thethe causation-based T2 decomposition. A causalhgrap

regression of the variables; %nd X on the variable which represents the process allows to reduce the
Xi. We remark that it exists a large number of difear number of terms to only p terms to compute. More
decompositions (p!) and so, it exists a large nunolbe than the decrease of computation giving by this
different terms (p(2%). In order to better understand, method, the authors show that one obtain equally an
on a process with three variables, the differeritcreasing of the performances.
decompositions available are:

'3.2. Causation-based T2 decomposition

The basis assumption of the method proposed by

TP T2+ T2, +T2,, Li et al. [1] is_ that the process can modeli_zechwsit

TP =T {T. +T2, causal bayesian network where each variable of the
T? = T2 + T + Thrs process is a gaussian univariate variable. If a&&iap

T2 =13 + T3+ Ths network represents solely some gaussian continuous
T?=T5 + T + Toaa variables, it is also called linear gaussian moel,

T? = T3 + Tiea + Tz (3) for a process with 3 variables, we can obtain, for

. . . example, the network of the figure 4.
The computation of the different terms is not P 9

detailed in this article, but we report the readerthe
works of Mason et al. [11]. We can note that thente
T3 are called non conditional terms and that therothe



bayesian network is constructed in order to reprtese
the different causal relations between the process
variables. Secondly, the process is monitored avitd
control chart. In the case of an out-of-contraliaiion,

the T2 is decomposed by the causation-based T2
decomposition of the equation (6). In this equation

eachierac, is independent and, in the case of known
parameters, follows g2 distribution law with one
degree of freedom. So, ealiera(x, can be compared
to the limity?,, which is the quantile at the valago

is the false alarm rate) of th@ distribution with one
Fig. 4 Example of dinear gaussian model. degree of freedom. A significant te’’is4(x.) (higher

Concerning the modelization of the process by #an the limit) give that the variable; Xas been
linear gaussian model, the authors make the diitinc implicated in the fault. The figure 5 represents th
between two types of decomposition MYT: “for aProcess monitoring diagram with the given method.
given decomposition of the T2, if it exists a term
Ti1..i-1 such the ensemble of the variable {X., X. Construct a linear gaussian
1} have at least one descendant of Xhen this | BNon (&, . Xl
decomposition is a type A decomposition, if nog th
decomposition is a type B decomposition. So, we can
sort in the table 1 the different decompositiontioe# Establish a T2 control chart
process with 3 variables of the figure 4. l

Décomposition Type
T =T7 + 15, + 15,5 TypeB Decompose tTI;ebl“(gt)lt-of-
12 = lf + f[}:f,] + 177,2.1_:; Type B ' v
1% =15+ T{ + T35 Type A
T? =15 + Tiyy + Ty s Type A >
T2 =T2+ Ty +T5, 5 TypeA Find the significant AN

T? = Tﬁz + T;)Z.:; + T1202J§ Type A

Fig. 5 The process monitoring diagram

Tab. 1. Decomposition types for the three variables pssce . .
The approach developed by Li et al. [1] exploits

Li et al. [1] proved, basing on the Hawkins workssome threshold given by quantiles of statisticalsla
[16], that the type A decompositions allow a lesshis method allows to considerably increase the
accurate diagnosis than the type B decompositionserformances compared to the MYT method, with less
More, they proved that in the context of lineacomputation resource. But, we can view on figure 5
gaussian models, all the type B decompositiothat several tools are used for this techniquetrobn
converge to a sole decomposition that the authoghart, bayesian network, statistical computatiohs.
named “causation-based T2 decomposition”. Indeegil show, in the next section, that the monitorioiga
each type B decomposition converge to the causgultivariate process by the method of the causatta
decomposition of the T2 given in equation 5, wherg2 decomposition can entirely realised in a sole
PAy represents the parents of the variableinXthe  payesian network.
causal graph.

4. PROPOSED APPROACH

2
2 2
S Z [;oPA(A\“,»)
=l (6) . :
4.1. Control charts with bayesian network
So, the causation-based T2 decomposition of the

. ) : I i ks [2], [3], h d trated
example of the figure 4 is the following : n previous works [2], [3], we have demonstrate

that a T2 control chart [19] could modelized with a
R o bayesian network. For that, we use two nodes: a
T= =17 +Tae + T34, (7) gaussian multivariate nodérepresenting the data and
a bimodal node E representing the state of theggsoc
After that, the authors give the procedure offhe bimodal node E has the following modalities: IC
detection and identification of fault using the newfor in control and OC for out-of-control. Assuming
causal decomposition. Firstly, a linear gaussiathatp andX are respectively the mean vector and the



variance-covariance matrix of the process, we casontrol chart like the T2 control chart. But, avariate
monitor the process with the following rule: if control chart like a Shewhart control chart is diyrg
P(IC|X)<P(IC) then the process is out-of-contrdlisT particular case of a multivariate control chartlithe
bayesian network is represented on the figure @revh T2 control chart. Indeed, the computation of theisT2
the conditional probabilities tables for each nade the following :

given.
T’ =(z—p)'S e —p) 9)
I
E 1 ocC But, in the univariate case, the previous equation
1l —« o gives :
2 @ n
E X (10)
1C X ~ N(u,X) _ o o
OC X ~ "\‘T(M % 2) In this univariate case, the T2 statistic followg2a

distribution law with one degree of freedom. Saisit

possible to improve the method developed by Lilet a
[1]. We propose to monitor directly the different
On this figure 6, we can observe that a coefficentyalues of the’isr4cx.) in the bayesian network. For

is implicated in the modelization of the controlach that, we add a bimodal variable to each univariate
by bayesian network. This coefficient is the roohode of the Bayesian network. If we have a graph

Fig. 6 T2 control chart in a bayesian network

(different of 1) of the following equation: representing a system with three variables (sagdig
4), we then obtain a network with six nodes: 3
c+ﬂ|n(c)_o (8) continuous (gaussian univariate) and 3 discrete

(bimodal), like shown on figure 7.

where p is the dimension (number of variables) of
the system to monitor, and CL is the control liiiit
the equivalent T2 control chart. In numerous ca€és,
is equal toy%,, , the quantile at the value of the
distribution of they? with p degree of freedom [20].

So, a allows to tune the false alarm rate of the control
chart. °

4.2. Improvement of the causal decomposition
The method proposed by Li et al. [1] allows, based
on a Bayesian network, to know the different teohs
the MYT decomposition to compute. For the Fig. 7 Improvement of the causal decomposition.

computation of the different terms of the causation
based T2 decomposition, and for the associate

q We precise here that the continuous variables are
decisions (use of the threshold), the authors daise not needed to be standardized before. The discrete

the network in an optimal way. Indeed, they use?a -lnodes added to the initial structure of the network
control chart out of the network, but this char e allow to directly do the identification of respobis

modelized directly in the network (see prewoué’a”ables in an out-of- control situation. These e®d

section). More, the authors compute elierac,) out
of the network, but it is possible to make all th
computations in the network.

modelize a control cha’isracx.) allowing to conclude

on the state of each variable of the process. Wallre

that the modality IC of a discrete node signify in

control, and that the modality OC signify out-of-
We propose an extension to the method of Li et atontrol. The figure 8 gives the different probatsk

[1] allowing the computation of the differe’sracx, tables associated to the different node (discrete o

and the decisions associated to each one. TRentinuous).
diagnosis by the causation-based T2 decomposition,

like the MYT decomposition, is a monitoring of

regressed variables, with the use of univariaterobn

charts. In the previous section, we have demomstrat

how to realize, in a Bayesian network, a multivigria



T2 s on the variable X The objective of the network is to
e lff'“ I “f detect that a fault is appeared from the obsematio
- - 101, and that the variable, X6 implicated in this fault.

- . The first step is the construction of the network.
Al N ‘\ N — For that, we use the PC algorithm [21]. For this
P algorithm, we have used a conditional independencie
tests with Fisher's z-transform [22]. Then, we calul
Fig. 8 Bayesian network part. all the node for the control of the process, nanadlly

When a fault is detected in the process, eadh® nodes’i+r4cx), with a false alarm rate of 5%. We
discrete node (representing the status of a rezesdd also the modelization of the T2 control chart,
variable) give a certain probability that the vatéis allowing the detection in the network, with a false
in control. The responsible variables are ones with @larm rate of 1%. After that, each parameters ef th
a posteriori probability lower than the a priorinodes are computed.

probability. The operator can then easily searctitfe As the structure and the parameters of the network
root cause (the physical cause) because he knomgye peen learnt, we have presented the 150
which variables are responsible of the out-of-auintr ghservations in order to obtain a result for eash. o
status. So, we observe the a posteriori probabilities & th

To the view of all our statements, we can propose'¥de E. For a given observation, if this probapilst
Bayesian network able to determine if the process i lower than 99% then the process is out-of-control.
or out-of-control (detection). In the case of a-ofit this case, we observe thel) values of the a posterior
control situation, this bayesian network can alseg probabilities of the node’iracx.. Then, variables
the implicated variables (identification). The figu9 with a probability lower than 95% are implicated in
presents the general form of the bayesian netwark f the fault. The results (a posteriori probabilitie)the
process with p variables. This sole network is dble network are given on the figure 10.
do all the step of the diagram of the Li et al. moeis.

?]

TePAX,) )

oC Xi ~ N(liepa(x,).c X0

p(E= IC|x)
;
/ 0.8F
0.6F
| 0.4
: 0.2
I of . l
: 0 50 100 150
i p(T2= IClx)
: 1"—
: 0.8
\ Detection : Identification / 0.6+
0.4
Fig. 9 Bayesian network for the detection and thezf
identification. o . l
0 50 100 150
p(T2 = ICIX)
5. APPLICATION ol
0.6F
In order to better understand the proposed methco.f
we have simulated a process with three variabkes liozf
ok

presented on figures 4 and 6. Parameteasd X of
this process, in the in control case, are the fofig:

L L
50 100 150

p(T2 = 1CIx)

w = (00 0) oal v
1 08 06 osr
¥ = (08 1 01 i
06 01 1 '
a7 : :
0 50 100 150

We have simulated 100 in control observations, Fig: 10 A posteriori probabilities of discrete nodes

and 50 observation of out-of-control. These out-of- On this figure, we can see that the network do not
control observations are a mean shift of magnitide detect fault in the 100 first observations. Howewee



network detects an abnormal

observation 101. More the network said that thelgol
the variable Xis implicated in the fault.

6. CONCLUSIONSAND OUTLOOKS

allowing the fault detection and fault identifiaati of
a multivariate process. This approach is based on a
Bayesian network. We have combined previous works
of control chart in Bayesian networks with someergc [11]
works of Li et al. [1] . The interesting outlook thfis
work is the set up of a sole Bayesian network atigw

the complete control
detection, identification and diagnosis.

of the process,
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