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Abstract

Sparse coding consists of representing signals as spagse iombinations of atoms selected from
a dictionary. We consider an extension of this frameworkngtibe atoms are further assumed to
be embedded in a tree. This is achieved using a recentlydintex tree-structured sparse regu-
larization norm, which has proven useful in several apfibices. This norm leads to regularized
problems that are difficult to optimize, and in this paperprepose efficient algorithms for solving
them. More precisely, we show that the proximal operatos@aged with this norm is computable
exactly via a dual approach that can be viewed as the conmosit elementary proximal opera-
tors. Our procedure has a complexity linear, or close talina the number of atoms, and allows
the use of accelerated gradient techniques to solve thestneetured sparse approximation prob-
lem at the same computational cost as traditional ones tise&x-norm. Our method is efficient
and scales gracefully to millions of variables, which waestrate in two types of applications: first,
we considelfixed hierarchical dictionaries of wavelets to denoise naturages. Then, we ap-
ply our optimization tools in the context dictionary learning where learned dictionary elements
naturally organize in a prespecified arborescent structeaeling to better performance in recon-
struction of natural image patches. When applied to textidents, our method learns hierarchies
of topics, thus providing a competitive alternative to pabliistic topic models.

Keywords: Convex optimization, proximal methods, sparse codingtiahary learning, struc-
tured sparsity, matrix factorization

1. Introduction

Modeling signals as sparse linear combinations of atorrectssl from a dictionary has become
a popular paradigm in many fields, including signal progessstatistics, and machine learning.
This line of research, also known ggarse codinghas witnessed the development of several well-
founded theoretical frameworkp (Tibshitahi, 1096; Chenle{199B;[Malldt[ 1999 Tropi, 2004,
p008; [Wainwright,[ 20Q9[ Bickel et pI[, 2009) and the emeegenf many efficient algorithmic
ROY;[Wright et gl.[ 2009; Needell

and Tropp| 20Q9; Yuan etfal., 2010).
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In many applied settings, ttetructureof the problem at hand, such as, e.g., the spatial arrange-
ment of the pixels in an image, or the presence of variablesgponding to several levels of a given
factor, induces relationships between dictionary elemdhts appealing to use this a priori knowl-
edge about the probledirectly to constrain the possible sparsity patterns. For instamben the
dictionary elements are partitioned into predefigeaupscorresponding to different types of fea-
tures, one can enforce a similar block structure in the gggrattern—that is, allow only that either
all elements of a group are part of the signal decompositidhat all are dismissed simultaneously
(see[Yuan and Ljrf, 20p; Stojnic e 4., 2p09).

This example can be viewed as a particular instancstrofctured sparsitywhich has been
lately the focus of a large amount of researich (Baraniuk]d2@lLp;[Zhao et I[, 20p9; Huang e} al.,
P009;[Jacob et &, 200P; Jenatton ¢t[al., PP09; Micchell]gR01D). In this paper, we concentrate
on a specific form oétructured sparsitywhich we callhierarchical sparse codingthe dictionary
elements are assumed to be embedded in a directed {raad the sparsity patterns are constrained
to form aconnected and rooted subtreé7 (Donoh¢,| 1997 Baranipik, 1990; Baraniuk dtfal., 2002,
P010; [Zhao et &l] 20p9; Huang efl 4., 2009). This settingredd more generally to a forest of
directed treefj

In fact, such a hierarchical structure arises in many agftins. Wavelet decompositions lend
themselves well to this tree organization because of theftisoale structure, and benefit from it for

image compression and denoisiffg (Shagdiro, [1993; Croudd, fiad;[Baranidk| 1999; Baraniuk
et al.,|200R] 2010; He and C4rin, 2p09; Zhao ¢t|al., 2009; Hwdral.,[2009). In the same vein,

edge filters of natural image patches can be representedairbarescent fashiof (Zoran and Weiss,
P009). Imposing these sparsity patterns has further progeful in the context of hierarchical
variable selection, e.g., when applied to kernel methpdeli§2008), to log-linear models for the
selection of potential order$ (Schmidt and Mufphy, 2010} #® bioinformatics, to exploit the tree
structure of gene networks for multi-task regressjon (Kmd Xind, [201D). Hierarchies of latent
variables, typically used in neural networks and deep Iegrarchitectures (sge Beng[o, 209, and
references therein) have also emerged as a natural structsgveral applications, notably to model
text documents. In particular, in the contextapic modelgBlei et all [2008), a hierarchical model
of latent variables based on Bayesian non-parametric rdsthas been proposed al.
(BOI0) to model hierarchies of topics.

To performhierarchical sparse codingpur work builds upon the approach|of Zhao ¢t @al. (2009)
who first introduced a sparsity-inducing notnleading to this type of tree-structured sparsity pat-
tern. We tackle the resulting nonsmooth convex optimiragimblem with proximal methods (e.g.,
Nesterol[2047; Beck and Tebolifle, 20D9; Wright é{al., pfanbettes and Pesqufet, 2010) and we
show in this paper that its key step, the computation optle&imal operatoy can be solved exactly
with a complexity linear, or close to linear, in the numbedaftionary elements—that is, with the
same complexity as for classicélsparse decomposition problenis (Tibshjrgni, 1996; Chex] et
f[998). Concretely, givenm-dimensional signat along with a dictionan = [d*,...,dP] € R™<P
composed op atoms, the optimization problem at the core of our paper eanriiten as

1 .
min =[x — Dal3+AQ(a), with A > 0.
aeRP 2

In this formulation, the sparsity-inducing nohencodes a hierarchical structure among the atoms
of D, where this structure is assumed to be known beforehandprEeese meaning dfierarchical

1. Atree is defined as a connected graph that contains no (sedpAhuja et I[, 19p3).
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structureand the definition o€ will be made more formal in the next sections. A particulatamce
of this problem—known as thproximal problem—is central to our analysis and concentrates on
the case where the dictionayis orthogonal.

In addition to a speed benchmark that evaluates the perfarenaf our proposed approach com-
pared to other convex optimization techniques, two typegppfications and experiments are carried
out. First, we consider settings where the dictionary isdfiaad given a priori, corresponding for
instance to a basis of wavelets for the denoising of natarabes. Second, we show how one can
take advantage of this hierarchical sparse coding in théegbof dictionary learning (Olshausen
and Field[1997] Aharon etla]., 20d6; Mairal e} fl., 2010d)exe the dictionary is learned to adapt
to the predefined tree structure. This extension of dictiptearning is notably shown to share
interesting connections with hierarchical probabilistipic models.

To summarize, the contributions of this paper are threefold

» We show that th@roximal operatorfor a tree-structured sparse regularization can be com-
puted exactly in a finite number of operations using a duat@gh. Our approach is equiva-
lent to computing a particular sequence of elementary prakoperators, and has a complex-
ity linear, or close to linear, in the number of variables.c@lerated gradient methods (e.g.,
Nesterol[ 2007, Beck and Tebolilfe, 20p9; Combettes andieg&DID) can then be applied
to solve large-scale tree-structured sparse decompositablems at the same computational
cost as traditional ones using thenorm.

» We propose to use this regularization scheme to learrodiaties embedded in a tree, which,
to the best of our knowledge, has not been done before in thtextoof structured sparsity.

» Our method establishes a bridge betwaéararchical dictionary learningand hierarchical
topic modelgBlei et al} [2010), which builds upon the interpretatiortadic models as multi-
nomial PCA [Buntine[ 2002), and can learn similar hieraestof topics. This point is dis-
cussed in Sectiorfs $.5 a[id 6.

Note that this paper extends a shorter version publishetiarptoceedings of the international
conference of machine learning (Jenatton ef al.,|2010).

1.1 Notation

Vectors are denoted by bold lower case letters and matricapjiier case ones. We define pr 1
the /-norm of a vectox in R™ as||x||q = (3™, |xi|9)¥/9, wherex; denotes thé-th coordinate ok,
and ||x|[o = max—1,...m|Xi| = liMg« [[X||q. We also define théy-pseudo-norm as the number of
nonzero elements in a vectrix||o L2#i st ox#£0} = limg_ot (3124 |%i[9). We consider the
Frobenius norm of a matriX in R™™: ||X || £ (s, z?zlxﬁ)l/z, whereX;; denotes the entry
of X at rowi and columnj. Finally, for a scalay, we denotdy) ; £ max(y,0).

The rest of this paper is organized as follows: Seckion 2emssrelated work and the prob-
lem we consider. Sectidij 3 is devoted to the algorithm wegsepand Sectiof] 4 introduces the
dictionary learning framework and shows how it can be usel tke-structured norms. Sectifln 5

presents several experiments demonstrating the effaetigeof our approach and Sectign 6 con-
cludes the paper.

2. Note that it would be more proper to wrife||J instead off|x||o to be consistent with the traditional notatif]|q.
However, for the sake of simplicity, we will keep this notatiunchanged in the rest of the paper.
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2. Problem Statement and Related Work

Let us consider an input signal of dimensiontypically an image described by s pixels, which
we represent by a vectarin R™. In traditional sparse coding, we seek to approximate filisa$

by a sparse linear combination of atomsdmmtionary elementgepresented here by the columns of
a matrixD £ [di,...,dP] in R™P, This can equivalently be expressedxas Da for some sparse
vectora in RP, i.e, such that the number of nonzero coefficidftt§o is small compared tp. The
vectora is referred to as the code, decompositionof the signak.

Figure 1: Example of a tre¢ whenp = 6. With the rule we consider for the nonzero patterns, if
we haveas # 0, we must also havey # 0 for k in ancestof5) = {1, 3,5}.

In the rest of the paper, we focus on specific sets of honzegfiicients—or simplynonzero
patterns—for the decomposition vectax. In particular, we assume that we are given affree
whosep nodes are indexed hyin {1, ..., p}. We want the nonzero patternseofo form aconnected
and rooted subtre®f 7; in other words, if ancestéf) C {1,...,p} denotes the set of indices
corresponding to the ancestaf the nodej in T (see Figuré]1), the vector obeys the following
rule

aj # 0= [aK # 0 for allk in ancestofj)|. 1)

Informally, we want to exploit the structure af in the following sense: the decomposition of any
signalx can involve a dictionary elemedt only if the ancestors al! in the treeT are themselves
part of the decomposition

We now review previous work that have considered the spgspeogimation problem with
tree-structured constrairfi] (1). Similarly to traditiorsplarse coding, there are basically two lines
of research, that either (A) deal with nonconvex and contbitel formulations that are in general
computationally intractable and addressed with greedgriilgns, or (B) concentrate on convex
relaxations solved with convex programming methods.

2.1 Nonconvex Approaches

For a given sparsity levad> 0 (number of nonzero coefficients), the following nonconpesxblem

1 " .
min EHx —Dal3 such that condition[}1) is respected (2)
ae

loflo<s

3. Our analysis straightforwardly extends to the case ofestof trees; for simplicity, we consider a single tree
4. We consider that the set of ancestors of a node also ceritemode itself.
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has been addressed by Barahiuk (19p9); BaraniuK et al.[{20@2 context of wavelet approxima-
tions with a greedy procedure. A penalized version of prob(@) (that adds\||a ||o to the objective
function in place of the constraifjtt||o < s) has been considered py Donpfio (J997). Interestingly,
the algorithm we introduce in Sectigh 3 shares conceptas livith the dynamic-programming
approach of Donold (19P7), which was also used by Baraniak §201(), in the sense that the
same order of traversal of the tree is used in both procedifesinvestigate more thoroughly the
relations between our algorithm and this approach in Appefld

Problem [R) has been further studied for structured corspresensing[(Baraniuk et]dql., 2010),
with a greedy algorithm that builds updn Needell and Tyd@@®. Finally,[Huang et &l (20p9)
have proposed a formulation related[fo (2), with a noncoipemalty based on information-theoretic
criteria.

2.2 Convex Approach

We now turn to a convex reformulation of the constra[jt (Lhich is the starting point for the
convex optimization tools we develop in Sect[¢n 3.

2.2.1 HERARCHICAL SPARSITY-INDUCING NORMS

Condition (1) can be equivalently expressed by taking itgrapositive, thus leading to an intuitive
way of penalizing the vectar to obtain tree-structured nonzero patterns. More pragidefining
descendartf) C {1,...,p} analogously to ancestg for j in {1,...,p}, condition [1) amounts
to saying thaif a dictionary element is not used in the decompositiondéscendants in the tree
should not be used eitheFormally, this writes down

a; =0= [ax=0forallkin descendarf)|. (3)

From now on, we denote hy the set defined by = {descendattf); j € {1,...,p}}, and refer to
each membeg of G as agroup (Figure[R). To obtain a decomposition with the desired priyp@),
one can naturally penalize tmimberof groupsg in g that are “involved” in the decomposition
of X, i.e., that record at least one nonzero coefficierd:of

1 if there existsj € g such thatrj # 0,
0 otherwise

3 &, with 89 = { 4

geg

While this intuitive penalization is nonconvex (and notmwentinuous), a convex proxy has been

introduced by Zhao et pl[ (2009). It was further considengfBach {200B)[ Kim and Xig (2010);
Bchmidt and MurpHy{(2010) in several different contexts. &ty vectora € RP, let us define

Q) 2 3 wyfagl.

geg

whereaq is the vector of sizg whose coordinates are equal to those@ dor indices in the seg,
and O otherwifd The notation||.| stands in practice either for thg- or £e-norm, and(wy)geq

5. Note the difference with the notatiery, which is often used in the literature on structured sparaihereag is a
vector of sizeg|.
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denotes some positive weigfitsAs analyzed by Zhao et]alf (2009) ahd Jenatton kt[al. [2009),
when penalizing byQ, some of the vectors g are set to zero for somg e G [1 Therefore, the
components ofx corresponding to some complete subtrees ofire set to zero, which exactly
matches conditio{}(3), as illustrated in Fig{ife 2.

="

Figure 2: Left: example of a tree-structured set of groggglashed contours in red), corresponding
to a tree7 with p = 6 nodes represented by black circles. Right: example of esispgattern
induced by the tree-structured norm corresponding tdhe groups{2,4},{4} and{6} are set to
zero, so that the corresponding nodes (in gray) that forrtreses of7 are removed. The remaining
nonzero variable$1,3,5} form a rooted and connected subtreerof This sparsity pattern obeys
the following equivalent rules: (i) if a node is selectede Hame goes for all its ancestors. (ii) if a
node is not selected, then its descendant are not selected.

Note that although we have presented for simplicity thisdrighical norm in the context of a
single tree with a single element at each node, it can easiéxtended to the case of forests of trees,
and/or trees containing arbitrary numbers of dictionagnmaints at each node (with nodes possibly
containing no dictionary element). More broadly, this fotation can be extended with the notion
of tree-structuredgroups, which we now present:

Definition 1 (Tree-structured set of groups.)

A set of groups; é{g}geg is said to be tree-structured ifiL, ..., p}, if Uges9=1{1,..., p} and if
forallg,he g, (gnh+#0) = (g C horhC g). For such a set of groups, there exists a (non-unique)
total order relation= such that:

g=h= {gCh or gnh=0}.

Given such atree-structured set of grogpand its associated norf, we are interested throughout
the paper in the following hierarchical sparse coding pobl

min f(a) +AQ(a), (5)

acRP

whereQ is the tree-structured norm we have previously introdutieel hon-negative scalaris a
regularization parameter controlling the sparsity of thieitsons of [$), andf a smooth convex loss

6. For a complete definition d for any ¢4-norm, a discussion of the choice qf and a strategy for choosing the
weightswy (seg Zhao et @lf, 20pP; Kim and X|r|g, 2p10).

7. It has been further shown by Bhdh (2D10) that the convezlepe of the nonconvex function of E{] (4) is in f&2t
with ||.|| being thele-norm.
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function (see Sectiof] 3 for more details about the smoothassumptions ofi). In the rest of the
paper, we will mostly use the square ldgs() = 3|)x — Da |3, with a dictionaryD in R™P, but the
formulation of Eq. [(6) extends beyond this context. In gaitir one can chooskto be the logistic
loss, which is commonly used for classification problemg.(esed Hastie et b[., 2409).

Before turning to optimization methods for the hierarchgarse coding problem, we consider
a particular instance. Theparse group Lasswas recently considered py Sprechmann gf al. (2010)
and[Friedman et hI[ (20[10) as an extension of the group Lddéeanm and Lih [2006). To induce
sparsity both groupwise and within groups, Sprechmann] Pail() and Friedman etlall (2010)
add an¢; term to the regularization of the group Lasso, which giveradifoon 2 of {1,...,p} in
disjoint groups yields a regularized problem of the form

1
min =[x — Dal[2 + A a Nall4.
ueRPZH 12+ g;?” gll2+ Al

Since# is a patrtition, the set of groups in and the singletons form together a tree-structured set
of groups according to definitidh 1 and the algorithm we wéllzelop will therefore be applicable
to this problem.

2.2.2 CPTIMIZATION FOR HIERARCHICAL SPARSITY-INDUCING NORMS

While generic approaches like interior-point methgds (@awnd Vandenberghg, 2004) and subgra-
dient descent schemds (Berts¢kas, 11999) might be used wittethe nonsmooth norrt2, several
dedicated procedures have been proposed.

In Zhao et a). [[20049), a boosting-like technique is usedhipath-following strategy in the
specific case wherg || is the/,-norm. Based on the variational equality

1R
”qu:Z@ﬂQE[;z_ﬁzj]’ (6)

Kim and Xing (201ID) follow a reweighted least-square schenag is well adapted to the square
loss function. To the best of our knowledge, a formulatiorthi$ type is however not available
when ||| is the {»-norm. In addition it requires an appropriate smoothing éadme provably
convergent. The same approach is considerdd by Bach|(20@8)uilt upon an active-set strategy.
Other proposed methods consist of a projected gradienedesdth approximate projections onto
the ball {u € RP; Q(u) < A} (Bchmidt and Murply] 201L0), and an augmented-Lagrangiaadba
technique [(Sprechmann ef 4., 2010) for solving a partictdae with two-level hierarchies.

While the previously listed first-order approaches are ¢sp4function dependent, and/or (2)
not guaranteed to achieve optimal convergence rates, raf&)/aot able to yield sparse solutions
without a somewhat arbitrary post-processing step, weqe®po resort to proximal methdiihat
do not suffer from any of these drawbacks.

3. Optimization

We begin with a brief introduction to proximal methods, resagy to present our contributions.
From now on, we assume thits convex and continuously differentiable with Lipschitzatinuous

8. Note that the authors #1. (3010) have consigemedmal methods for general group structgrevhen||. |
is the/,-norm; due to a smoothing of the regularization term, theveayence rate obtained therein is suboptimal.
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gradient. It is worth mentioning that there exist variousqimal schemes in the literature that differ
in their settings (e.g., batch versus stochastic) andéatisumptions made dn For instance, the
material we develop in this paper could also be applied tmefdtochastic frameworks (Duchi and
2010) and to possiblysnowoth functiond (e.g., Duchi and
Singer, ; Combettes and Pesquet,| 2010,ed@mebnces therein). Finally, most of
the technical proofs of this section are presented in Appdsidor readability.

3.1 Proximal Operator for the Norm Q

Proximal methods have drawn increasing attention in theasigrocessing (e.d., Becker e} fl., 2009;
Wright et al.,| 2009] Combettes and Pespjliet, 010, and numeederences therein) and the ma-
chine learning communities (e.¢., Bach gt pl., 2011, areteates therein), especially because of
their convergence rates (optimal for the class of first-oteehniques) and their ability to deal with
large nonsmooth convex problems (e[g., Nestdrov,| 2007 Bed Teboulle[ 2009). In a nutshell,
these methods can be seen as a natural extension of gradeed-techniques when the objective
function to minimize has a nonsmooth part. Proximal metha@siterative procedures. The sim-
plest version of this class of methods linearizes at eachtitm the functionf around the current
estimated, and this estimate is updated as the (unique by strong cidyegrlution of theproximal
problem, defined as follows:

. N N . L N
min f(&)+ (a—a) Of (@) +AQ(a) + = ||a — al|3.
aeRP 2

The quadratic term keeps the update in a neighborhood wihisrelose to its linear approximation,
andL > 0 is a parameter which is an upper bound on the Lipschitz aohsif [1f. This problem
can be equivalently rewritten as:

min H
acRP 2
Solvingefficientlyandexactlythis problem is cruual to enjoy the fast convergence rat@saximal
methods. In addition, when the nonsmooth tenis not present, the previous proximal problem

exactly leads to the standard gradient update rule. Morergéy, we define theroximal operator

a——Df H + - Q (a).

Definition 2 (Proximal Operator)
The proximal operator associated with our regularizatienm AQ, which we denote by Prgy, is
the function that maps a vectare RP to the unique solution of

1 5
min 2 [u—VIZ+AQ(). ™)

This operator was initially introduced fy Mor¢qu (1962) emgralize the projection operator onto
a convex set. What makes proximal methods appealing fomgpsparse decomposition problems
is that this operator can be often computed in closed-foron.iristance,

* When Q is the /;-norm—that is,Q(u) = ||u||1, the proximal operator is the well-known
elementwise soft-thresholding operator,
0 if Juj| <A

Vie{l,...,p}, uj— sign(uj)(Juj|—A); :{sign(u,-)(\uj\—A) otherwise
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« WhenQ is a group-Lasso penalty with-norms—that isQ(u) = ¥ gc; |[Ugll2, With G being
a partition of{1,..., p}, the proximal problem iseparablein every group, and the solution
is a generalization of the soft-thresholding operator tugs of variables:

0 if [ugll2 <A
Vge g ug—Ug—T,aalUg] = 9§ Juglo—2

[ujgll2

ug otherwise

wherell| <) denotes the orthogonal projection onto the ball ofér@orm of radiush.

* WhenQ is a group-Lasso penalty with,-norms—that isQ(u) = ¥ < [|Ug|l», the solution
is also a group-thresholding operator:

Vge g, Ug— ug—T <alug],

wherel| |, <) denotes the orthogonal projection onto theball of radiusA, which can be
solved inO(p) operations|(Bruckef, 19B4; Maculan and Galdino de PauRg)1Note that
when||uglls <A, we have a group-thresholding effect, with — Iy, <x[ug] = O.

More generally, a classical result (see, d.g., Combet@®asquel, 201 9; Wright et]dl., 2009) says
that the proximal operator for a north|| can be computed as the residual of the projection of a
vector onto a ball of the dual-norm denoted |by,, and defined for any vecterin RP by ||k ||, =
ma>q|z‘|glzTK.ﬁ This is a classical duality result for proximal operatoradimg to the different
closed forms we have just presented. We have indeed thaf Ryex Id — M ,<) and Prox ., =
Id—TTj.,<x- Obtaining such closed forms is, however, not possible amgras soon as some groups
in g overlap, which is always the case in our hierarchical sgttith tree-structured groups.

3.2 A Dual Formulation of the Proximal Problem

We now show that Eq[](7) can be solved using a dual approactestsibed in the following
lemma. The result relies on conic dualify (Boyd and Vandegiis[2004), and does not make any
assumption on the choice of the nofm:

Lemma 1 (Dual of the proximal problem)
Letu € RP and let us consider the problem

=3l 3 @, -1 ®

stvgeg, & <Aayand& =0if j ¢ g,

whereé = (Eg)geg and E? denotes the j-th coordinate of the vectrin RP. Then, problemd7)
and (8) are dual to each other and strong duality holds. Initdd, the pair of primal-dual vari-
ables{v,&} is optimal if and only if is a feasible point of the optimization problefj (8), and

V=U-Y4,& and Vge g, & =T cre,(Vg+E?), 9)

where we denote by |, <aw, the orthogonal projection onto the balk € RP; [|K|[.. < Awy}.

9. Itis easy to show that the dual norm of ttyenorm is thelo-norm itself. The dual norm of th&, is the/1-norm.
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Note that we focus here on specific tree-structured growpshé previous lemmais valid regardless
of the nature ofg. The rationale of introducing such a dual formulation is dm&ider an equiva-
lent problem to [[7) that removes the issue of overlappingigsaat the cost of a larger number of
variables. In Eq.[{7), one is indeed looking for a vectaf size p, whereas one is considering a
matrix & in RP*I1in Eq. (@) withy o ; |g] nonzero entries, but with separable (convex) constraints
for each of its columns.

This specific structure makes it possible to use block coatdiascen{ (Bertsekds, 1999). Such
a procedure is presented in Algoritfin 1. It optimizes setjainEq. (§) with respect to the vari-
able&9, while keeping fixed the other variablé%, forh+g. Itis easy to see from Ed](8) that such
an update of a colum&?, for a groupg in G, amounts to computing the orthogonal projection of
the vectomug — zh¢g€% onto the ball of radiudwy of the dual norni|. ..

Algorithm 1 Block coordinate ascent in the dual
Inputs:u € RP and set of groups .
Outputs:(v,§) (primal-dual solutions).
Initialization: & = 0.
while ( maximum number of iterations not reachedo
for ge g do
&9 M oray (U= Tnsg€"] -
end for
end while

VU= Ygeq g9

3.3 Convergence in One Pass

In general, Algorithn{]1 is not guaranteed to solve exactly @yin a finite number of iterations.
However, when|.|| is the/,- or ¢,,-norm, and provided that the groupsdnare appropriately or-
dered, we now prove that onfyne pasof Algorithm[i, i.e., only one iteration over all groups, is
sufficient to obtain the exact solution of Efj. (7). This résohstitutes the main technical contribu-
tion of the paper and is the key for the efficiency of our prared

Before stating this result, we need to introduce a lemma siwpthat, given two nested groups
g,h such thaty C h C {1,...,p}, if &% is updated beforféh in Algorithm [, then the optimality
condition for&? is not perturbed by the update &ﬂ

Lemma 2 (Projections with nested groups)
Let ||.|| denote either the,- or /.-norm, and g and h be two nested groups—that is; Iy C
{1,...,p}. Letu be a vector inRP, and let us consider the successive projections

92T <, (ug) and E" =1 - (un—&%),
with tg,t, > 0. Let us introducey = u — &% — & The following relationships hold

&8 =M Jorwy (Vg +&%) and & =TT o, (Vh+E").

The previous lemma establishes the convergence in one padgosithm [l in the case wherg
only contains two nested groupsC h, provided tha&? is computed beforéh. Let us illustrate

10
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this fact more concretely. After initializing® and Eh to zero, Algorithm[JL first update®’ with
the formulag? « M) | <, (Ug), and then performs the following updatd* M <ren (Un—E9)
(where we have used th&¥ = E?h sinceg C h). We are now in position to apply Lemnfja 2 which

states that the primal/dual variabl{as&g,ih} satisfy the optimality conditiong](9), as described in
Lemma[lL. In only one pass over the groygsh}, we have in fact reached a solution of the dual
formulation presented in EJ](8), and in particular, theisoh of the proximal problen ](7).

In the following proposition, this lemma is extended to gah&ee-structured sets of grougs

Proposition 1 (Convergence in one pass)

Suppose that the groups én are ordered according to the total order relation and that the norm
||.|| is either thel,- or £,-norm. Then, after initializing; to 0, a single pass of Algorithf) 1 over
with the order= yields the solution of the proximal probleifj (7).

Proof The proof largely relies on Lemnfd 2 and proceeds by induct®y definition of Algo-
rithm 1, the feasibility of is always guaranteed. We consider the following inductigpdthesis

s (h) £ {¥g < h, itholds thate® = M| | o, (U — Tg=nE¥]g+E%)}.

Since the dual variablesare initially equal to zero, the summation oggr h, g # gis equivalent
to a summation ovey' # g. We initialize the induction with thérst group ing, that, by definition
of <, does not contain any other group. The first step of Algorifheasily shows that the induction
hypothesisy is satisfied for this first group.

We now assume that (h) is true and consider the next grobfph < I, in order to prove that
# (H) is also satisfied. We have for each graug h,

£ =) crwy (U~ Sg<nE¥ g +E9) = M) cray ([U — Sg<nE? +E% ).

Since&lg, = &9 for g C i, we have

[u— 29’5hzg/]|h’ =[u— Zg/jhzg/]m/ +&9 -89 =u-— Zg’jh&g/ + Eg]‘h/ — &9,

and following the update rule for the grobf

€ =N sray (U= Sg=n& 1) =M r, (U= Sg=nE” + & — E9).

At this point, we can apply Lemmfg 2 for each grogie h, which proves that the induction hy-
pothesiss/ (1) is true. Let us introduce = u — Yo &0, We have shown that for alf in g,

g9 = )1 <Aay (Vig + &9%). As a result, the paifv, &} satisfies the optimality conditionf] (9) of prob-
lem (8). Therefore, after one complete pass ayerg, the primal/dual pai{v,&} is optimal, and
in particular,v is the solution of problen{}7). [ |

Using conic duality, we have derived a dual formulation @& gnoximal operator, leading to Algo-
rithm [l which is generic and works for any notfrj|, as long as one is able to perform projections
onto balls of the dual norr.||... We have further shown that whérn| is the/,- or the/,-norm, a
single pass provides the exact solution when the grgupse correctly ordered. We show however
in Appendix[q, that, perhaps surprisingly, the conclusiohBropositionJL do not hold for general
lq-norms, ifq ¢ {1,2,}. Next, we give another interpretation of this result.

11
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3.4 Interpretation in Terms of Composition of Proximal Operators

In Algorithm |j|, since all the vector&? are initialized to0, when the group is considered, we
have by inductioru — zhigéh =u-— zhjgih. Thus, to maintain at each iteration of the inner loop
V=u-— 2h¢gﬁh one can instead updateafter updatingg? according tov <— v — &9. Moreover,
since &Y is no longer needed in the algorithm, and since only the esioi v indexed byg are
updated, we can combine the two updates inga— vig — M) |, <xw, (Vig), l€ading to a simplified
Algorithm [3 equivalent to Algorithn] 1.

Algorithm 2 Practical Computation of the Proximal Operator fgr or £,-norms.
Inputs:u € RP and an ordered tree-structured set of grogps
Outputs:v (primal solution).
Initialization: v = u.
for ge g, following the order=<, do
Vig = Vig = M) . <y (Vig)-
end for

Actually, in light of the classical relationship betweeroximal operator and projection (as
reminded Sectiop 3.1), it is easy to show that each update v,g— |_||H|*S)\wg(v‘g) is equivalent to
Vig = ProXgy, || [Vg]. To simplify the notations, we define the proximal operatrd groupg in G

as Prof(u) £ Prox, || (Ug) for every vectou in RP.
Thus, Algorith in fact performs a sequencepgiroximal operators, and we have shown the
following corollary of Propositior]1:

Corollary 1 (Composition of Proximal Operators)
Letg < ... < Om Such thatg = {g1,...,9m}. The proximal operator Prgx associated with the
normQ can be written as the composition of elementary operators:

Prox,g = Proxd o ...oProxd.

3.5 Efficient Implementation and Complexity

Since Algorithn[P involves projections on the dual balls (respectively theand the/;-balls for
the /»- and ¢-norms) of vectors iRP, in a first approximation, its complexity is at mastp?),
because each of these projections can be comput&dph operations 4; Maculan
and Galdino de Paula, 1989). But in fact, the algorithm perfoone projection for each growp

involving |g| variables, and the total complexity is therefc@e{ Ygcq ]g]). By noticing that ifg

andh are two groups with the same depth in the tree, therh = 0, it is easy to show that the
number of variables involved in all the projections is ldsat or equal ta p, whered is the depth
of the tree:

Lemma 3 (Complexity of Algorithm B))
Algorithm [ gives the solution of the primal problem Hg. (7)3(pd) operations, where d is the
depth of the tree.

Lemma[B should not suggest that the complexity is linegs,isinced could depend op as well,
and in the worst case of a chain= p— 1. However, in a balanced treg= O(log(p)). In practice,

12
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Algorithm 3 Fast computation of the Proximal operator femorm case.

Require: u € RP (input vector), set of groups, (wg)ges (POSitive weights), andy (root of the
tree).

Variables:p = (pg)geg IN RI¢| (scaling factors)y in RP (output, primal variable).

conput eSgNor m(gp).

recursi veScal i ng(go,1).

Return v (primal solution).

Procedureconput eSgNor m(g)
1: Compute the squared norm of the groug:« ||ur00t(g)||§+ Y hechildren(g) COMpuUt eSqNor m(h).
2: Compute the scaling factor of the groym; « (1—Awy/,/Mg) , -
3: Return ngpg.
Procedurer ecur si veScal i ng(g,t)
1. Pg < tpg.

Vroot(g) <~ PgUroot(g)-
: for h € childreng) do

recursi veScal i ng(h,pg).
end for

a kR wn

the structures we have considered experimentally areveiatflat, with a depth not exceeding
d =5, and the complexity is therefore almost linear.

Moreover, in the case of the-norm, it is actually possible to propose an algorithm wibime
plexity O(p). Indeed, in that case each of the proximal operators Pi® scaling operation:
Vg < (1—Awy/|vgll2) , vig- The composition of these operators in Algorithn 1 thusesponds
to performing sequences of scaling operations. The ideiathéigorithm[3 is that the correspond-
ing scaling factors depend only on the norms of the sucaesssiduals of the projections and that
these norms can be computed recursively in one pass thrdugbdas inO(p) operations; finally,
computing and applying all scalings to each entry takes #ganO(p) operations.

To formulate the algorithm, two new notations are used: fgnoaipg in G, we denote by rody)
the indices of the variables that are at the root of the selutoeresponding tgffqand by childrefig)
the set of groups that are the children of f@ptin the tree. For example, in the tree presented
in Figure[®, root{3,5,6})= {3}, root({1,2,3,4,5,6}) = {1}, children{3,5,6})={{5},{6}}, and
children({1,2,3,4,5,6})={{2,4},{3,5,6}}. Note that all the groups of childrég) are necessarily
included ing. The next lemma is proved in Appendik B.

Lemma 4 (Correctness and complexity of Algorithm[B)
When||.|| is chosen to be th&-norm, Algorithm[B gives the solution of the primal problemn §)
in O(p) operations.

So far the dictionaryd was fixed to be for example a wavelet basis. In the next secten
apply the tools we developed for solving efficiently probl@) to learn a dictionary) adapted to
our hierarchical sparse coding formulation.

10. As a remainder, ro(g) is not a singleton when several dictionary elements areideresd per node.
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4. Application to Dictionary Learning

We start by briefly describing dictionary learning.

4.1 The Dictionary Learning Framework

Let us consider a s& = [x},...,x"] in R™" of n signals of dimensiom. Dictionary learning is a
matrix factorization problem which aims at representingsthsignals as linear combinations of the
dictionary elementghat are the columns of a matifix= [d*,...,dP] in R™P, More precisely, the
dictionaryD is learnedalong with a matrix olecomposition coefficients= [a,...,a"] in RP*",

so thatx' ~ Da' for every signak'.

While learning simultaneouslp and A, one may want to encode specific prior knowledge
about the problem at hand, such as, for example, the pogitfithe decomposition (Lee and
Seung[1999), or the sparsity Af{Olshausen and Figlfi, 1997; Aharon 6tfal., 2006; Lee]dtG0]2
Mairal et al. [2010a). This leads to penalizing or constrgi{D,A) and results in the following
formulation:

101 , ,
=Y | Z|IX = Da'||Z + AW(d 10
DEZTL\”@niZ[z”X ol 3+ Aw(a)], (10)

wherea and® denote two convex sets alélis a regularization term, usually a norm or a squared
norm, whose effect is controlled by the regularization paterA > 0. Note thatp is assumed to
be bounded to avoid any degenerate solutions of Prollefn @d))instance, the standasgparse
codingformulation takes¥ to be the/;-norm, D to be the set of matrices R™P whose columns
have unitf>-norm, with 2 = RP*" ([Olshausen and Fi¢ldl, 199[7; Lee e} fl., 2007; Mairal kt al.,
PO10R).

However, this classical setting treats each dictionamnel& independently from the others, and
does not exploit possible relationships between them. Toeeinthe dictionary in a tree structure,
we therefore replace thig-norm by our hierarchical norm and $ét= Q in Eq. (10).

A question of interest is whether hierarchical priors argerappropriate in supervised settings
or in the matrix-factorization context in which we use it.idthot so common in the supervised
setting to have strong prior information that allows us tgamize the features in a hierarchy. On
the contrary, in the case of dictionary learning, since tioena are learned, one can argue that the
dictionary elements learned witlaveto match well the hierarchical prior that is imposed by the
regularization. In other words, combining structured tagmation with dictionary learning has
precisely the advantage that the dictionary elementsseiftorganizeo match the prior.

4.2 Learning the Dictionary

Optimization for dictionary learning has already beennsteely studied. We choose in this paper
a typical alternating scheme, which optimizes in trrand A = [a,...,a"] while keeping the
other variable fixed[(Aharon et Jal., 2006; Lee et pl., 2007irMaet al|,[2010af] Of course,
the convex optimization tools we develop in this paper dagtschange the intrinsic non-convex
nature of the dictionary learning problem. However, thdyesthe underlying convex subproblems
efficiently, which is crucial to yield good results in pradi In the next section, we report good
performance on some applied problems, and we show empjritalt our algorithm is stable and

11. Note that although we use this classical scheme for &itypit would also be possible to use the stochastic apgroa
proposed by Mairal et hi[ (20]0a).
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does not seem to get trapped in bad local minima. The maiauwiffiof our problem lies essentially
in the optimization of the vectors', i in {1,...,n} for D fixed, sincen may be large, and since it
requires to deal with the nonsmooth regularization t€imThe optimization of the dictionarp
(for A fixed), which we discuss first, is in general easier.

Updating the dictionary D.  We follow the matrix-inversion free procedure/of Mairal Bi{E0104)
to update the dictionary. This method consists in iterdbilogk-coordinate descent over the columns
of D. Specifically, we assume that the domain®sédtas the form

Dy = (D e R™P, W|dl|1+ (1-pld |2 <1, forall j e {1,...,p}}, (11)

or D £ QDHHRTX P, with u € [0,1]. The choice for these particular domain sets is motivated
by the experiments of Sectidh 5. For natural image patcihesdictionary elements are usually
constrained to be in the unip-norm ball (i.e.,2 = D), while for topic modeling, the dictionary
elements are distributions of words and therefore belongeaimplex (i.e.» = »;"). The update

of each dictionary element amounts to performing an Euahidarojection, which can be computed
efficiently (Mairal et a].[2010a). Concerning the stoppimigerion, we follow the strategy from the
same authors and go over the column®aidnly a few times, typically 5 times in our experiments.
Although we have not explored locality constraints on thetidhary elements, these have been
shown to be particularly relevant to some applications sigchatch-based image classification (Yu
et al.,[2009). Combining tree structure and locality caists is an interesting future research.

Updating the vectorsa'. The procedure for updating the columns/Afis based on the results
derived in Sectioff 3}3. Furthermore, positivity constisican be added on the domain/Af by
noticing that for our norn®2 and any vectou in RP, adding these constraints when computing the
proximal operator is equivalent to solving mife 3//[u] . —Vv||5+AQ(v). This equivalence is proved
in Appendix[B.p. We will indeed use positive decompositidmsnodel text corpora in Sectidh 5.
Note that by constraining the decompositiasto be nonnegative, some entrie%: may be set

to zero in addition to those already zeroed out by the n@mAs a result, the sparsity patterns
obtained in this way might not satisfy the tree-structureddition (1) anymore.

5. Experiments

We next turn to the experimental validation of our hieracehsparse coding.

5.1 Implementation Details

In Section[3]3, we have shown that the proximal operatorcietsnl toQ can be computed exactly
and efficiently. The problem is therefore amenable to faskipral algorithms that are well suited
to nonsmooth convex optimization. Specifically, we havedtihe accelerated scheme from both
Nesterol[(2047) anfd Beck and Tebdu(le (2009), and finallgdfar the latter since, for a compara-
ble level of precision, fewer calls of the proximal operadoe required. The basic proximal scheme
presented in Sectidn 3.1 is formalized oy Beck and TeQoRl®¥) as an algorithm called ISTA;
the same authors propose moreover an accelerated vari&i ,Fvhich is a similar procedure,
except that the operator is not directly applied on the curestimate, but on an auxiliary sequence
of points that are linear combinations of past estimatess [akter algorithm has an optimal conver-
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gence rate in the class of first-order techniques, and deasafor warm restarts, which is crucial
in the alternating scheme of dictionary learnfdg.

Finally, we monitor the convergence of the algorithm by &g the relative decrease in the
cost functiorﬁ Unless otherwise specified, all the algorithms used in theviing experiments
are implemented it/ C++, with a Mat| ab interface. Our implementation is freely available at
http://www. di.ens.fr/wllow SPAVS .

5.2 Speed Benchmark

To begin with, we conduct speed comparisons between ouoagpiand other convex programming
methods, in the setting whefe is chosen to be a linear combinationéfnorms. The algorithms
that take part in the following benchmark are:

« Proximal methods, with ISTA and the accelerated FISTA masi{Beck and Tebou]lg, 2009).

« A reweighted-least-square scheme (RE-as described by Jenatton e}t &I. (2099); Kim and [Xing
(R010). This approach is adapted to the square loss, siosectform updates can be u§gd.

« Subgradient descent, whose step size is taken to be etjued &a/(k+b) ora/(vk+b) (re-
spectively referred to as SG and $fg, wherek is the iteration number, an@,b) are the befq
parameters selected on the logarithmic @) € {1074,...,10°} x {1072,...,10°}.

« A commercial softwareMpsek, available ahtt p: // ww. nosek. conl) for second-order cone
programming (SOCP).

Moreover, the experiments we carry out cover various gtinwith notably different sparsity
regimes, i.e., low, medium and high, respectively corradpm to about 50%40% and 1% of
the total number of dictionary elements. Eventually, afiaed results are obtained on a single
core of a 3.07Ghz CPU with 8GB of memory.

5.2.1 HERARCHICAL DICTIONARY OF NATURAL IMAGE PATCHES

In this first benchmark, we consider a least-squares ragrepsoblem regularized b§ that arises
in the context of denoising of natural image patches, abéueexposed in Sectidn b.4. In particular,
based on a hierarchical dictionary, we seek to reconstroislyriL6x 16-patches. The dictionary
we use is represented on Figlfe 7. Although the problemvegoh small number of variables,
i.e., p= 151 dictionary elements, it has to be solved repeatedlyefus bf thousands of patches, at
moderate precision. It is therefore crucial to be able teestiis problem quickly and efficiently.

We can draw several conclusions from the results of the sitiouls reported in Figurg 3. First,
we observe that in most cases, the accelerated proximamscperforms better than the other
approaches. In addition, unlike FISTA, ISTA seems to suffaron-sparse scenarios. In the least
sparse setting, the reweightégscheme is the only method that competes with FISTA. Itis hewe
not able to yield truly sparse solutions, and would theeeftged a subsequent (somewhat arbitrary)
thresholding operation. As expected, the generic teclesiguch as SG and SOCP do not compete
with dedicated algorithms.

12. Unless otherwise specified, the initial stepsize in IFTBTA is chosen as the maximum eigenvalue of the sampling
covariance matrix divided by 100, while the growth factothie line search is set ta3

13. We are currently investigating algorithms for compgtiduality gaps based on network flow optimization
tools (Mairal et g.[201Qb).

14. The computation of the updates related to the varidtfonaulation @) also benefits from the hierarchical stouet
of g, and can be performed @(p) operations.

15. “The best step size” is understood as being the stepesizinlg to the smallest cost function after 500 iterations.
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Figure 3: Benchmark for solving a least-squares regregsiololem regularized by the hierarchical
normQ. The experiment is small scale,= 256 p = 151, and shows the performances of six opti-
mization methods (see main text for details) for three weélregularization. The curves represent
the relative value of the objective to the optimal value asr&fion of the computational time in
second on a log/log,, scale. All reported results are obtained by averaging 5.runs
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Figure 4: Benchmark for solving a large-scale multi-cldsssification problem for four optimiza-

tion methods (see details about the datasets and the madthdigls main text). Three levels of
regularization are considered. The curves represent ldeveevalue of the objective to the optimal
value as a function of the computational time in second omgldog,, scale. In the highly regu-

larized setting, tuning the step-size for the subgradiemtetd out to be difficult, which explains the
behavior of SG in the first iterations.

5.2.2 MULTI-CLASS CLASSIFICATION OF CANCER DIAGNOSIS

The second benchmark explores a different supervisedihgpsetting, wheref is no longer the
square loss function. The goal is to demonstrate that oum@attion tools apply in various scenar-
ios, beyond traditional sparse approximation problemsthifoend, we consider a gene expression
datasdf in the context of cancer diagnosis. More precisely, we farua multi-class classification
problem where the numben of samples to be classified is small compared to the nurplr

16. The dataset we uselid Tumors which is freely available dtt t p: / / www. gems- system or g/ .
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gene expressions that characterize these samples. Eatlthai® corresponds to a gene expression
across then samples, whose class labels are recorded in the vedaR™.

The dataset containm = 308 samplesp = 30017 variables and 26 classes. In addition, the
data exhibit highly-correlated dictionary elements. Iresph by[Kim and Xinp [2010), we build the
tree-structured set of groups using Ward's hierarchical clustering_(Johrispn, 1967) engéne
expressions. The nor built in this way aims at capturing the hierarchical struetof gene
expression networks$ (Kim and Xing, 2010).

Instead of the square loss function, we consider the muitiablogistic loss function that is
better suited to deal with multi-class classification peoi$ (see, e.g|, Hastie ef al., 2009). As
a direct consequence, algorithms whose applicabilityialycdepends on the choice of the loss
function f are removed from the benchmark. This is the case with revadgh schemes that do
not have closed-form updates anymore. Importantly, thecehof the multinomial logistic loss
function leads to an optimization problem over a matrix wdtmensionsp times the number of
classes (i.e., a total of 300%726 ~ 780000 variables). Also, due to scalability issues, generi
interior point solvers could not be considered here.

The results in Figur§] 4 highlight that the accelerated pnaischeme performs overall better
that the two other methods. Again, it is important to note: Hodh proximal algorithms yield sparse
solutions, which is not the case for SG.

5.3 Denoising with Tree-Structured Wavelets

We demonstrate in this section how a tree-structured spadarization can improve classi-
cal wavelet representation, and how our method can be usefficntly solve the correspond-
ing large-scale optimization problems. We consider two eletvorthonormal bases, Haar and
Daubechies3 (sge Ma]lft, 1999), and choose a classicaitieadtructure on the coefficients, which

has notably proven to be useful for image compression pmub@araniuk[ 1999). This experiment
follows the approach df Zhao ef]af. (2009) who used the saesestiructured regularization in the

case of small one-dimensional signals, and the approdchamiiik et gl.[(20]0) and Huang et al.
(R009) images where images were reconstructed from cosgatesensing measurements with a
hierarchical nonconvex penalty.

We compare the performance for image denoising of both maeoand convex approaches.
Specifically, we consider the following formulation

min ~|x— Dat[3 + (@) = min 10" x— a3+ A(c)
whereD is one of the orthonormal wavelet basis mentioned aboi®the input noisy imageDa

is the estimate of the denoised image, gnid a sparsity-inducing regularization. Note that in this
casem= p. We first consider classical settings whdrés either the/;-norm— this leads to the
wavelet soft-thresholding method|of Donoho and Johns{b8@8%)— or the/p-pseudo-norm, whose
solution can be obtained by hard-thresholding (see NiIB89). Then, we consider the convex
tree-structured regularizatidd defined as a sum @b-norms (.-norms), which we denote kg,
(respectivelyQ, ). Since the basis is here orthonormal, solving the cormdipg decomposition
problems amounts to computing a single instance of the praixoperator. As a result, whep

is Qy,, we use Algorithnf]3 and faR,,,, Algorithm 2 is applied. Finally, we consider the nonconvex
tree-structured regularization used [by Baraniuk ptfall§2@enoted here b&%ee, which we have
presented in Eq[](4); the implementation detailsfi5f can be found in Appendix]A.
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Haar
o | 4 [0.0012 egee [0.0099 | ¢1 [0.0018 | Q, [0.0125 | Q,, [0.022]]
5 34.48 34.78 35.52 35.89 35.79
10 29.63 30.24 30.74 31.40 31.23
PSNR | 25 24.44 25.27 25.30 26.41 26.14
50 21.53 22.37 20.42 23.41 23.05
100 19.27 20.09 19.43 20.97 20.58
5 - .30+.23 1.044+.31 | 141+ .45 1314+ .41
10 - .60+ .24 1.10+.22 | 1.76+.26 1.59+ .22
IPSNR| 25 - .83+.13 .86+ .35 1.964 .22 1.694+ .21
50 - .84+ .18 .46+ .28 1.87+.20 1.51+.20
100 - .82+ .14 .15+ .23 1.694+.19 1.304+.19
Daub3
o || 4 [0.0013 egee [0.0099 | ¢1 [0.0017 | Q, [0.0129 | Q,, [0.0204
5 34.64 34.95 35.74 36.14 36.00
10 30.03 30.63 31.10 31.79 31.56
PSNR | 25 25.04 25.84 25.76 26.90 26.54
50 22.09 22.90 22.42 23.90 23.41
100 19.56 20.45 19.67 21.40 20.87
5 - 31+.21 1.104+.23 | 1.494 .34 1.364+.31
10 - .60+.16 1.06+.25 | 1.76+.19 1.53+.17
IPSNR| 25 - .80+.10 71+.28 1.85+.17 1.504+.18
50 - .81+.15 .33+.24 1.80+.11 1.33+.12
100 - .89+ .13 011+ .24 | 1.82+.24 1.30+.17

Table 1: Top part of the tables: Average PSNR measured fodé¢meising of 12 standard im-
ages, when the wavelets are Haar or Daubechies3 wavelefd@gk}, [I99p), for two nonconvex
approaches/f and /3¢ and three different convex regularizations—that is, #he@orm, the tree-
structured sum of,-norms €,), and the tree-structured sum &Qf-norms ,,,). Best results for
each level of noise and each wavelet type are in bold. Bottarngf the tables: Average improve-
ment in PSNR with respect to tifg nonconvex method (the standard deviations are computed ove
the 12 images). CPU times (in second) averaged over all isnaige noise realizations are reported
in brackets next to the names of the methods they correspond t

Compared td Zhao etla[ (2009), the novelty of our approa@ssentially to be able to solve
efficiently and exactly large-scale instances of this mobl We use 12 classical standard test im-
aged|and generate noisy versions of them corrupted by a white skausoise of variance. For
each image, we test several values\ef 240,/logm, with i taken in a specific rand@ We then
keep the parametargiving the best reconstruction error. The faatgylogmis a classical heuristic
for choosing a reasonable regularization parameter[(séeiMB999). We provide reconstruction

17. These images are used in classical image denoising ierics. Se¢ Mairal et [ (2049b).

18. For the convex formulationsranges in{ —15, —14,...,15}, while in the nonconvex caseanges in{ —24,...,48}.
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results in terms of PSNR in Tab[@fd. We report in this table the results whéhis chosen to
be a sum off>-norms or/,-norms with weightswg all equal to one. Each experiment was run 5
times with different noise realizations. In every settimgg observe that the tree-structured norm
significantly outperforms thé,-norm and the nonconvex approaches. We also present a emual
parison on two images on Figufe 5, showing that the treetstred norm reduces visual artefacts
(these artefacts are better seen by zooming on a compueamdciThe wavelet transforms in our
experiments are computed with the matlabPyrTools softfithre

(@)Lena, 0 =25,/1 (b) Lena, 0 = 25,Q, (c)Barb., 0 =50, {1 (d) Barb., 0 = 50,Q,,

Figure 5: Visual comparison between the wavelet shrinkagdeiwith the/;-norm and the tree-
structured model, on cropped versions of the images andBarb.. Haar wavelets are used.

This experiment does of course not provide state-of-theemults for image denoising (see
Mairal et al.,[2009b, and references therein), but showsttieatree-structured regularization sig-
nificantly improves the reconstruction quality for wavsletin this experiment the convex set-
ting Q,, andQ,, also outperforms the nonconvex off¥®f] We also note that the speed of our
approach makes it scalable to real-time applications. i&plthe proximal problem for an image
with m= 512 x 512 = 262144 pixels takes approximately0Q3 seconds on a single core of a
3.07GHz CPU ifQ is a sum off,-norms, and @2 seconds when it is a sum &f-norms. By con-
trast, unstructured approaches have a speed-up factooat &8 with respect to the tree-structured
methods.

5.4 Dictionaries of Natural Image Patches

This experiment studies whether a hierarchical structarehelp dictionaries for denoising natural
image patches, and in which noise regime the potential gaighificant. We aim at reconstructing
corruptedpatches from a test set, after having learned dictionariestmining set ofion-corrupted
patches. Though not typical in machine learning, thissgit reasonable in the context of images,
where lots of non-corrupted patches are easily avaifle.

19. Denoting by MSE the mean-squared-error for images wimbsasities are between 0 and 255, the PSNR is defined
as PSNR= 10log; o(255? /MSE) and is measured in dB. A gain of 1dB reduces the MSE by appiatteiy 20%.

20.http://ww. cns. nyu. edu/ ~eer o/ st eer pyr/ .

21. Itis worth mentioning that comparing convex and nonearapproaches for sparse regularization is a bit difficult.
This conclusion holds for the classical formulation we hased, but might not hold in other settings such as Coifman
and Donoho|(1995).

22. Note that we study the ability of the model to reconstindependent patches, and additional work is required to
apply our framework to a full image processing task, whetehgs usually overlag (Elad and Ahgrpn, 4006; Mairal

et aI.,|200§b).
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noise 50 % 60 % 70 % 80 % 90 %
flat |19.3+0.1/26.8+0.1|{36.74+0.1{50.6+0.0/ 721+ 0.0
tree |186+£0.1{257+£0.1/35.0+0.1/480+0.0{659+£0.3

Table 2: Quantitative results of the reconstruction taskataral image patches. First row: percent-
age of missing pixels. Second and third rows: mean squaseraultiplied by 100, respectively for
classical sparse coding, and tree-structured sparseg-odin

80

701 b

60 b

>0 16 21 31 41 61 81 121 161 181 241 301 321 401

Figure 6: Mean square error multiplied by 100 obtained wBhstructures with error bars, sorted
by number of dictionary elements from 16 to 401. Red plairs bapresents the tree-structured
dictionaries. White bars correspond to the flat dictionaydei containing the same number of
dictionary as the tree-structured one. For readabilitppse, the/-axis of the graph starts at 50.

We extracted 100000 patches of sime- 8 x 8 pixels from the Berkeley segmentation database
of natural images[(Martin et R, 2001), which contains éhhigriability of scenes. We then split
this dataset into a training s¥t,, a validation seX,4, and a test se{;e, respectively of size 50000,
25000, and 25000 patches. All the patches are centered amalmed to have unif,-norm.

For the first experiment, the dictionafy is learned orXy, using the formulation of Eq[(10),
with p= 0 for », as defined in Eq[(]11). The validation and test sets are deaiupy removing
a certain percentage of pixels, the task being to recoristhgcmissing pixels from the known
pixels. We thus introduce for each elemendf the validation/test set, a vect®y equal tox for the
known pixel values and 0 otherwise. Similarly, we defid@s the matrix equal t®, except for
the rows corresponding to missing pixel values, which atécs8. By decomposing on D, we
obtain a sparse codeg and the estimate of the reconstructed patch is defin€badNote that this
procedure assumes that we know which pixel is missing andhikinot for every element

The parameters of the experiment are the regularizaticanpeterA;, used during the training
step, the regularization paramedgg used during the validation/test step, and the structurbef t
tree. For every reported result, these parameters weretelby taking the ones offering the
best performance on thelidation set, before reporting any result from ttestset. The values
for the regularization parametekg ,A\ie Were selected on a logarithmic scgg~1°,27°, ... 2?2},
and then further refined on a finer logarithmic scale with iplitiative increments of 2%/4. For
simplicity, we chose arbitrarily to use tife-norm in the structured nor, with all the weights
equal to one. We tested 21 balanced tree structures of deatid 3!, with differentbranching
factors p, pz,...,Pd—1, whered is the depth of the tree angl, k € {1,...,d — 1} is the number
of children for the nodes at depkh The branching factors tested for the trees of depth 3 where
p1 € {5,10,20,40,60,80,100}, p, € {2,3}, and for trees of depth 4; € {5,10,20,40}, p; € {2,3}
andps = 2, giving 21 possible structures associated with dicti@savith at most 401 elements. For
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\

A

Figure 7: Learned dictionary with a tree structure of deptfitte root of the tree is in the middle of
the figure. The branching factors goe= 10, p, = 2, p3 = 2, ps = 2. The dictionary is learned on
50,000 patches of size 1616 pixels.

each tree structure, we evaluated the performance obtaiitiethe tree-structured dictionary along
with a non-structured dictionary containing the same nurobelements. These experiments were
carried out four times, each time with a different initialiion, and with a different noise realization.

Quantitative results are reported in Tafle 2. For all fawiof missing pixels considered, the
tree-structured dictionary outperforms the “unstruaiusae”, and the most significant improvement
is obtained in the noisiest setting. Note that having mocéiahary elements is worthwhile when
using the tree structure. To study the influence of the chesesture, we report in Figurg 6 the
results obtained with the 13 tested structures of deptloBgalith those obtained with unstructured
dictionaries containing the same number of elements, widga 8f the pixels are missing. For
each dictionary size, the tree-structured dictionaryiantly outperforms the unstructured one.
An example of a learned tree-structured dictionary is preskeon Figurd]7. Dictionary elements
naturally organize in groups of patches, often with low frexacies near the root of the tree, and
high frequencies near the leaves.

5.5 Text Documents

This last experimental section shows that our approach lsanba applied to model text corpora.
The goal of probabilistic topic models is to find a low-dimiemsl representation of a collection
of documents, where the representation should provide arsrdescription of the collection.
Approaching the problem in a parametric Bayesian framewattient Dirichlet allocation (LDA)
{(200B) model documents, represented as vecteverd counts, as a mixture of a prede-
fined number ofatent topicsthat are distributions over a fixed vocabulary. LDA is fundstally

a matrix factorization problen]._Bunting (2002) shows thBXAL.can be interpreted as a Dirichlet-
multinomial counterpart of factor analysis. The numberogids is usually small compared to the
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size of the vocabulary (e.g., 100 against 10000), so thataie proportions of each document
provide a compact representation of the corpus. For insfdhese new features can be used to feed
a classifier in a subsequent classification task. We similas® our dictionary learning approach to
find low-dimensional representations of text corpora.

Suppose that the signal= [x!,...,x"] in R™" are each théag-of-wordrepresentation of
each ofn documents over a vocabulary of words, thek-th component o standing for the
frequency of thek-th word in the document If we further assume that the entries @fand A
are nonnegative, and that the dictionary elemelhtsave unit/;-norm, the decompositiofD,A)
can be interpreted as the parameters of a topic-mixture Inddee regularizatiorQ induces the
organization of these topics on a tree, so that, if a docuimeolves a certain topic, then all ancestral
topics in the tree are also present in the topic decompasit®ince the hierarchy is shared by all
documents, the topics at the top of the tree participate@ényadecomposition, and should therefore
gather the lexicon which is common to all documents. Comgrthe deeper the topics in the tree,
the more specific they should be. An extension of LDA to modpld hierarchies was proposed
by [Blei et al. [201P), who introduced a non-parametric Bayeprior over trees of topics and
modelled documents as convex combinations of topics selealbng a path in the hierarchy. We
plan to compare our approach with this model in future work.

hidden
units theorem
layer proof
training let
trained class
T bounded
cells connection 1
cell patterns an would state
firing p— pattern on way states
response neurons \ be —1 What |— control
stimulus system the do current
* does reinforcement
probability matrix
likelihood n performance circuit
distribution p— t test analog
_models vector experiments | chip
distributions r table implemented
| performed implementation
optimal |
optimization image
error images
minimum visual
algorithm object
objects

Figure 8: Example of a topic hierarchy estimated from 171RB3Iproceedings papers (from 1988
through 1999). Each node corresponds to a topic whose 5 mpstriant words are displayed.
Single characters such ag,r are part of the vocabulary and often appear in NIPS papetghair
place in the hierarchy is semantically relevant to childigpics.

Visualization of NIPS proceedings We qualitatively illustrate our approach on the NIPS pro-
ceedings from 1988 through 1999 (Griffiths and Steyvers420After removing words appearing
fewer than 10 times, the dataset is composed of 1714 artiglésa vocabulary of 8274 words. As
explained above, we consider;” and takez to beRﬁX”. Figure[P displays an example of a learned
dictionary with 13 topics, obtained by using the-norm inQ and selecting manually=2"°. As
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100

HEPCA + SVM
B NMF + SVM
[ ]LDA + SVM
I SpDL + SVM
Il SpHDL + SVM

90y

80

701

Classification Accuracy (%)

60

3 7 15 31 63
Number of Topics

Figure 9. Binary classification of two newsgroups: clasatfim accuracy for different dimen-
sionality reduction techniques coupled with a linear SVMssifier. The bars and the errors are
respectively the mean and the standard deviation, base® oantlom splits of the dataset. Best
seen in color.

expected and similarly tp Blei et]al. (2010), we capture tlopwords at the root of the tree, and
topics reflecting the different subdomains of the confeeesuch as neurosciences, optimization or
learning theory.

Posting classification We now consider a binary classification taskropostings from the 20
Newsgroups data sg{. We learn to discriminate between the postings from the twesgeoups
alt.atheismandtalk.religion.misg following the setting of Cacoste-Julien et 4l. (2P08) a2t a.
(B009). After removing words appearing fewer than 10 times standard stopwords, these post-
ings form a data set of 1425 documents over a vocabulary di28®rds. We compare different
dimensionality reduction technigues that we use to feedeati SVM classifier, i.e., we consider (i)
LDA, with the code fron{ Blei et g1.[(20p3), (ii) principal cgonent analysis (PCA), (iii) nonneg-
ative matrix factorization (NMF), (iv) standard sparsetidicary learning (denoted by SpDL) and
(v) our sparse hierarchical approach (denoted by SpHDL$h BpDL and SpHDL are optimized
overp; anda :Rﬁxn, with the weightswy equal to 1. We proceed as follows: given a random
split into a training/test set of 100825 postings, and given a number of topg&lso the number
of components for PCA, NMF, SpDL and SpHDL), we train an SVdsslfier based on the low-
dimensional representation of the postings. This is paréal on a training set of 1000 postings,
where the parameters,c {2726,... 275} and/orCqyme {473,...,4'} are selected by 5-fold cross-
validation. We report in Figurgl 9 the average classificatioores on the test set of 425 postings,
based on 10 random splits, for different number of topicdikérihe experiment on image patches,
we consider only complete binary trees with depthgin..,5}. The results from Figurfl 9 show
that SpDL and SpHDL perform better than the other dimendigneeduction techniques on this
task. As a baseline, the SVM classifier applied directly tordw data (the 13312 words) obtains a
score of 9M+1.1, which is better than all the tested methods, but withauedisionality reduction
(as already reported Ky Blei et|dl., 2P03). Moreover, therdsars indicate that, though nonconvex,

23. Available aht t p: // peopl e. csai | . mit. edu/ jrenni e/ 20Newsgr oups/ .
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SpDL and SpHDL do not seem to suffer much from instabilityiéess Even if SpDL and SpHDL
perform similarly, SpHDL has the advantage to provide a nittexpretable topic mixture in terms
of hierarchy, which standard unstructured sparse codieg dot.

6. Discussion

We have shown that tree-structured sparse decomposititaepns can be solved at the same com-
putational cost as traditional sparse decomposition problusing thé&;-norm. We have applied
this approach in various settings, with fixed/learned dieiies, and based on different types of
data, namely, natural images and text documents. A linesgfareh to pursue is to develop other
optimization tools for structured norms with general oapging groups. For instande, Mairal €} al.
(ROI0B) have used network flow optimization techniquestat purpose, ar{d Bdch (2010) submod-
ular function optimization. This framework can also be usethe context of hierarchical kernel
learning [Badh[ 2008), where we believe that our method eamdre efficient than existing ones.
This work establishes a connection between dictionarnniagrand probabilistic topic models,
which should prove fruitful as the two lines of work have feed on different aspects of the same
unsupervised learning problem: our approach is based arex@ptimization tools, and provides
experimentally more stable data representations. Moreihaan be easily extended with the same
tools to other types of structures corresponding to othemadJenatton et hll, 200P; Jacob 4t al.,
P009). However, it does not allow to learn elegantly and matiically model parameters such as
dictionary size of tree topology, which Bayesian methods €anally, another interesting common
line of research to pursue is the supervised design of diaties, which has been proved useful in

the two frameworks[(Mairal et hl[, 2009a; Bradley and BahR&09; [Blei and McAulifi¢[2008).
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Appendix A. Links with Tree-Structured Nonconvex Regularization

We present in this section an algorithm introduced by Don@@®7) for solving the following
problem
1 ) .

min>|lu —VHZHQEZgé (v), (12)
where theu in RP is given, A is a regularization parameteg, is a set oftree-structuredgroups in
the sense of definitiof] 1, and the functidd¥%are defined as in Eq[](4)—that &(v) = 1 if there
existsj in g such that; # 0, and 0 otherwise. This problem can be viewed as a proxinmeratgr
for the nonconvex regularizatiopy.; 9(v). As we will show, it can be solved efficiently, and in
fact it can be used to obtain approximate solutions of theeovex problem presented in Ef] (1),
or to solve tree-structured wavelet decompositions as tgifgaraniuk et g1.[(2070).
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We now briefly show how to derive the dynamic programming epph introduced by Donoho
(L997). Given a groug in G, we use the same notations r(gtand children(g) introduced in
Section[3}. Itis relatively easy to show that finding a solubf Eq. {12) amounts to finding the
supportSC {1,..., p} of its solution and that the problem can be equivalently s

. 1, .
min  —=[ugll5+A § 399, 13
- min, —gluslr 5 (9 (13)

with the abusive notatiod®(S) = 1 if gn S# 0 and 0 otherwise. We now introduce the quantity

ng(S) = 1 2 .
—5|Urootg) I3 +A + Fhechidreng) Wh(S)  otherwise

After a few computations, solving Ed. {13) can be shown to dpgivalent to minimizingyg, (S)
whereqp is the root of the tree. It is then easy to prove that for anyigigin G, we have

1
min__ Yg(S) = min (0, — = [|Ureotg |3 + A + min  Pn(S)),
S=(L..p} (03l hechi,zdrer(g)sg{l,...,p} )

which leads to the following dynamic programming approactspnted in Algorithnj]4. This al-

Algorithm 4 Computation of the Proximal Operator for the Nonconvex Ayajgh
Inputs: u € RP, a tree-structured set of grougsandgp (root of the tree).
Outputs:v (primal solution).

Initialization: v < u.
Callrecur si veThr eshol di ng(go).

Procedurer ecur si veThr eshol di ng(g)

[EnY

: N < min <O, —%\|uroot(g)\|§+)\ + Y hechildren(g) ' €CUr i veThr eshol di ng(h)).
if n=0 then
Vg <+ 0.
end if
. Return n.

a s wbd

gorithm shares several conceptual links with Algoritim 2 Bn It traverses the tree in the same
order, has a complexity i®(p), and it can be shown that the whole procedure actually padar
sequence of thresholding operations on the variable

Appendix B. Proofs

B.1 Proof of Lemmal[}

Proof The proof relies on tools from conic dualify (Boyd and Vanemhg[2004). Let us intro-
duce the cone £ {(v,2) € RP™L; ||v|| < z} and its dual counterpagt* £ {(£,1) e RP*L; [I€]|, <T}.
These cones induce generalized inequalities for whichdragian duality also applies. We refer the
interested readers {0 Boyd and Vandenbeérghe [2004) fdreiudetails.
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We can rewrite problen{](7) as

. 1
min  Slu—V[|3+A Y wyzg, such thatvg,zg) € ¢, Vg€ g,
VERP zeRI6| 2 gcs

by introducing the primal variables= (zy)qc; € R/, with the additional/g | conic constraints
(Vig:Zg) € ¢, forge g.

This primal problem is convex and satisfies Slater's coodgifor generalized conic inequalities
(i.e., existence of a feasible point in the interior of thendin), which implies that strong duality
holds (Boyd and Vandenberghe, 2004). We now consider theabggan. defined as

1 T
cvan- Bt s 3 (2) (3).

geg geg

with the dual variables = (Tg)geq in RI9!, and& = (£%)4c, in RP*IS1, such that for allg € g,
& =0if j¢gand(&® 1) € c*.

The dual function is obtained by minimizing out the primatighles. To this end, we take the
derivatives ofc with respect to the primal variablesandz and set them to zero, which leads to

v-u— 35 & =0 and ¥ge g, Awy—T19=0.

geg

After simplifying the Lagrangian and flipping (without logsgenerality) the sign o, we obtain the
dual problem in Eq.[{8). We derive the optimality conditidnsm the Karush—Kuhn—Tucker con-
ditions for generalized conic inequalitis (Boyd and Variwerghe[ 2004). We have that, z,T,&}
are optimal if and only if

Vg e G,zgTg —ngg =0, (Complementary slackness)
Vge g, (Vg g) €C, VgeEGAg—Tg =0,
vge G, (E%1g) eCt, V-uU+3g.E =0

Combining the complementary slackness with the definiticthe@ dual norm, we have
Vg€ G, ZgTg=VgE® < vgl|[[E7..

Furthermore, using the fact thag € G, (vg,Z5) € ¢ and(&%,14) = (% Awy) € ¢*, we obtain the
following chain of inequalities

Vg€ . Azgy = VE? < Vgl €91, < 2][€7)s < Azgtay,

for which equality must hold. In particular, we havgg® = ||lvg|/[|€7]|. andzy||E7||. = Azyo.
If vy # 0, thenzy cannot be equal to zero, which implies in turn thaf|. = Awy. Eventually,
applying Lemmd]5 gives the advertised optimality condgion

Conversely, starting from the optimality conditions of Lea[]l, and making use again of
Lemma[p, we can derive the Karush—-Kuhn—Tucker conditiosplayed above. More precisely,
we define forallg € g,

Tg=Aay and 7o = v,
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The only condition that needs to be discussed is the compitameslackness condition. ¥f; = 0,
then it is easily satisfied. Otherwise, combining the deéing ofty, z; and the fact that

V&S = |[vg[[1€9]l. and][£°)|. = Ac,

we end up with the desired complementary slackness. [ |

B.2 Optimality condition for the projection on the dual ball

Lemma 5 (Projection on the dual ball)
Letw € RP and t> 0. We havex = I |_<¢(w) if and only if

if [wl. <t, K=w,
otherwise, |K|.=t and k" (W —K) = ||K||«||w—K]|.

Proof When the vectow is already in the ball off.||. with radiust, i.e., [|w||. <t, the situation

is simple, since the projectidn| | < (w) obviously givesw itself. On the other hand, a necessary
and sufficient optimality condition for having= I |_<(w) = argminy - [[w —y||2 is that the
residualw — K lies in the normal cone of the constraint det (Borwein andiBd@00§), that is, for
all'y such that|y||. <t, (w—k)'(y —k) < 0. The displayed result then follows from the definition
of the dual norm, namelijk ||, =max ;<1 2" k. [ |

B.3 Proof of Lemmal[2

Proof First, notice that the conclusidi! = M. <Aen (Vi +&") simply comes from the definition

of &€" andv, along with the fact that? = E?h sinceg C h. We now examing?.
The proof mostly relies on the optimality conditions chagaizing the projection onto a ball of
the dual norn| - ||... Precisely, by Lemm{ 5, we need to show that either

h . h
Eg - u\9_€\97 if Hu\g—z‘gH* Stgy

or
€9 =tg and &9 (ug — & — €%) = ||€9]. [Jug — &, — &9

Note that the feasibility o€?, i.e.,||€%||.. <tg, holds by definition ok?.

Let us first assume thag?||. < tg. We necessarily have thaty also lies in the interior of
the ball of ||.||. with radiusty, and it holds thag? = ug. Sinceg C h, we have that the vector
Uh— 9= Unh — Ug has only zero entries an As a result,E*g1 =0 (or equivalently,E‘hg =0) and we
obtain

h
& =ug=ug— &g
which is the desired conclusion. From now on, we assume||¥t = tq. It then remains to show
that

£ (ug—&h —89) = 1[g9).|jug — &y — &9
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We now distinguish two cases, according to the norm used.

(>-norm: As a consequence of Lemrja 5, the optimality condition resltiméhe conditions for
equality in the Cauchy-Schwartz inequality, i.e., whenubetors have same signs and are linearly
dependent. Applying these conditions to individual progees we get that there exispg, pn > 0
such that

PgEd =ug—&° and ppg" =up—E-¢". (14)
Note that the caspn = O leads toup, —&° — g~ 0, and thereforeig — &% — EB =0 sinceg C h,
which directly yields the result. The cagg= 0 impliesu,g — ¢9=0and thereforé‘[‘11 =0, yielding
the result as well. Now, we can therefore assyme 0 andpg > 0. From the first equality of(14),

we haveg? = &% since(pg+1)&% = ug. Further using the fact thatC h in the second equality of
(L4), we obtain

(Pn+ 1)5% =ug—&%=pyt’.

This implies thatg — &% — E% = pg&? — pfjlﬁg, which eventually leads to

The desired conclusion follow& " (ug — &9 — E‘hg) = 1€ 2|lug — &% — EBHZ.

l»-norm: In this case, the optimality corresponds to the conditimrsefjuality in thel,-£1
Holder inequality. Specificallyg? = M).1.<t,(Ug) holds if and only if for aIIEJg #0,] € g, we have

uj — & = ug — &l Sign(&g).

Looking at the same condition f&f', we have that" = M., <t, (Un — &) holds if and only if for
all €1 £ 0, j € h, we have

uj— &9 &) = [lun— &9 — €| sign(&").

From those relationships we notably deduce that foy alf such thaEgjJ #£0, sigr(E?) =sign(uj) =
sign(&?) = sign(u; — &) = sign(u; — &7 — E?). Let j € g such thag? + 0. At this point, using the
equalities we have just presented,

eg en ) ug—&e if " =0
|u] EJ EJ| { Hu|h_Eg_Eh||oo if Ei‘l#o

Since|lug —&%|w > [Jug— &% — EBIIOO (which can be shown using the sign equalities above), and
[up—E9— & > lug—E9— E%Hw (sinceg C h), we have

h h h
Jug— &% — Eglleo > | —E?—Ej\ > Jlug— &% — &gl

and therefore for aY # 0, j € g, we haveu; — &) — &) = [Jug— €% — &} || sign(€Y), which yields
the result. [ |
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B.4 Proof of Lemmal}

Proof Notice first that the procedumnput eSgNor mis called exactly once for each grogpn ¢,
computing a set of scalaf®g)gcs in an order which is compatible with the convergence in one
pass of Algorithn{Jl—that is, the children of a node are preedsprior to the node itself. Following
such an order, the update of the grayip the original Algorithm{]JL computes the variatfi&which
updates implicitly the primal variable as follows

Awy
Vig < (l ||V‘9H2)+V‘g'

It is now possible to show by induction that for all grogpn ¢, after a call to the procedure
conput eSqNor n(g), the auxiliary variableyq takes the valugv||3 wherev has the same value as
during the iteratiorg of Algorithm [I. Therefore, after calling the procedwenput eSqNor m(go),
wheregp is the root of the tree, the valugg correspond to the successive scaling factors of the
variablevg obtained during the execution of Algorithfh 1. After havingntputed all the scaling
factorspg, g € G, the procedure ecur si veScal i ng ensures that each variabjeén {1,...,p} is
scaled by the product of all thm,, whereh is an ancestor of the variabje

The complexity of the algorithm is easy to characterize: FHamcedureconput eSqNor mand
recursiveScal i ng is calledp times, each call for a grouphas a constant number of operations
plus as many operations as the number of childrep. &ince each children can be called at most
one time, the total number of operation of the algorithr®{p). [ |

B.5 Sign conservation by projection

The next lemma specifies a property for projections whénis further assumed to be/g-norm
(with g > 1). We recall that in that casg,||. is simply the/y-norm, withq/ = (1—1/q) .

Lemma 6 (Projection on the dual ball and sign property)
Letw € RP and t> 0. Let us assume thdt|| is a /q-norm (with g> 1). Consider also a diagonal
matrix S € RP*P whose diagonal entries are in-1,1}. We have )| < (W) = STy <(Sw).

Proof Let us considek = I |, <¢(w). Using essentially the same argument as in the proof of
Lemmal[b, we have for alf such that]y|ly <t, (W—k) (y —k) < 0. Noticing thatS'S=1 and
IYllq = IISYlly, we further obtair{Sw— Sk) '(y’ — Sk) < 0 for all y’ with ||y’||¢ <t. This implies in
turn thatSM |, <¢(w) = M), <t (Sw), which is equivalent to the advertised conclusion. [ |

Based on this lemma, note that we can assume without lossefa@éy that the vector we want to
project (in this casay) has only nonnegative entries. Indeed, it is sufficient doesbeforehand the
signs of that vector, compute the projection of the vectdhwbnnegative entries, and assign the
stored signs to the result of the projection.

B.6 Non-negativity constraint for the proximal operator

The next lemma shows how we can easily add a non-negativitytiint on the proximal operator
when the nornfQ is absolute(Stewart and Sy, 1990, Definition 1.2), that is, a norm foicWhhe
relationQ(u) < Q(w) holds for any two vectors andu € RP such thafu;| < |w;j]| for all j.
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Lemma 7 (Non-negativity constraint for the proximal operator)
Letk € RPandA > 0. Consider an absolute nor@. We have

1 1
argm.n[§||[x]+—z||g+m(z)] :argmlanK—zH%+)\Q(z) . (15)

ZERP zeRP

Proof Let us denote by" andZ the unique solutions of the left- and right-hand side[of (15)
respectively. Consider the normal Con@r (zg) of Rﬂ at the pointzo (Borwein and Lewis[ 2006)
and decompose into its positive and negative parts,= [K]; + [K]_. We can now write down
the optimality conditions for the two convex problems ab@Berwein and Lewis[ 2006)Z" is
optimal if and only if there exist&s € 0Q(2") such tha&* — [];. +Aw = 0. Similarly, Z is optimal

if and only if there exist{s,u) € 0Q(2) x NR&(?) such thatz — Kk +As+u = 0. We now prove
that [K] - = K — [K]+ belongs t%g(i*). We proceed by contradiction. Let us assume that there

existsz € R? such thatlk]"(z—2*) > 0. This implies that there exisse {1,..., p} for which
[kj]- < 0andz; —2/ <0. In other words, we have @ zj = zj — [Kj]; <2/ =2 — [kj];. With
the assumption made @b and replfalcing?j+ by z;, we have found a solution to the left-hand side
of ([L3) with a stricly smaller cost function than the one eattd aZ", hence the contradiction.

Putting the pieces together, we now have

2" — K] + AW =27 =K+ AW+ [K]- =0, with (w, [K]) € 0Q(2") x Age (27),

which shows that* is the solution of the right-hand side ¢f]15). |

Appendix C. Counterexample for/g-norms, with g ¢ {1, 2, c}.

The result we have proved in Propositidn 1 in the specifiégrgthere||.| is the ¢2- or £w-norm
does not hold more generally fég-norms, wherg is not in {1,2,0}. Letq > 1 satisfying this
condition. We denote by £ (1—g~H~ the norm parameter dual tp We keep the same notation
as in Lemm#]2 and assume from now on thaj||¢ > tg and||up||¢ > tg+th. These two inequalities
guarantee that the vectarg andup — £9do not lie in the interior of théy-norm balls, of respective
radiusty andt.

We show in this section that there exists a setting for wHiehconclusion of Lemmj 2 does not
hold anymore. We first focus on a necessary condition of Lefima

Lemma 8 (Necessary condition of Lemm§]2)
Let ||.|| be alg-norm, with q¢ {1,2,e}. If the conclusion of Lemnfa 2 holds, then the vec&ds

andEB are linearly dependent.

Proof According to our assumptions any andup — &9, we have that|€®||y =ty and ||Eh\|q/ =th.
In this case, we can apply the second optimality conditidrisesamal[b, which states that equality
holds in the/o-f¢ Holder inequality. As a result, there exigig pn > 0 such that for allj in g:

€59 = pgluj — €59 and [E]|7 = pnju; — & — &]°. (16)

If the conclusion of Lemmf] 2 holds—that is, we hdfe= M| < (ug — &), notice that it is not
possible to have the following scenarios, as proved beloadmradiction:
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o If [ug— EBHq/ < tg, then we would havé® = ug — Eg, which is impossible sincgg®||y = tg.

« If [lug—&}ll¢ = tg, then we would have for aj in g, [€]|9 = pp|u; — &9 — &]|% = 0, which
implies thatig =0 and||ug||q =tg. This is impossible since we assumggy||y > tg.

We therefore havgug — E%Hq/ > tg and using again the second optimality conditions of Lerfima 5,
there existg > 0 such that for allj in g, ]E?\q’ = pluj— &) - E?\q. Combined with the previous
relation onEIZ, we obtain for allj in g, |E?|q’ = pﬁ"h|Erj‘|q’. Since we can assume without loss of

generality thatu only has nonnegative entries (see Lemfha 6), the veé&ftbend Eh can also be
assumed to have nonnegative entries, hence the desireldsionc |

We need another intuitive property of the projectldp,, <, to derive our counterexample:

Lemma 9 (Order-preservation by projection)
Let||.|| be alq-norm, with q¢ {1,} and d £1/(1—qg1). Let us consider the vectorsw € RP
such thatk =) <(w) = argminy, . [ly —wll, with the radius t satisfyingw||q > t. If we

havew; < w; for somei, j) in {1,...,p}? then it also holds that; < Kj.

Proof Let us first notice that given the assumptiontonwve have||k|y =t. The Lagrangian.
associated with the convex minimization problem undegyire definition of 1|, can be written

as
l / / . .
L(y,a) = EHy—WH§+a [lyllg —t9], with the Lagrangian parametar: 0.

At optimality, the stationarity condition fat leads to
Vie{l...,p}, kj—w;+ad|k] =0

We can assume without loss of generality tiwainly has nonnegative entries (see Lenjina 6). Since
the components af andw have the same signs (see Lemfha 6), we therefore IRglve- k; > 0,
forall jin {1,...,p}. Note thato cannot be equal to zero because|ofy =t < ||w||q.

Let us consider the continuously differentiable functigp: k — kK —w+ ag’k¥ ! defined on
(0,0). Sincepy(0) = —w < 0, limk_,e Pw(K) = 0 anddyy is strictly nondecreasing, there exists a
uniqueky, > 0 such thathy(k;,) = 0. If we now takew < v, we have

dv(Ky) = dw(Ky) +W—V=w—V<0=dy(Ky).

With ¢y being strictly nondecreasing, we thus obtejp< k. The desired conclusion stems from
the application of the previous result to the stationardgdition ofk. [ |

Based on the two previous lemmas, we are now in position tepteour counterexample:

Proposition 2 (Counterexample)

Let ||.|| be alq-norm, with q¢ {1,2,0} and d = 1/(1—q ). Let us considet; = {g,h}, with
gChC{1,...,p} and|g| > 1. Letu be a vector inRP that has at least two different nonzero
entries in g, i.e., there exist$, j) in g x g such tha® < |u;j| < |uj|. Let us consider the successive
projections

§92 )<y (ug) and &My o (up—9)

32



PROXIMAL METHODS FORHIERARCHICAL SPARSECODING

with tg,t, > O satisfying||ug|ly > tg and |lup|lq > tg+th. Then, the conclusion of Lemrfla 2 does
not hold.

Proof We apply the same rationale as in the proof of Lenijna 9. Writiegstationarity conditions
for €9 and&", we have for allj in g

&+aq ()9 t—uj=0, and & +Bg(E))T*—(u; &) =0, (17)

with Lagrangian parametexs, 3 > 0. We now proceed by contradiction and assume fat
M) <t (Ug — &Y). According to Lemmd]8, there exisps> 0 such that for allj in g, & = p&?. If

we combine the previous relations Bhand&", we obtain for alljing,

; /My — RAT—1
€~ L winc 2 1O )

If C <0, then we have a contradiction, since the entrief’s,g(al‘ndu‘g have the same signs. Similarly,
the caseC = 0 leads a contradiction, since we would hayg= 0 and|lug|/qy > tg. As a conse-
quence, it follows tha€ > 0 and for allj in g, & = exp{ 'Zﬁ(g) }, which means that all the entries

of the vectorig are identical. Using Lemmf 9, since there exist$) € g x g such thau; < uj, we
also haveEig < &9, which leads to a contradiction. [ |
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