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Abstract

Sparse coding consists in representing signals as spaese iombinations of atoms selected from
a dictionary. We consider an extension of this frameworknetibe atoms are further assumed to
be embedded in a tree. This is achieved using a recentlydinted tree-structured sparse regu-
larization norm, which has proven useful in several apfibices. This norm leads to regularized
problems that are difficult to optimize, and we propose is gaper efficient algorithms for solving
them. More precisely, we show that the proximal operatas@aged with this norm is computable
exactly via a dual approach that can be viewed as the conmosit elementary proximal opera-
tors. Our procedure has a complexity linear, or close talina the number of atoms, and allows
the use of accelerated gradient techniques to solve thestngetured sparse approximation prob-
lem at the same computational cost as traditional ones tis&-norm. Our method is efficient
and scales gracefully to millions of variables, which wastrate in two types of applications: first,
we consideifixed hierarchical dictionaries of wavelets to denoise natureges. Then, we ap-
ply our optimization tools in the context dictionary learning where learned dictionary elements
naturally organize in a prespecified arborescent strudeeding to a better performance in recon-
struction of natural image patches. When applied to textidemts, our method learns hierarchies
of topics, thus providing a competitive alternative to pabliistic topic models.

Keywords: Convex optimization, proximal methods, sparse codingti@hary learning, struc-
tured sparsity, matrix factorization

1. Introduction

Modeling signals as sparse linear combinations of atorrectssl from a dictionary has become
a popular paradigm in many fields, including signal progessstatistics, and machine learning.
This line of research, also known ggarse codinghas witnessed the development of several well-

founded theoretical frameworkE (Tibshitahi, 1096; Cheale{I99B;[Malldt[ 1999} Troph, 2004,

t @QI 2009) and the emecgenf many efficient algorithmic
: 20d7; Needell and Tr@®9;|Yuan et g

[l 2009; Beck and

In many applied settings, ttetructureof the problem at hand, such as, e.g., the spatial arrange-
ment of the pixels in an image, or the presence of variableegponding to several levels of a given
factor, induces relationships between dictionary elemdhts appealing to use this a priori knowl-
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edge about the probledirectly to constrain the possible sparsity patterns. For instamben the
dictionary elements are partitioned into predefigeoupscorresponding to different types of fea-
tures, one can enforce a similar block structure in the giggrattern—that is, allow only that either
all elements of a group are part of the signal decompositidhat all are dismissed simultaneously

(sed Yuan and Ljrf, 20D6; Stojnic el &l., 2D09).
This example can be viewed as a particular instancstrofctured sparsitywhich has been
lately the focus of a large amount of researich (Baraniuk]gP@0$;[Zhao et al[, 20p9; Huang e} al.,

P009;[Jacob et hl[, 200P; Jenatton ét[al., 2009). In thisrpameconcentrate on a specific form of
structured sparsitywhich we callhierarchical sparse codinghe dictionary elements are assumed

to be embedded in a directed tree and the sparsity patterns are constrained to foooramected

and rooted subtreef 7 (Donohd[1997f Baranilik, 199P; Baraniuk e} fI., 2402, P80 et 4.,
p009;[Huang et al[, 20p9). This setting extends more gdpecsh forest of directed treds.

In fact, such a hierarchical structure arises in many agfitins. Wavelet decompositions lend
themselves well to this tree organization because of theftisoale structure, and benefit from it for
image compression and denoising adi : 1088;|Baraniuk| 1999; Baraniuk

; : .,[20009). In the same vein,
edge filters of natural image patches can be represente(hlrbarescent fashion (Zoran and Weiss,
P009). Imposing these sparsity patterns has further progeful in the context of hierarchical
variable selection, e.g., when applied to kernel methp@fi§2008), to log-linear models for the
selection of potential orders (Schmidt and Muifphy, 2016 # bioinformatics, to exploit the tree
structure of gene networks for multi-task regressfon (Kimd Xingd, [201D). Hierarchies of latent
variables, typically used in neural networks and deep legrarchitectures (sge Benjg[o, 2p09, and
references therein) have also emerged as a natural stuictsgveral applications, notably to model
text documents. In particular, in the contextapic modelgBlei et al [2008), a hierarchical model
of latent variables based on Bayesian non-parametric rdsthas been proposed al.
(R010) to model hierarchies of topics.

To performhierarchical sparse codingour work builds upon the approach[of Zhao ét al. (2009)
who first introduced a sparsity-inducing norm leading t tiyipe of tree-structured sparsity pat-
terns. We tackle the resulting nonsmooth convex optinoagiroblem with proximal methods (e.g.,
Nesterol[ 20471; Beck and Tebolille, 2pP9; Wright ¢{al., R[@@nbettes and Pesduet, 2010) whose
key step, the computation of tipeoximal operatoy is shown in this paper to be solved exactly with
a complexity linear, or close to linear, in the number of idicary elements—that is, with the same
complexity as for classicah-sparse decomposition problens (Tibshirfini, 1996; Chel] §199B).

In addition to a speed benchmark that evaluates the perfarenaf our proposed approach com-
pared to other convex optimization techniques, two typegppfications and experiments are carried
out. First, we consider settings where the dictionary isdfiaad given a priori, corresponding for
instance to a basis of wavelets for the denoising of natarabes. Second, we show how one can
take advantage of this hierarchical sparse coding in théegbof dictionary learning (Olshausen
and Field| 1997 Aharon etfal., 2006; Mairal e} pl., 2010d)ere the dictionary is learned to adapt
to the predefined tree structure. This extension of dictiptearning is notably shown to share
interesting connections with hierarchical probabilistipic models.

To summarize, the contributions of this paper are threefold

1. Atree is defined as a connected graph that contains no (sedpAhuja et I[, 19p3).
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e We show thathe proximal operatoffor a tree-structured sparse regularization can be com-
puted exactly in a finite number of operations using a duat@gh. Our approach is equiva-
lent to computing a particular sequence of elementary prakoperators, and has a complex-
ity linear, or close to linear, in the number of variables.c@lerated gradient methods (e.qg.,
Nesterav[2007; Beck and Tebolille, 20p9; Combettes andieERP1D) can then be applied
to solve large-scale tree-structured sparse decompositablems at the same computational
cost as traditional ones using thenorm.

e We propose to use this regularization scheme to learn deties embedded in a tree, which,
to the best of our knowledge, has not been done before in thtextoof structured sparsity.

e Our method establishes a bridge betwéé@rarchical dictionary learningand hierarchical

topic modelgBlei et al} [2010), which builds upon the interpretatioriagic models as multi-
nomial PCA [Buntine[ 2092), and can learn similar hierastof topics. This point is dis-
cussed in Sectiofj 6.

Note that this paper extends a shorter version publishdgematon et 4l[, 20[L0).

1.1 Notations

Vectors are denoted by bold lower case letters and matricapier case ones. We define &pp 1
the /g-norm of a vectox in R™ as||x||q £ (3™, |xi|9)%9, wherex; denotes thé-th coordinate ok,
and ||X[| £ MaX_1._m|xi| = liMg-e||X||q- We also define théy-pseudo-norm as the number of

nonzero elements in a vectrix||o Z#i st x #£0} = limg_or (3124 |%i[9). We consider the
Frobenius norm of a matriX_ in R™™: |[X|| = (3, 37, X2)Y/2, whereX;; denotes the entry

of X at rowi and columnj. Finally, for a scalay, we denotgy) , £ max(y,0).

The rest of this paper is organized as follows: Sedfjon 2epssrelated works and the problem
we address. Secti¢h 3 is devoted to our optimization metudiSectiof]4 introduces the dictionary
learning framework and how it can be used with tree-strecturorms. Sectiof] 5 presents several
experiments demonstrating the effectiveness of our appraad Sectiof] 6 concludes the paper.

2. Problem Statement and Related Work

Let us consider an input signal of dimensimntypically an image described by its pixels, which
we represent by a vectarin R™. In traditional sparse coding, we seek to approximate filisas
by a sparse linear combination of atomsdmmtionary elementsepresented here by the columns of
a matrixD = [di,...,dP] in R™P, This can equivalently be expressedxas Da for some sparse
vectora in RP, i.e, such that the number of nonzero coefficigjit§o is small compared tp. The
vectora is referred to as the code, decompositionof the signalk.

In the rest of the paper, we focus on specific sets of honzegfiicients—or simplynonzero
patterns—for the decomposition vectax. In particular, we assume that we are given afjree
whosep nodes are indexed hjyin {1,..., p}. We want the nonzero patternseofo form aconnected
and rooted subtre®f 7; in other words, if ancest¢j) C {1,...,p} denotes the set of indices

2. Note that it would be more proper to wrife||J instead ofi|x||o to be consistent with the traditional notatif|q.
However, for the sake of simplicity, we will keep this notatiunchanged in the rest of the paper.
3. Our analysis straightforwardly extends to the case ofestof trees; for simplicity, we consider a single tree
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Figure 1: Example of a tre¢ whenp = 6. With the rule we consider for the nonzero patterns, if
we haveas # 0, we must also havey # 0 for k in ancestof5) = {1, 3,5}.

corresponding to the ancestisf the nodej in 7 (see Figurg]1), the vector obeys the following
rule

aj # 0= [ak # 0 for allkin ancestofj)|. (1)

Informally, we want to exploit the structure af in the following sense: the decomposition of any
signalx can involve a dictionary elemedt only if the ancestors af! in the tree7 are themselves
part of the decomposition

We now review previous work that have considered the spgrpeogimation problem with
tree-structured constrairfi] (1). Similarly to traditiorsgarse coding, there are basically two lines
of research, that either (A) deal with nonconvex and conibited formulations that are in general
computationally intractable and addressed with greedgridlgns, or (B) concentrate on convex
relaxations solved with convex programming methods.

2.1 Nonconvex Approaches

For a given sparsity leval> 0 (number of nonzero coefficients), the following nonconpexblem

1 . .
min EHX—D(XH% such that condition[|1) is respected 2
ac

loflo<s

has been addressed by Barahiuk (19p9); BaraniuK et al.[{20@2 context of wavelet approxima-
tions with a greedy procedure. A penalized version of prol(@) (that adds\||a ||o to the objective
function in place of the constraifitt||o < s) has been considered py Donpljo (J997). Interestingly,
the algorithm we introduce in Sectigh 3 shares conceptnl livith the dynamic-programming
approach of Donold (19P7), which was also used by Baraniak| §2008), in the sense that the
same order of traversal of the tree is used in both procediMesinvestigate more thoroughly the
relations between our algorithm and this approach in AppeAld

Problem [R) has been further studied for structured corspm@sensing[(Baraniuk et]d., 2p08),
with a greedy algorithm that builds up¢n Needell and Tyd@0@. Finally,[Huang et &l (2009)
have investigated a problem related[fo (2), with a noncopemalty based on information-theoretic
criteria.

4. We consider that the set of ancestors of a node also certt@mode itself.
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2.2 Convex Approach

We now turn to a convex reformulation of the constra[ijt (1hich is the starting point for the
convex optimization tools we develop in Sect[gn 3.

2.2.1 HERARCHICAL SPARSITY-INDUCING NORMS

Condition (1) can be equivalently expressed by taking itgrepositive, thus leading to an intuitive
way of penalizing the vectar to obtain tree-structured nonzero patterns. More pragigdefining
descendartf) C {1,...,p} analogously to ancest@n for j in {1,...,p}, condition [1) amounts
to saying thaif a dictionary element is not used in the decompositiondéscendants in the tree
should not be used eitheFormally, this writes down

aj; =0= [ax =0 for allkin descendarf)|. (3)

From now on, we denote by the set defined by = {descendarft); j € {1,...,p}}, and refer to
each membeg of g as agroup (Figure[R). To obtain a decomposition with the desired priyp@),
one can naturally penalize tmeimberof groupsg in g that are “involved” in the decomposition
of X, i.e., that record at least one nonzero coefficierd:of

1 if there existsj € g such thatrj # 0,
0 otherwise

3 &, with 89 = { (4)

geg

While this intuitive penalization is nonconvex (and notmewe®ntinuous), a convex proxy has been

introduced by Zhao et hl[ (2009). It was further consideng@ach {200B)[ Kim and Xid (2010);
Bchmidt and Murphy{(20]0) in several different contexts:. dfty vectora € RP, let us define

Q) £ 5 wyfag.

gcg

whereaq is the vector of sizep whose coordinates are equal to thos@ dbr indices in the seg,
and 0 otherwif The notation||.|| stands in practice either for the- or £s,-norm, and(wy)ges
denotes some positive weightsAs analyzed by Zhao etl[. (2009), when penalizingdpome of
the vectorsn g are set to zero for somge g [] Therefore, the components afcorresponding to
some complete subtrees fare set to zero, which exactly matches conditign (3), astitied in
Figure[2.

Note that although we have presented for simplicity thisdrighical norm in the context of a
single tree with a single element at each node, it can easilgxtended to the case of forests of
trees, and/or trees containing arbitrary numbers of dietip elements at each node (with nodes
eventually containing no dictionary element). More brgathis formulation can be extended with
the notion oftree-structuredgroups, which we now present:

5. Note the difference with the notatiary, which is often used in the literature on structured sparsihereag is a
vector of sizdg|.

6. For a complete definition d for any ¢4-norm, a discussion of the choice qf and a strategy for choosing the
weightswy (seg Zhao et @lf, 20pP; Kim and X|r|g, 2p10).

7. It has been further shown by Bhdh (2D10) that the convezlepe of the nonconvex function of E{] (4) is in f&2t
with ||.|| being thele-norm.
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Figure 2: Left: example of a tree-structured set of groggglashed contours in red), corresponding
to a tree7 with p = 6 nodes represented by black circles. Right, example of esispaattern
induced by the tree-structured norm corresponding tdhe groups{2,4},{4} and{6} are set to
zero, so that the corresponding nodes (in gray) that forrtreses of7 are removed. The remaining
nonzero variable$1,3,5} form a rooted and connected subtreeraf This sparsity pattern obeys
the following equivalent rules: (i) if a node is selecteds #ame goes for all its ancestors. (i) if a
node is not selected, then its descendant are not selected.

Definition 1 (Tree-structured set of groups.)

A set of groups; é{g}geg is said to be tree-structured ifL,..., p}, if Uges 9= {1,..., p} and for
allg,he g, (gnh+#0)= (g < horhC g). For such a set of groups, there exists a (non-unique)
total order relation= such that:

g=h= {gCh or gnh=0}.

Given such atree-structured set of grogpand its associated nor€, we are interested throughout
the paper in the following hierarchical sparse coding ol

min f(a) +AQ(a), (5)
acRP
whereQ is the tree-structured norm we have previously introdutieel hon-negative scalaris a
regularization parameter controlling the sparsity of thietsons of [b), andf a smooth convex loss
function (see Sectiof] 3 for more details about the smoothassumptions ofi). In the rest of the
paper, we will mostly use the square loss

1
f(a) = 5/x—Dal3

with a dictionaryD in R™P, but the formulation of Eq[]5) extends beyond this contexparticular
one can choosé to be the logistic loss, which is commonly used for clasdificaproblems (e.g.,
Hastie et g.[ 2009).

Before turning to optimization methods for the hierarchgarse coding problem, we consider
a particular instance. Thaparse group Lasswas recently considered lpy Sprechmann pf al. (2010)
and[Friedman et fl[ (20jL0) as an extension of the group Ldg6ean and Lih [2006). To induce
sparsity both groupwise and within groups, Sprechmann]€p@lLp) and Friedman et]al. (2010)
add an/; term to the regularization of the group Lasso, which giveradition # of {1,...,p} in
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disjoint groups yields a regularized problem of the form

1 )
min S|x—Dallz+A 3 [aglz+Alal.

acRP ger
Since? is a partition, the set of groups in and the singletons form together a tree-structured set
of groups according to definitidh 1 and the algorithm we wéllzelop will therefore be applicable
to this problem.

2.2.2 OPTIMIZATION FOR HIERARCHICAL SPARSITY-INDUCING NORMS

While generic approaches like interior-point methdds @and VandenberghE, 2004) and subgra-
dient descent schemds (Berts¢kas, 11999) might be used twittethe nonsmooth norr, several
dedicated procedures have been proposed.

In (Zhao et a).[2009), a boosting-like technique is usedh wipath-following strategy in the
specific case wherg || is the/,-norm. Based on the variational equality

1.l
ull1 = min = — +Zi 6
Iull=mip 503 2 +3l ©)

Kim and Xing (201) follow a reweighted least-square schéia¢ is well adapted to the square
loss function. To the best of our knowledge, a formulatiortho$ type is however not available
when ||.|| is the f»-norm. In addition it requires an appropriate smoothing @écdme provably
convergent. The same approach is considerdd by Bach|(20@8)uilt upon an active-set strategy.
Other proposed methods consist of a projected gradienedesdith approximate projections onto
the ball{u € RP; Q(u) <A} (Schmidt and Murphy] 20].0), and an augmented-Lagrangiaeca
technique [[Sprechmann e 4l., 2010) for solving a partiataae with two-level hierarchies.

While the previously listed first-order approaches are ¢&sifunction dependent, and/or (2)
not guaranteed to achieve optimal convergence rates, raf8J/aot able to yield sparse solutions
without a somewhat arbitrary post-processing step, wegs®po resort to proximal methdihat
do not suffer from any of these drawbacks.

3. Optimization

We begin with a brief introduction to proximal methods, resagy to present our contributions.
From now on, we assume thits convex and continuously differentiable with Lipschitzatinuous
gradient. In addition, all the technical proofs of this gaetare presented in Appendi} B for read-
ability purposes.

3.1 Proximal Operator for the Norm Q

Proximal methods have drawn increasing attention in theesigrocessing (e.d., Becker e} al., 2009;
Wright et al.,[2000] Combettes and Peshjfiet, P010, and numeederences therein) and the ma-
chine learning communities (e.g., Bach &t pl., 2010, aneteetes therein), especially because of
their convergence rates (optimal for the class of first-oteehniques) and their ability to deal with

8. Note that the authors #1. (3010) have consigemedmal methods for general group structgrevhen||. |
is the/,-norm; due to a smoothing of the regularization term, theveayence rate obtained therein is suboptimal.
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large nonsmooth convex problems (e[g., Nestdrov,| 2007 Bed Teboulle[ 2009). In a nutshell,

these methods can be seen as a natural extension of gradeed-techniques when the objective
function to minimize has a nonsmooth part. Proximal metha@siterative procedures. The sim-
plest version of this class of methods linearizes at eachtitm the functionf around the current
estimated, and this estimate is updated as the (unique by strong cidyegrlution of theproximal
problem, defined as follows:

. - N . L N
min f(&)+ (a—&) 0f (@) +AQ(a) + = ||a —al|3.
acRP 2

The quadratic term keeps the update in a neighborhood whisrelose to its linear approximation,
andL > 0 is a parameter which is an upper bound on the Lipschitz aahsif (1. This problem
can be equivalently rewritten as:

min

——Df H Q
GERPZH O( + (@)

Solvingefficientlyandexactlythis problem is crucial to enjoy the fast convergence ratesaximal
methods. In addition, when the nonsmooth tenis not present, the previous proximal problem
exactly leads to the standard gradient update rule. Morergéy, we define theroximal operator

Definition 2 (Proximal Operator)
The proximal operator associated with our regularizatienm AQ, which we denote by Prgy, is
the function that maps a vectare RP to the unique solution of

IrnIIr1—||U V[5+AQ(v). (7)

VERP
This operator was initially introduced y Morédu (1962) emgralize the projection operator onto

a convex set. What makes proximal methods appealing foirgpsparse decomposition problems
is that this operator can be often computed in closed-foron.irstance,

e When Q is the ¢/1-norm—that is,Q(u) = ||u||1, the proximal operator is the well-known
elementwise soft-thresholding operator,

. 0 if (uj] <A
Vjie{1,...,p}, ujrsignup)(uj| =N =< | '|,
sign(uj)(juj| —A) otherwise
e WhenQ is a group-Lasso penalty with-norms—that isQ(u) = ¥ 4c [|Ugll2, with G being
a partition of{1,..., p}, the proximal problem iseparablein every group, and the solution
is a generalization of the soft-thresholding operator tugs of variables:

0 if [ugll2 <A
Vge G ,UgrUg—TT <alUgl = 9 fuglo—n

HU\gHZ

ug otherwise
wherell <) denotes the orthogonal projection onto the ball of&sx@orm of radiush.

8
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e WhenQ is a group-Lasso penalty with,-norms—that isQ(u) = ¥ 4, [|ug|l-, the solution
is also a group-thresholding operator:

Vge G, Ugr Ug— T [Ug],
whererll |, <) denotes the orthogonal projection onto theball of radiusA, which can be

solved inO(p) operations[(Bruckgf, 19B4#; Maculan and Galdino de PauBd)1 MNote that
when||ugllz1 <A, we have a group-thresholding effect, with— Ty, <x[ug] = O.

More generally, a classical result (see, d.g., Combet@®anquef, 201 9; Wright et]dl., 2009) says
that the proximal operator for a north|| can be computed as the residual of the projection of a
vector onto a ball of the dual-norm denoted |by,, and defined for any vectarin RP by |||, £
ma>q|z‘|glzTK.ﬂ This is a classical duality result for proximal operatoradieg to the different
closed forms we have just presented. We have indeed thaf Rrex Id — M ,<) and Prox ., =
Id—TTj,<)- Obtaining such closed forms is, however, not possible amgras soon as some groups
in g overlap, which is always the case in our hierarchical sgttiith tree-structured groups.

3.2 A Dual Formulation of the Proximal Problem

We now show that Eq[](7) can be solved using a dual approactestsibed in the following
lemma. The result relies on conic dualify (Boyd and Vandegiids[2004), and does not make any
assumption on the choice of the nofn:

Lemma 1 (Dual of the proximal problem)
Letu € RP and let us consider the problem

1 2 2
max 5 (a3 e, uie

stvgeg, &%, <Awgand&=0if j ¢ g,

(8)

whereg = (£%ge; and & denotes the j-th coordinate of the vecESrin RP. Then, problemd7)
and (8) are dual to each other and strong duality holds. Iniadd, the pair of primal-dual vari-
ables{v,&} is optimal if and only if is a feasible point of the optimization problefh (8), and

V=U-Y4e; &9

Note that we focus here on specific tree-structured growpshe previous lemmais valid regardless
of the nature ofg. The rationale of introducing such a dual formulation is dm&ider an equiva-
lent problem to [[7) that removes the issue of overlappingiggaat the cost of a larger number of
variables. In Eq.[{7), one is indeed looking for a vectaf size p, whereas one is considering a
matrix & in RP*I51'in Eq. @) withy 4 ; |g] nonzero entries, but with separable constraints for each
of its columns.

9. Itis easy to show that the dual norm of ttyenorm is thelo-norm itself. The dual norm of th&, is the/1-norm.
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After removing the constant terms, the dual problem can bés/algntly rewritten as:

min Hu— EQH st Vge g, &9, <Aayand&=0if j ¢g. )
gcrpxl§| 2

The structure of this dual problem, i.e., the separabilityye (convex) constraints for each vecidr

g € G, makes it possible to use block coordinate ascent (Begsgl@dP). Such a procedure is
presented in Algorithni] 1. It optimizes sequentially Hd. {8 respect to the variablg?, while
keeping fixed the other variablég, for h# g. Itis easy to see from Eq](9) that such an update
of a columné?, for a groupg in G, amounts to computing the orthogonal projection of the aect
Ug — zh#gEB onto the ball of radius\wg of the dual norm||.||,. We denote this projection by

1)) <Ay

Algorithm 1 Block coordinate ascent in the dual
Inputs:u € RP and set of groups .
Outputs:(v, &) (primal-dual solutions).
Initialization: v=u, & = 0.
while ( maximum number of iterations not reachedo
for ge g do
V<< U-— Zh#gah'
&Ny oaey (Vig)-
end for
end while

Ve U—Sgeq 9

3.3 Convergence in One Pass

In general, Algorithn{]1 is not guaranteed to solve exactly @y in a finite number of iterations.
However, wher|.|| is the /- or /,-norm, and provided that the groupsgnare appropriately or-
dered, we now prove that onfyne pasof Algorithm[l, i.e., only one iteration over all groups, is
sufficient to obtain the exact solution of Ef]. (7). This résohstitutes the main technical contribu-
tion of the paper and is the key for the efficiency of our prared

Before stating this result, we need to introduce a Iemma sigpthat, given two nested groups
g,h such thatg C h C {1,...,p}, if &7 is updated beforé in Algorithm [, then the optimality
condition for&? is not perturbed by the update:ﬂf

Lemma 2 (Projections with nested groups)
Let ||.|| denote either the/»- or ¢.-norm, and g and h be two nested groups—that is; Iy C
{1,...,p}. Letv be a vector inRP, and let us consider the successive projections

A h A
KI= T <ty (Vig) and K" =TT <, (Vh —K9),

with tg, t, > 0. Then, we have as wedP =) | < (Vg —Kf}).

The previous lemma establishes the convergence in one padgasithm [l in the case wherg
only contains two nested groupsC h, provided tha&? is computed beforéh. Let us illustrate
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this fact more concretely. After initializing® and Eh to zero, Algorithm[JL first update®’ with
the formulag? « M) | <, (Ug), and then performs the following updatd* M <ren (Un—E9)
(where we have used th&¥ = E?h sinceg C h). We are now in position to apply Lemnfja 2 which

states that the current value & satisfiest? = I'IH_H*SA%(U‘Q — E‘hg). Then, it is easy to see that the

values ofé? and&" will not change in the subsequent iterations and that we hafact reached,
in only one pass over the groupg, h}, a stationary point of the block-coordinate-ascent atgonj
which provides a solution of the dual formulation preseriteflq. ().

In the following proposition, this lemma is extended to gah&ee-structured sets of grougs

Proposition 1 (Convergence in one pass)

Suppose that the groups inare ordered according to the total order relatiotand that the norm
||| is either thel,- or £w,-norm. Then, after initializing, to 0, a single pass of Algorithifj 1 over
with the order= yields the solution of the proximal problefj (7).

We recall that the total order relatiexintroduced in Definitiod]1 is defined so that when a grbup
is included in a group, thenh should be processed befaeWe illustrate in Figurg]3 the practical
implications of Propositiofi] 1. More precisely, we considégorithm [] with both the “right” order
for g (as advocated by Propositifin 1), and random orders. We tioaiton the cost function of the
primal proximal problem and its dual counterpart, respedtigiven in () and[{8).

| |===Groups with correct order (primal)
© Groups with correct order (dual)
== Groups with random order (primal)

Groups with random order (dual)

(

-10 . . — One Pass|

IoglO(Distance to Optimum)
|
N

0.5 1 15 2 2.5
IoglO(Number of group updates)

Figure 3: One pass convergence: the cost function of theabgimoximal problem and its dual
counterpart are monitored with respect to the number of gmpdates in Algorithnf]1. In this
setting, g corresponds to a complete binary tree of depth 4, with a tftal = |g | = 31 nodes.
With the correct order, one pass is sufficient to reach thetesadution (note that logy(31) ~ 1.49).
For the random orders af , we display the average of the cost functions based on 26relift
orders.

Using conic duality, we have derived a dual formulation @ ginoximal operator, leading to Al-
gorithm[] which is generic and works for any nofinfj, as long as one is able to perform projections
onto balls of the dual norr.||... We have further shown that whér| is the/,- or the/,-norm, a
single pass provides the exact solution when the grgupse correctly ordered. We show however

11
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in Appendix[C, that, perhaps surprisingly, the conclusiehBropositionJL do not hold for general
lq-norms, ifq ¢ {1,2,}. Next, we give another interpretation of this result.

3.4 Interpretation in Terms of Composition of Proximal Operators

In Algorithm |j|, since all the vector&? are initialized to0, when the group is considered, we
have by inductioru — zhigéh =u-— zhjgih. Thus, to maintain at each iteration of the inner loop
V=u-— zh#gih one can instead updatafter updating? according tos < v— &9. Moreover, since
&9 is not longer needed in the algorithm, and since only théemnufv indexed byg are updated,
we can combine the two updates img<— vig — I} |, <xa (Vg), leading to a simplified Algorithrf] 2
equivalent to Algorithnf]1.

Algorithm 2 Practical Computation of the Proximal Operator fgror /.,-norms.
Inputs:u € RP and an ordered tree-structured set of grogps
Outputs:v (primal solution).
Initialization: v = u.
for ge g, following the order<, do
Vig = Vig = M) . <xe (Vig)-
end for

Actually, it is easy to show that each updatg < vig — M), <xwy, (Vig) IS €quivalent tovg «—
ProxA%H_H[V‘g], because, by Lemmi 1 applied to the case of a unique ggptipe dual of this
optimization problem is exactly the partial minimizatioithwespect t&® in Eq. (3)[9 To simplify
the notations, we define the proximal operator for a gupg as Prof(u) £ ProxmgHAH(u‘g) for
every vectou in RP,

Thus, Algorithm[R in fact performs a sequencepgdroximal operators, and we have shown the
following corollary of Propositiorf]1:

Corollary 1 (Composition of Proximal Operators)
Letg < ... < On Such thatg = {g1,...,9m}. The proximal operator Prqx associated with the
normQ can be written as the composition of elementary operators:

Prox,g = Prox3o...oProxe.

As a final remark, we note that based on this result, we caveetbe proximal operator of the
sparse group Lassobtained by Friedman etal. (2010). IndeedQifv) = 5 gcs [|Vigll2 + A /N[ V|1,
since for the/>-norm it can be shown that Proy (vig) = (1—A/|lvg]l2) , vig, we have

A - . - N .
[Proxm(u)]‘g: (1—m>+vg with ¥ = (1— m)+Uj, jed{d,...,p}

3.5 Efficient Implementation and Complexity

Since Algorithn[ P involves projections on the dual balls (respectively theand the/s-balls for
the /»- and/,,-norms) of vectors iRP, in a first approximation, its complexity is at mastp?),

10. Equivalently, we find back the classical result we havetioeed in Sectio@.l which says that the proximal operator
for a norm is also the residual of the projection of a vectdpa@nball of the dual-norm.

12
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because each of these projections can be comput@dpih operations [(Bruckpf, 7984; Maculan
and Galdino de Paulw89). But in fact, the algorithm perfoone projection for each growp
involving |g| variables, and the total complexity is therefc@eé Yo ]g]). By noticing that ifg
andh are two groups with the same depth in the tree, therh = 0, it is easy to show that the
number of variables involved in all the projections is ldsat or equal ta p, whered is the depth
of the tree:

Lemma 3 (Complexity of Algorithm B))
Algorithm [ gives the solution of the primal problem Eg. (7)J(pd) operations, where d is the
depth of the tree.

Lemma[B should not suggest that the complexity is linegy,isinced could depend op as well,
and in the worst case of a chain= p— 1. However, in a balanced treg= O(log(p)). In practice,
the structures we have considered experimentally areivalatflat, with a depth not exceeding
d =5, and the complexity is therefore almost linear.

Moreover, in the case of thie-norm, it is actually possible to propose an algorithm wibime
plexity O(p). Indeed, in that case each of the proximal operators Pix scaling operation:
Vg (1—Au)g/||v‘g||2)+v‘g. The composition of these operators in Algorithin 1 thus esponds
to performing sequences of scaling operations. The ideimtbéigorithm|[3 is that the correspond-
ing scaling factors depend only on the norms of the sucaeseaiduals of the projections and that
these norms can be computed recursively in one pass thrdugbdas inO(p) operations; finally,
computing and applying all scalings to each entry takes #ganO(p) operations.

To formulate the algorithm, two new notations are used: fmoaipg in G, we denote by rogt)
the indices of the variables that are at the root of the salstoeresponding tg, and by childre(g)
the set of groups that are the children of ifgptin the tree. For example, in the tree presented
in Figure[®, root{3,5,6})= {3}, root({1,2,3,4,5,6}) = {1}, children{3,5,6})={{5},{6}}, and
children{1,2,3,4,5,6})={{2,4},{3,5,6} }. Note that all the groups of childrég) are necessarily
included ing.

The next lemma is proved in Appendik B.

Lemma 4 (Correctness and complexity of Algorithm[B)
When||.|| is chosen to be th&-norm, Algorithm[B gives the solution of the primal problen )
in O(p) operations.

So far the dictionanD was fixed to be for example a wavelet basis. In the next sectien
apply the tools we developed for solving efficiently probl@h to learn a dictionary adapted to
our hierarchical sparse coding formulation.

4. Application to Dictionary Learning

We start by briefly describing dictionary learning.

4.1 The Dictionary Learning Framework

Let us consider a set = [x%,...,x"] in R™" of n signals of dimensiom. Dictionary learning is a
matrix factorization problem which aims at representingsthsignals as linear combinations of the
dictionary elementghat are the columns of a matifix= [d%,...,dP] in R™P, More precisely, the
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Algorithm 3 Fast computation of the Proximal operator femorm case.

Require: u € RP (input vector), set of groups, (wg)ges (POSitive weights), andy (root of the
tree).

Variables:p = (pg)geg IN RI¢| (scaling factors)y in RP (output, primal variable).

conput eSgNor m(gp).

recursi veScal i ng(go,1).

Return v (primal solution).

Procedureconput eSgNor m(g)
1: Compute the squared norm of the groug:« ||ur00t(g)||§+ Y hechildren(g) COMpuUt eSqNor m(h).
2: Compute the scaling factor of the groym; « (1—Awy/,/Mg) , -
3: Return ngpg.
Procedurer ecur si veScal i ng(g,t)
1. Pg < tpg.

Vroot(g) <~ PgUroot(g)-
: for h € childreng) do

recursi veScal i ng(h,pg).
end for

a kR wn

dictionaryD is learnedalong with a matrix olecomposition coefficients = [al,...,a"] in RP*",
so thatx' ~ Da' for every signak'.

While learning simultaneouslp andA, one may want to encode specific prior knowledge about
the problem at hand, such as, for example, the positivitthefdecomposition| (Lee and Selng,
f[999), or the sparsity ok (DIshausen and Fi¢lfl, 1996, 1p97; Aharon ¢fal., 2p06; Lal,&007;
Mairal et al. [2010a). This leads to penalizing or constrg{D,A) and results in the following
formulation:

n

min = Z EHXi - Dai||§+w(ai)}, (10)

Dep . Aca N

wherea and® denote two convex sets alélis a regularization term, usually a norm or a squared
norm, whose effect is controlled by the regularization paterA > 0. Note thatp is assumed to
be bounded to avoid any degenerate solutions of Profieln @d))instance, the standasgparse
codingformulation takes¥ to be the/;-norm, » to be the set of matrices IR™ P whose columns
have unité,-norm, with 2 = RP*" (Olshausen and Fi¢lfl, 1996; Lee e} fI., 2007; Mairal kt al.,
POI0R).

However, this classical setting treats each dictionamnel® independently from the others, and
does not exploit possible relationships between them. Toeeinthe dictionary in a tree structure,
we therefore replace thig-norm by our hierarchical norm and $ét= Q in Eq. (10).

4.2 Learning the Dictionary

Optimization for dictionary learning has already beenristeely studied. We choose in this paper a
typical alternating scheme, which optimizes in trandA = [al, ..., a"] while keeping the other

variable fixed; this scheme yields good results in gengrabfdn et a.[ 2004, Lee etlal., 2007;
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Mairal et a].,[20104}] The main difficulty of our problem lies essentially in the ioization of
the vectors, i in {1,...,n} for D fixed, sincen may be large, and since it requires to deal with
the nonsmooth regularization teffh The optimization of the dictionari (for A fixed), that we
discuss first, is in general easier.

Updating the dictionary D.  We follow the matrix-inversion free procedure/of Mairal BB0104)
to update the dictionary. This method consists in iterdbilogk-coordinate descent over the columns
of D. Specifically, we assume that the domainaédtas the form

Dy = (D e R™P, W|d)|l1+ (1—-pld |2 <1, forall j e {1,...,p}}, (11)

or Q):( £ @umRTX P, with p e [0,1]. The choice for these particular domain sets is motivated
by the experiments of Sectidh 5. For natural image patclhesdictionary elements are usually
constrained to be in the unig-norm ball (i.e.,» = Dg), while for topic modeling, the dictionary
elements are distributions of words and therefore belongesimplex (i.e.» = »;). The update

of each dictionary element amounts to performing an Euahdgojection, which can be computed
efficiently (Mairal et al.] 2010a). Concerning the stoppanigerion, we follow the strategy from the
same authors and go over the column®ainly a few times, typically 5 times in our experiments.

Updating the vectorsa'. The procedure for updating the columns/Afs based on the results
derived in Sectioh 3}3. Furthermore, positivity constiican be added on the domainAf by
noticing that for our norn2 and any vectou in RP, adding these constraints when computing the
proximal operator is equivalent to solving

min u], ~ VI3 +A0().
We will indeed use positive decompositions to model texpoaa in Sectiorf]5. Note that by con-
straining the decompositions to be nonnegative, some entr'me‘§may be set to zero in addition to
those already zeroed out by the nafmAs a result, the sparsity patterns obtained in this way migh
not satisfy the tree-structured conditigh (1) anymore. & turn to the experimental valdiation of
our hierarchical sparse coding.

5. Experiments
5.1 Implementation Details

In Section[3]3, we have shown that the proximal operatorcéetsnl toQ can be computed exactly
and efficiently. The problem is therefore amenable to faskipral algorithms that are well suited
to nonsmooth convex optimization. Specifically, we havedrihe accelerated scheme from both
Nesterol[(2047) and Beck and Tebdu(le (2009), and finallgafar the latter since, for a compara-
ble level of precision, fewer calls of the proximal operadoe required. The basic proximal scheme
presented in Sectidn 3.1 is formalized oy Beck and TeQofll®Y) as an algorithm called ISTA;
the same authors propose moreover an accelerated vari&m@ Fwvhich is a similar procedure,
except that the operator is not directly applied on the cuirestimate, but on an auxiliary sequence

11. Note that although we use this classical scheme for &itypit would also be possible to use the stochastic apgroa
proposed by Mairal et hi[ (20]0a).
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of points that are linear combinations of past estimatess [akter algorithm has an optimal conver-
gence rate in the class of first-order techniques, and de@safor warm restarts, which is crucial
in the alternating scheme of dictionary learning.

Finally, we monitor the convergence of the algorithm by &g the relative decrease in the
cost functiorfd Unless otherwise specified, all the algorithms used in thewiing experiments are
implemented inC/ C++, with aMat | ab interface. The code will be freely available on the authors
publication web page in a near future.

5.2 Speed Benchmark

To begin with, we conduct speed comparisons between ouoagpind other convex programming
methods, in the setting whefe is chosen to be a linear combinationéfnorms. The algorithms
that take part in the following benchmark are:

e Proximal methods, with the basic ISTA scheme and the aatelki=ISTA algorithm, both
taken from (Beck and TeboUllg, 2009).

e A reweighted-least-square scheme (Rg-as described bfy Jenatton e} &l. (3009); Kim and
Xing (RO10). This approach is especially adapted to the wésgef is the square loss, since
closed-form updates can be used. It requires solving ikehatlarge-scale linear systems
that are badly conditioned. Our implementation uses thraml_APACK and Cholesky de-
compositions, but a better performance might be obtained)@spre-conditioned conjugate
gradient. In addition, the computation of the updates eel#&b the variational formulatior] (6)
also benefits from the hierarchical structureggfand can be performed D(p) operations .

e Subgradient descent (SG), whose step size is taken to bé eqaa(k + b), wherek is
the iteration number, anda,b) are the beffl parameters selected on a logarithmic grid
(a,b) € {10,...,10°} x {10?,10%,10%}. We proceeded that way to make sure that SG is
not disadvantaged by an arbitrary choice of stepsize.

e A commercial softwareMpsek, available athtt p://ww. nosek. conl) for second-order
cone programming (SOCP).

Moreover, the experiments we carry out cover various gtinamely:
e Two types of loss functions, namely the square and multiablogistic loss functions.

e Problems ranging from small to large scale, i.e, hundreds tgns of thousands of dictionary
elements.

o Different sparsity regimes, i.e., low, medium and highpegively corresponding to 50%0%
and 1% of the total number of dictionary elements.

All reported results are obtained on a single core of a 3.@7GRU with 8Go of memory.

12. We are currently investigating algorithms for compagtiduality gaps based on network flow optimization

tools (Mairal et &.[ 201Qb).
13. “The best step size” is understood here as being the stepgesding to the smallest objective function after 500
iterations.
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Figure 4: Benchmark for solving a least-squares regregsiololem regularized by the hierarchical
normQ. The experiment is small scalm,= 256, p = 151, and shows the performances of five opti-
mization methods (see main text for details) for three weélregularization. The curves represent
the relative value of the objective to the optimal value asr&fion of the computational time in
second on a log/log,, scale. All reported results are obtained by averaging 5.runs

5.2.1 HERARCHICAL DICTIONARY OF NATURAL IMAGE PATCHES

In this first benchmark, we consider a least-squares regrepsoblem regularized b§ that arises

in the context of denoising of natural image patches, abéuexposed in Sectidn b.4. In particular,
based on a hierarchical dictionary that accounts for diffetypes of edge orientations and edge
frequencies in natural image patches, we seek to recohsinigy 16x 16-patches. The dictionary
we use is represented on Figlife 9. Although the problemvegoh small number of variables,
i.e., p= 151 dictionary elements, it has to be solved repeatedlyefus bf thousands of patches, at
medium precision. It is therefore crucial to be able to sthig problem rapidly and efficiently.

We can draw several conclusions from the results of the sitiomis reported in Figurg 4. First,
we observe that across all levels of sparsity, the accelkrptoximal scheme always performs
better, or similarly, than the other approaches. In additimlike FISTA, ISTA seems to suffer
in non-sparse scenarios. In the least sparse setting, wedgiged{, scheme is the only method
that competes with FISTA. It is however not able to yieldyrsparse solutions, and would therefore
need a subsequent (somewhat arbitrary) thresholding tigrer&s expected, the generic techniques
such as SG and SOCP do not compete with dedicated algorithms.

5.2.2 MULTI-CLASS CLASSIFICATION OF CANCER DIAGNOSIS

The second benchmark explores a different superviseditgpsetting, wheref is no longer the
square loss function. The goal is to demonstrate that oum@ation tools apply in various sce-
narios, beyond traditional sparse approximation problefusthis end, we consider two gene ex-
pression datas¢fbin the context of cancer diagnosis. More precisely, we farusvo multi-class
classification problems where the numlmeiof samples to be classified is small compared to the
numberp of gene expressions that characterize these samples. E#dohaty element thus corre-

14. The datasets we use @8BBCTand14_Tumors which are freely available &t t p: / / ww. gens- syst em or g/ .
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sponds to a gene expression acrossntieamples, whose class labels are recorded in the vector
in R™.

The medium-scale dataset contans- 83 data pointsp = 4615 variables and 4 classes, while
the large-scale one is comprised mf= 308 samplesp = 30017 variables and 26 classes. In
addition, both datasets exhibit highly-correlated diusiy elements. Inspired by (Kim and Xjng,
P010), we build the tree-structured set of grogpsising Ward’s hierarchical clusterinf_(Johrison,
1967) on the gene expressions. The n@nbuilt in this way aims at capturing the hierarchical
structure of gene expression networlks (Kim and King, P010).

Instead of the square loss function, we consider the multiablogistic loss function that is
better suited to deal with multi-class classification peoid (see, e.g|, Hastie ef al., 2009). As
a direct consequence, algorithms whose applicabilityiallycdepends on the choice of the loss
function f are removed from the benchmark. This is the case with rewatgh schemes that have
closed-form updates available only with the square losstion. Importantly, the choice of the
multinomial logistic loss function leads to an optimizatiproblem over a matrix with dimensioms
times the number of classes (i.e., a total of 46X~ 18000 and 3001% 26 ~ 780000 variables).
Also, due to scalability issues, generic interior pointveos could not be considered here. To
summarize, the following comparisons involve (1) proximedthods, with a basic (ISTA) and an
accelerated (FISTA) algorithms, and (2) subgradient deg&6G).

In Figure[$, we report the time of computation as a functiorthef objective function. The
benchmark highlights that the accelerated proximal scheem®rms overall better that the two
other methods. Again, it is important to note that both prdi algorithms yield sparse solutions,
which is not the case for SG. More generally, this experinikrdtrates the versatility of proximal
algorithms regarding the choice of the loss functfon

5.3 Denoising with Tree-Structured Wavelets

We demonstrate in this section how a tree-structured spamdarization can improve classi-
cal wavelet representation, and how our method can be usefficntly solve the correspond-
ing large-scale optimization problems. We consider two eletvorthonormal bases, Haar and
Daubechies3 (s¢e Ma]lgt, 1999), and choose a classicaitopedtructure on the coefficients, which
has notably proven to be useful for image compression prub@araniuk[ 1999). This experiment
follows the approach df Zhao etf]a]. (2009) who used the saeeestiructured regularization in the
case of small one-dimensional signals, and the approdclamaiiik et dl.[(2008) arld Huang e} al.
(R009) images where images were reconstructed from cosgmlesensing measurements with a
hierarchical nonconvex penalty.

We compare the performance for image denoising of both nameoand convex approaches.
Specifically, we consider the following formulation

min 2 [~ Da 3+ A(a).
whereD is one of the orthonormal wavelet basis mentioned abgvs, the input noisy image,
Da is the estimate of the denoised image, anis a sparsity-inducing regularization. We first
consider classical settings whapas either the/1-norm or the/p-pseudo-norm. Then, we consider
the convex tree-structured regularizati@rdefined as a sum @b-norms (oré.,-norms), which we
denote byQ,, (or respectivelyQ,, ), and finally the non-convex tree-structured regularatised
by Baraniuk et g|.[(2008) denoted B§F¢, which we have presented in Ef] (4).
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Figure 5: Benchmark for solving medium- and large-scaletiraldss classification problems for
three optimization methods (see details about the datasdtthe methods in the main text). Three
levels of regularization are considered. The curves reptethe relative value of the objective to
the optimal value as a function of the computational timednosid on a log,/log;, scale. In
the highly regularized setting, the tuning of the step-$arethe subgradient has turned out to be
difficult, which explains the behavior of SG in the first itéoas.
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Since the basis is here orthonormal, solving the deconmpogitoblem amounts to computing
a single instance of the proximal operator. More preciseé/want to find

o* = argmin }Hx— DGH%—}—N]J(G)} = arg min[:—LHDTx— C(H%—i—)\LIJ(G)} :
2 acRM 2

acRM

Whenu is the/;-norm, this leads to the wavelet soft-thresholding metHddamoho and Johnsiohe
(L99%). Wheny is thelo-pseudo-norm, the solution can be obtained by hard-thieisigo(see Mal-
lat,[199D). Whenp is theQ,,, we use Algorithn}|3 and fa®,,,, we use Algorithnj[2. Implementation
details for/§e® can be found in Appendix]A.

Compared td Zhao etlal (2009), the novelty of our approa@ssentially to be able to solve
efficiently and exactly large-scale instances of this pobl

We use 12 classical standard test imggesnd generate noisy versions of them corrupted by
a white Gaussian noise of variange For each image, we test several valued ef 250\/@,
with i taken in a specific ranﬁ.We then keep the paramefegiving the best reconstruction error.
The factora/logmis a classical heuristic for choosing a reasonable regalton parameter (see
(Mallai, £999)). We provide reconstruction results in terofi PSNR in Tablg]£] We report in this
table the results whe is chosen to be a sum 6§-norms or/-norms with weightsyg all equal to
one. Each experiment was run 5 times with different noiskzag@ns. In every setting, we observe
that the tree-structured norm significantly outperforneséthinorm and the nonconvex approaches.
We also present a visual comparison on two images on F[jusedbying that the tree-structured
norm reduces visual artefacts (these artefacts are begertsy zooming on a computer screen).
The wavelet transforms in our experiments are computedtivitmatlabPyrTools softwafg.

(@)Lena, 0 =25,/1 (b) Lena, 0 =25,Q,, (c)Barb., 0 =50, {1 (d)Barb., 0 =50, Qy,

Figure 6: Visual comparison between the wavelet shrinkagdainwith the/;-norm and the tree-
structured model, on cropped versions of the imagesa andBarb.. Haar wavelets are used.

This experiment does of course not provide state-of-theemults for image denoising (see
Mairal et al.,[2009b, and references therein), but showtsthigatree-structured regularization sig-
nificantly improves the reconstruction quality for wavsletin this experiment the convex set-

15. These images are used in classical image denoising ienks. Se¢ Mairal et hi[ (2049b).

16. For the convex formulationsranges in{ —15, —14,...,15}, while in the nonconvex caseanges in{ —24,...,48}.

17. Denoting by MSE the mean-squared-error for images wimbsasities are between 0 and 255, the PSNR is defined
as PSNR= 10log; o(255? /MSE) and is measured in dB. A gain of 1dB reduces the MSE by appiatteiy 20%.

18.http://www. cns. nyu. edu/ ~eer o/ steerpyr/.
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Haar
o (o gee 2 Qy, Q.
5 34.48| 34.78 35.52 35.89 35.79
10 || 29.63| 30.24 30.74 31.40 31.23
PSNR | 25 || 24.44 25.27 25.30 26.41 26.14
50 || 21.53 22.37 20.42 23.41 23.05
100 || 19.27| 20.09 19.43 20.97 20.58
5 - 30+.23 | 1.04+.31| 1414+ .45 | 1.31+ .41
10 - .60+.24 | 1.10+.22 | 1.76+ .26 | 1.594 .22
IPSNR| 25 - .83+.13| .86+.35 | 1.96+.22 | 1.69+.21
50 - .84+ .18 | .46+.28 | 1.87+.20 | 1.514+.20
100 - .82+.14 | .15+.23 | 1.69+.19 | 1.30+.19
Daub3
() f() ggee f]_ ng ng
5 34.64| 34.95 35.74 36.14 36.00
10 || 30.03| 30.63 31.10 31.79 31.56
PSNR | 25 | 25.04| 25.84 25.76 26.90 26.54
50 || 22.09 22.90 22.42 23.90 23.41
100 || 19.56| 20.45 19.67 21.40 20.87
5 - 31+.21 | 1.10£.23 | 1.494+.34 | 1.36+ .31
10 - .60+.16 | 1.064+.25| 1.764+.19 | 1.53+.17
IPSNR| 25 - .80+.10| .71+.28 | 1.854+.17 | 1.50+.18
50 - .81+.15| .33+.24 | 1.80+.11 | 1.334+.12
100 - .89+.13 | 011+ .24 | 1.824+.24 | 1.30+ .17

Table 1. Top part of the tables: Average PSNR measured fodémeising of 12 standard im-
ages, when the wavelets are Haar or Daubechies3 wavelef®/@},[199p), for two nonconvex
approachest and /§¢® and three different convex regularizations—that is, &¥@orm, the tree-
structured sum of,-norms €y,), and the tree-structured sum &Qf-norms ,,,). Best results for
each level of noise and each wavelet type are in bold. Bottarngd the tables: Average improve-
ment in PSNR with respect to tifg nonconvex method (the standard deviations are computed ove
the 12 images).
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ting Q,, andQ,,, also outperforms the nonconvex ofﬁ?eﬁ We also note that the speed of our
approach makes it scalable to real-time applications. i&plthe proximal problem for an image
with m= 512 x 512 = 262144 pixels takes approximately0Q5 seconds on a single core of a
3.07GHz CPU ifQ is a sum off,-norms, and M3 seconds when it is a sum Gf-norms.

5.4 Dictionaries of Natural Image Patches

This experiment studies whether a hierarchical structarehelp dictionaries for denoising natural
image patches, and in which noise regime the potential gaighnificant. We aim at reconstructing
corruptedpatches from a test set, after having learned dictionariestmaining set ohon-corrupted
patches. Though not typical in machine learning, thissgit reasonable in the context of images,
where lots of non-corrupted patches are easily avaifiple.

We extracted 100000 patches of sime- 8 x 8 pixels from the Berkeley segmentation database
of natural images[(Martin et k[, 2G01), which contains ehhigriability of scenes. We then split
this dataset into a training s¥t;, a validation seK4, and a test seX;e, respectively of size 50000,
25000, and 25000 patches. All the patches are centered amélized to have unif,-norm.

For the first experiment, the dictionafy is learned orXy, using the formulation of Eq[(}0),
with p= 0 for o, as defined in Eq[(11). The validation and test sets are dedupy removing
a certain percentage of pixels, the task being to recoristhgcmissing pixels from the known
pixels. We thus introduce for each elemerdf the validation/test set, a vect®y equal tox for the
known pixel values and 0 otherwise. Similarly, we defih@s the matrix equal t®, except for
the rows corresponding to missing pixel values, which atécs8. By decomposing on D, we
obtain a sparse code and the estimate of the reconstructed patch is defin€&badNote that this
procedure assumes that we know which pixel is missing andhikinot for every element

The parameters of the experiment are the regularizaticenpeterA;, used during the training
step, the regularization paramedgg used during the validation/test step, and the structurbef t
tree. For every reported result, these parameters weretelby taking the ones offering the
best performance on thelidation set, before reporting any result from ttestset. The values
for the regularization parametekg ,A\ie Were selected on a logarithmic scgg~1°,27°, ... 2?2},
and then further refined on a finer logarithmic scale with iplitiative increments of 2%/4. For
simplicity, we chose arbitrarily to use tife-norm in the structured nor®, with all the weights
equal to one. We tested 21 balanced tree structures of deatid 3!, with differentbranching
factors p, pz, ..., pd—1, Whered is the depth of the tree ang, k € {1,...,d — 1} is the number
of children for the nodes at depih The branching factors tested for the trees of depth 3 where
p1 € {5,10,20,40,60,80,100}, p, € {2,3}, and for trees of depth 4 € {5,10,20,40}, p, € {2,3}
andps = 2, giving 21 possible structures associated with dicti@sawith at most 401 elements. For
each tree structure, we evaluated the performance obtaiitiethe tree-structured dictionary along
with a non-structured dictionary containing the same nurobelements. These experiments were
carried out four times, each time with a different initialiion, and with a different noise realization.

19. It is worth mentioning that comparing convex and nonearapproaches for sparse regularization is a bit difficult.
This conclusion holds for the classical formulation we hased, but might not hold in other settings such as Coifman
and Donoho|(1995).

20. Note that we study the ability of the model to reconstindependent patches, and additional work is required to
apply our framework to a full image processing task, whetelpes usually overlag (Elad and Ahgrpn, 4006; Mairal

et aI.,|200gb).
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noise 50 % 60 % 70 % 80 % 90 %
flat |19.3+0.1/26.8+0.1|{36.74+0.1{50.6+0.0/ 721+ 0.0
tree |186+£0.1{257+£0.1/35.0+0.1/480+0.0{659+£0.3

Table 2: Quantitative results of the reconstruction taskataral image patches. First row: percent-
age of missing pixels. Second and third rows: mean squaseraultiplied by 100, respectively for
classical sparse coding, and tree-structured sparseg-odin

80

70

60

50

16 21 31 41 61 81 121 161 181 241 301 321 401

Figure 7: Mean square error multiplied by 100 obtained wBhstructures with error bars, sorted
by number of dictionary elements from 16 to 401. Red plairs bapresents the tree-structured
dictionaries. White bars correspond to the flat dictionagdei containing the same number of
dictionary as the tree-structured one. For readabilitppse, the/-axis of the graph starts at 50.

Quantitative results are reported in Tafle 2. For all faaiof missing pixels considered, the
tree-structured dictionary outperforms the “unstruausae”, and the most significant improvement
is obtained in the noisiest setting. Note that having mocéatiary elements is worthwhile when
using the tree structure. To study the influence of the cheseisture, we report in Figurg 7 the
results obtained with the 13 tested structures of deptloBgalith those obtained with unstructured
dictionaries containing the same number of elements, widga 8f the pixels are missing. For
each dictionary size, the tree-structured dictionaryiigantly outperforms the unstructured one.
An example of a learned tree-structured dictionary is preseon Figurd]8. Dictionary elements
naturally organize in groups of patches, often with low freacies near the root of the tree, and
high frequencies near the leaves.

5.5 Text Documents

This last experimental section shows that our approach lsanba applied to model text corpora.
The goal of probabilistic topic models is to find a low-dimemsl representation of a collection
of documents, where the representation should provide arserdescription of the collection.
Approaching the problem in a parametric Bayesian framewatient Dirichlet allocation (LDA)
(200B) model documents, represented as vectoverd counts, as a mixture of a prede-
fined number ofatent topicsthat are distributions over a fixed vocabulary. LDA is fundsatally

a matrix factorization problen{:_Bunting (2002) shows thBXALcan be interpreted as a Dirichlet-
multinomial counterpart of factor analysis. The numberogids is usually small compared to the
size of the vocabulary (e.g., 100 against 10000), so thataghie proportions of each document
provide a compact representation of the corpus. For insfdhese new features can be used to feed
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Figure 8: Learned dictionary with tree structure of dept e root of the tree is in the middle of
the figure. The branching factors goe= 10, po = 2, p3 = 2. The dictionary is learned on 3100
patches of size 18 16 pixels.

s,
s
=

i
\

1 Y
Figure 9: Learned dictionary with a tree structure of depthlte root of the tree is in the middle of

the figure. The branching factors gue= 10, p; = 2, ps = 2, p4 = 2. The dictionary is learned on
50,000 patches of size 1616 pixels.
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Figure 10: Example of a topic hierarchy estimated from 171B3\proceedings papers (from 1988
through 1999). Each node corresponds to a topic whose 5 mpstriant words are displayed.
Single characters such ag,r are part of the vocabulary and often appear in NIPS papetghair
place in the hierarchy is semantically relevant to childigpics.

a classifier in a subsequent classification task. We similas our dictionary learning approach to
find low-dimensional representations of text corpora.

Suppose that the signa¥= [x!,...,x"] in R™" are each théag-of-wordrepresentation of
each ofn documents over a vocabulary of words, thek-th component o standing for the
frequency of thek-th word in the document If we further assume that the entries @fand A
are nonnegative, and that the dictionary elemetsave unit/;-norm, the decompositiofD,A)
can be interpreted as the parameters of a topic-mixture Iinddee regularizatiorQ induces the
organization of these topics on a tree, so that, if a docuimeolves a certain topic, then all ancestral
topics in the tree are also present in the topic decompasit®nce the hierarchy is shared by all
documents, the topics at the top of the tree participateényeyecomposition, and should therefore
gather the lexicon which is common to all documents. Comlgrthe deeper the topics in the tree,
the more specific they should be. An extension of LDA to modpld hierarchies was proposed
by Blei et al. [201]0), who introduced a non-parametric Bayeprior over trees of topics and
modelled documents as convex combinations of topics selealbng a path in the hierarchy. We
plan to compare our approach with this model in future work.

Visualization of NIPS proceedings We qualitatively illustrate our approach on the NIPS pro-
ceedings from 1988 through 1999 (Griffiths and Steyvers420After removing words appearing
fewer than 10 times, the dataset is composed of 1714 artiglésa vocabulary of 8274 words. As
explained above, we consider” and takea to beRﬁX”. Figure[ID displays an example of a learned
dictionary with 13 topics, obtained by using the-norm inQ and selecting manually=2"1°. As
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100

Il PCA + SVM
B NMF + SVM
[_ILDA + SVM
90 I spDL + SVM ] ]
Il SpHDL + SVM

80

70

Classification Accuracy (%)

60 3 7 15 31 63

Number of Topics

Figure 11: Binary classification of two newsgroups: clasatfon accuracy for different dimen-
sionality reduction techniques coupled with a linear SVissifier. The bars and the errors are

respectively the mean and the standard deviation, based @ndom split of the dataset. Best seen
in color.

expected and similarly tp Blei et]a[. (2010), we capture tlopwords at the root of the tree, and
topics reflecting the different subdomains of the confegesuech as neuroscience, optimization or
learning theory.

Posting classification We now consider a binary classification taskropostings from the 20
Newsgroups data sB{. We learn to discriminate between the postings from the twesgeoups
alt.atheismandtalk.religion.misg following the setting of Lacoste-Julien et 4l. (2P08) £t al.
(R009). After removing words appearing fewer than 10 times standard stopwords, these post-
ings form a data set of 1425 documents over a vocabulary dfZL8®rds. We compare different
dimensionality reduction techniques that we use to feedeati SVM classifier, i.e., we consider (i)
LDA, with the code fron{ Blei et g1.[(20D3), (ii) principal cqronent analysis (PCA), (iii) nonneg-
ative matrix factorization (NMF), (iv) standard sparsetidicary learning (denoted by SpDL) and
(v) our sparse hierarchical approach (denoted by SpHDLh BpDL and SpHDL are optimized
over »;” and.a =RP*", with the weightswy equal to 1. We proceed as follows: given a random
split into a training/test set of 100825 postings, and given a number of top&lso the number
of components for PCA, NMF, SpDL and SpHDL), we train an SVdsslfier based on the low-
dimensional representation of the postings. This is paréal on a training set of 1000 postings,
where the parameters,c {2726... 275} and/orCsyme {473,...,4'} are selected by 5-fold cross-
validation. We report in Figurg L1 the average classificaticores on the test set of 425 postings,
based on 10 random splits, for different number of topicdikdrihe experiment on image patches,
we consider only complete binary trees with depth$lin ..,5}. The results from FigurgJL1 show
that SpDL and SpHDL perform better than the other dimenditynaeduction techniques on this
task. As a baseline, the SVM classifier applied directly tordw data (the 13312 words) obtains a

21. Available ahtt p: // peopl e. csai |l . nit. edu/ jrenni e/ 20Newsgr oups/ .
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score of 90=+1.1, which is better than all the tested methods, but withautedisionality reduction
(as already reported Ky Blei et|dl., 2P03). Moreover, therdsars indicate that, though nonconvex,
SpDL and SpHDL do not seem to suffer much from instabilityéss Even if SpDL and SpHDL
perform similarly, SpHDL has the advantage to provide a nittexpretable topic mixture in terms
of hierarchy, which standard unstructured sparse codieg dot.

6. Discussion

We have shown that tree-structured sparse decomposititahepns can be solved at the same com-
putational cost as traditional sparse decomposition problusing thé&;-norm. We have applied
this approach in various settings, with fixed and learnetiatiaries, and based on different types of
data, namely, natural images and text documents. Anotherlfi research to pursue is to develop
other optimization tools for structured norms with genesadrlapping groups. For instance, Mairal
et al. (2010b) have used network flow optimization techrigiee that purpose, and Bach (2p10)
submodular function optimization. This framework can digoused in the context of hierarchical
kernel learning[(Ba¢H, 20P8), where we believe that our otettan be more efficient than existing
ones.

This work establishes a connection between dictionarnniagrand probabilistic topic models,
which should prove fruitful as the two lines of work have feed on different aspects of the same
unsupervised learning problem: our approach is based orex@ptimization tools, and provides
experimentally more stable data representations. Moreiw&an be easily extended with the same
tools to other types of structures corresponding to othemadJenatton et hl[, 200B; Jacob dt al.,
P009). However, it does not allow to learn elegantly and matiically model parameters such as
dictionary size of tree topology, which Bayesian methods Eanally, another interesting common
line of research to pursue is the supervised design of diaties, which has been proved useful in

the two frameworks[(Mairal et hl[, 2009a; Blei and McAu]ifz008$).
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Appendix A. Links with Tree-Structured Nonconvex Regularization

We present in this section an algorithm introduced by Don@@97) for solving the following
problem L
1 2 g

mn 3l —vIESA 3 FW), (12)
where theu in RP is given,A is a regularization parameteg, is a set oftree-structuredgroups in
the sense of definitiof] 1, and the functidd¥%sare defined as in Eq[](4)—that &J(v) = 1 if there
existsj in g such that; # 0, and 0 otherwise. This problem can be viewed as a proxinmeratgr
for the nonconvex regularizatiopy.; 39(v). As we will show, it can be solved efficiently, and in
fact it can be used to obtain approximate solutions of theeovex problem presented in Ef] (1),
or to solve tree-structured wavelet decompositions as tgifgaraniuk et g.[(2008).

We now briefly show how to derive the dynamic programming epph introduced by Donoho
(L997). Given a groug in G, we use the same notations r@tand children(g) introduced in
Section[3}]5. Itis relatively easy to show that finding a solubf Eq. {12) amounts to finding the
supportSC {1,..., p} of its solution and that the problem can be equivalently itevr

: 1. 5
min  —=|lugll5+A S 39(S), 13
S, g luslE A 5 &S (13)
with the abusive notatiod?(S) = 1 if gn S+ 0 and 0 otherwise. We now introduce the quantity
0 if gNnS=0
ng(S) é 1 2 .
—3[Urootig) 15 +A + Yhechildreng) Wh(S)  otherwise

After a few computations, solving Ed. {13) can be shown to dpgivalent to minimizingyg, (S)
whereqp is the root of the tree. It is then easy to prove that for anyg®in G, we have

: : 1 .
min_ Ye(S) = min (0, -5 |Ureotg I3+ A + min_ n(S)),

e ( 2 hechilzdrer(g)gg{l"“’p} >
which leads to the following dynamic programming approactsented in Algorithnj]4. This al-
gorithm shares several conceptual links with Algoritim 2 Bn It traverses the tree in the same
order, has a complexity i®(p), and it can be shown that the whole procedure actually pedar
sequence of thresholding operations on the variable

Algorithm 4 Computation of the Proximal Operator for the Nonconvex Asagh
Inputs: u € RP, a tree-structured set of grougsandgp (root of the tree).
Outputs:v (primal solution).

Initialization: v < u.
Callrecursi veThreshol di ng(go).

Procedurer ecur si veThr eshol di ng(g)

=

: N <= min (O, —5Urootg) 13+ A + Shechidreng) ' €cur si veThr eshol di ng(h)).
if n=0 then
Vg <+ 0.
end if
. Return n.

a k wn
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Appendix B. Proofs
B.1 Proof of Lemmal[}

Proof The proof relies on tools from conic duality (Boyd and Vanoemhp | 2004). We can rewrite
problem [f) as

. 1
min  ~

2
VERP zeRI5| 2 lu=vz+A Z WyZg, such thatljvgl| <z, Vg€ g,

geg

by introducing the primal variables= (zy)qc; € R/, with the additional|g | conic constraints
Vgl <7, g€ 6.

This primal problem is convex and satisfies Slater's coodgifor generalized conic inequalities
(i.e., existence of a feasible point in the interior of thendin), which implies that strong duality
holds (Boyd and Vandenberghe, 2004). We now consider theabagan. defined as

1 T
Lz = Slu-viEa S wa- 3 (2 (3).

geg geg

with the dual variables = (Tg)geq in RI9!, and& = (£%)4c,; in RP*I51, such that for allg € g,
§=0if j ¢ gand||&||, <Tq.

The dual function is obtained by taking the derivatives afith respect to the primal variables
andz and setting them to zero, which leads to

V_Uu—Yg, &% =0,
Vgeg, Ay —Tg =0.

After simplifying the Lagrangian and flipping (without logsgenerality) the sign o, we obtain the
dual problem in Eq.[{8). We derive the optimality conditidnsm the Karush—-Kuhn-Tucker con-
ditions for generalized conic inequalitifs (Boyd and Varmirghe[ 2004). We have tht, z,T,&}
are optimal if and only if

V_U+54, &% =0,
Yge g, Awg —Tg =0,
Vge g, Zglg— vgzg =0, (Complementary slackness)
vgeg,  vgll <z,
vgeg, &, <tq

Combining the complementary slackness with the definiticthe@ dual norm, we have
Vg€ G, ZgTg= V& < vgll €9,

Furthermore, using the fact thag € g, |vg|| < zgand||€?]|, < 14 = Awy, we obtain the following
chain of inequalities

Vg E G Azt = VE? < [Ivigl 9] < 2 €9, < Azgeay,
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for which equality must hold. In particular, we have
vg&® = IVl IE°]. .
24 |||, = Azgtog.

If vig # 0, thenzy cannot be equal to zero, which implies in turn thét||, = Ao
Conversely, starting from the optimality conditions of Lexaj], we can derive the Karush—-Kuhn—Tucker
conditions displayed above. More precisely, we define fog al G,

Tg= Ay and 7o = |vgll.

The only condition that needs to be discussed is the compitamyeslackness condition. ¥y = 0,
then it is easily satisfied. Otherwise, combining the deéing oftg, z; and the fact that

vpE? = |Ivigll [1E%]l, and |&°]], = Acy,

we end up with the desired complementary slackness. |

B.2 Optimality condition for the projection on the dual ball

Lemma 5 (Projection on the dual ball)
Letv € RP and t> 0. We havex =M | <¢(v) if and only if

{if V], <t, K=V,

otherwise, ||k||, =t and k" (v—k) = K], IV —K]|.

Proof When the vectow is already in the ball off.||, with radiust, i.e., ||v||, <t, the situation is
simple, since the projectiofi | | <¢(v) obviously givesv itself. On the other hand, a necessary and
sufficient optimality condition for having

K= .<t(v)=argmin|v -y,
Iyl <t

is that the residual — k lies in the normal cone of the constraint det (Borwein andigg200F),
that is, for ally such thatly||, <t, (v—k)'(y —k) < 0. The displayed result then follows from the
definition of the dual norm, nameljk||, = max, <1 2" k. [

B.3 Proof of Lemma[2

Proof The proof mostly relies on the optimality conditions chaggizing the projection on a unit
ball of the dual norm|-||, in the previous lemma. Precisely, by Lemfha 5, we need to shew t

either
h

K9 =vg— Kg»

if |vg—kfy, <tq,
or

h J—
9

h
Ik, =tg and k¥ (vig — g = K%) = [k, Jvg — 1 — K| .
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Note that the feasibility ok9, i.e., ||k9||, <tg, holds by definition ok9.

Let us first assume thaik9||, < tg. We necessarily have thaiy also lies in the interior of
the ball of ||.||, with radiusty, and it holds thak9 = v4. Sinceg C h, we have that the vector
Vh — K9 =V —Vg has only zero entries an As a resultxg = 0 and we obtain

g__ o h
K¥=Vig=Vig—Kpg;

which is the desired conclusion. From now on, we assume|#¥dt = tg. It then remains to show
that

h

KIT (vig— K — k9) = [[KI], ||]vig — Ky — K9]

We now distinguish two cases, according to the norm used.

£o-norm: for the £>-norm, the optimality condition reduces to the conditioosdquality in the
Cauchy-Schwartz inequality, i.e., when the vectors haweessigns and are linearly dependent.
Applying these conditions to individual projections we g¢jeat there exist®g, pn > 0 such that
Pgk9 = Vg — K9 andppk" = vj — k9 — k.

Note that the casg, = 0 leads tov, — k9 — k" =0, and therefomng KY—ki =0sinceg C h,
which directly yields the result. The cagg= 0 impliesvg—k9=0and thereforﬂx‘g 0, yielding
the result as well. We can therefore assume pguw O andpg > 0. Some algebra leads to

Kg _ Ph+ 1
PgPn

h
(Vig— K9 —Kpg),

and consequently
KT (vig — K9 —Kig) = [[K9[ | |Vig — K& — K|,
l»-norm: In this case, the optimality corresponds to the conditimrsefjuality in thele,-£1
Holder inequality. Specifically® = | <, (vg) holds if and only if for aIIKg #0,] € g, we have

Vi — K¢ = [|vg— K], sign(k%).

Looklng at the same condition f&", we have thak" = My.<t, (Vh — Kg) holds if and only if for
all KJ- #£0,] € h, we have

Vi —K§ =K = [|vn— k9 — k" sign(k").

From those relationships we notably deduce that foy alf such thakg £0, sigr(Kg) =sign(vj) =
sign(k") = sign(vj —k?) = sign(v; —k{ —k"). Let j € g such thak? 7é 0. At this point, using the
equalltles we have jUSt presented,

9 [ e =K if KD =
Vi —Kj KJ‘_{ [V — K9 — K| |fKH17é0

Since||vig— k9|, > [|vg—Kk9—kf]|_ (which can be shown using the sign equalities above), and

[Vin— k9= K"|| > ||vg—KkI—K]|, (sinceg C h), we have

|vig—KI—K >|VJ—K?—Kh|>HV‘g—K —K

ol ol
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and therefore for ak{ £0, j € g,

Vj—Kj - K = [Jvig— K9 — K%HmSign(K?)’

which yields the result. u

B.4 Proof of Proposition[}

Proof The proof largely relies on Lemnjh 2. We proceed by inductipnshowing that we keep
the optimality conditions of Eq[|8) satisfied after each atpdin Algorithm[]L. By definition of
Algorithm i, note that the feasibility &fis always guaranteed. We consider the following induction
hypothesis

a3 (h) = {vg =< h, it holds thatt? = )11 < ([U = Zg’;ﬁgzg/]lg)}'

Since the dual variable are initially equal to zero, the summation owgr# g in the definition
of # can be instead taken ovgr= h, ¢’ # g, leading to

s (h) = {¥g < h, itholds thaté® = M| | cxey, ([U— Tg<h, 7+a&%00)}

We initialize the induction with théirst group in¢g, that, by definition of<, does not contain any
other group. The first step of Algorithph 1 easily shows thatitiduction hypothesis/ is satisfied
for this first group.
We now assume that (h) is true and consider the next grobfph < 1, in order to prove that
# () is also satisfied. We have for each grapg h,
&9 =) . orey (U= Sg<n g€ ]i0)-

Following the update of the group, we have
A L TIEP(TES PR
= M j<ray, (U= Yg=w, g2n&n)-
At this point, we can apply Lemni{a 2 for each grayg h, which proves
/ h/
& = M owu— g g8 —& o)
= T <aay (U= Sg=n, g8 ]0)-

As a result, the induction hypothesis(h) is true.

Therefore, after one complete pass oger G, the dual variabl€ satisfies the optimality con-
ditions for Eq. [B), which implies that the pdjv,&} is optimal. Since strong duality holdg s the
solution of Eq. 7). [ |
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B.5 Proof of Lemmal}

Proof Notice first that the procedumnput eSgNor mis called exactly once for each grogpn ¢,
computing a set of scalaf®g)gcs in an order which is compatible with the convergence in one
pass of Algorithn{Jl—that is, the children of a node are preedsrior to the node itself. Following
such an order, the update of the grayip the original Algorithm[JL computes the varial&which
updates implicitly the primal variable as follows

Aoy

Vg (1— 20
Al Gl v

)+V\9'
It is now possible to show by induction that for all grogpn ¢, after a call to the procedure
conput eSgNor m(g), the auxiliary variable)y takes the valuéjv‘gH% wherev has the same value as
during the iteratiorg of Algorithm [I. Therefore, after calling the procedwnput eSqNor m(go),
wheregp is the root of the tree, the valugg correspond to the successive scaling factors of the
variablevy obtained during the execution of Algorithfh 1. After havingngputed all the scaling
factorspg, g € G, the procedure ecur si veScal i ng ensures that each variabjeén {1,...,p} is
scaled by the product of all thm,, whereh is an ancestor of the variabje

The complexity of the algorithm is easy to characterize: FHamcedureconput eSqNor mand
recursiveScal i ng is calledp times, each call for a grouphas a constant number of operations
plus as many operations as the number of childrep. &ince each children can be called at most
one time, the total number of operation of the algorithr®{p). [ |

B.6 Sign conservation by projection

The next lemma specifies a property for projections whéjnis further assumed to befg-norm
(with g > 1). We recall that in that casg,||. is simply thely-norm, withq' = (1—1/q) L.

Lemma 6 (Projection on the dual ball and sign property)
Letv € RP and t> 0. Let us assume thdt|| is a {q-norm (with g> 1). If

K= <t(V),
then the components of the vecterandv have the same signs.

Proof When the vectow is already in the ball off.||, with radiust, i.e., ||v||, <t, the situation is
simple, sincex = v. On the other hand, a necessary and sufficient optimalitgdition for having

K =T ,<t(v) =argminv—y],
lyllg <t

is that the residual — K lies in the normal cone of the constraint det (Borwein andiHele),
that is, for ally such that|y|lq <t, (v—K)(y—k) <O0.

We proceed by contradiction. We suppose that there exigash bne component @ andv
that have a different sign. Let us consider the vegtdefined forj € {1,...,p} by

- Kj if Kjv; >0,
Kj = .
—Kj otherwise
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Since we havélk||q = ||K||q, it should therefore hol@v — k) '(K — k) < 0. However, simple algebra
leads to(v — k) "(K — k) > 0, hence the contradiction. [ |

Based on this lemma, note that we can assume without lossefa@éy that the vector we want to
project (in this casey) has only nonnegative entries. Indeed, it is sufficient doesbeforehand the
signs of that vector, compute the projection of the vectdhwbnnegative entries, and assign the
stored signs to the result of the projection.

Appendix C. Counterexample for/g-norms, with g ¢ {1, 2, c}.

The result we have proved in Propositifdn 1 in the specifiérggtvhere||.|| is the f2- or £,-norm
does not hold more generally fég-norms, wherg is not in {1,2,0}. Letq > 1 satisfying this

condition. We denote by £ (1—qg 1)~ the norm parameter dual tp We keep the same notation
as in Lemmd]2 and assume from now on thag||, > tg and||vin[| 4 > tg+th. These two inequalities
guarantee that the vectorg andv, — k9 do not lie in the interior of théy-norm balls, of respective
radiusty andt.

We show in this section that there exists a setting for whiehconclusion of Lemmj 2 does not
hold anymore. We first focus on a necessary condition of Lefima

Lemma 7 (Necessary condition of Lemm§]2)
Let ||.|| be alq-norm, with g¢ {1,2,}. If the conclusion of Lemn{g 2 holds, then the veckdys

and Kg are linearly dependent.

Proof According to our assumptions ary andv, — k9, we have thafk9|, =ty and % g = th
In this case, we can apply the second optimality conditidrisemmal[’, which states that equality
holds in the/y-(y HOlder inequality. As a result, there exigig pn > 0 such that for aljj in g:

99 _ 9
Kj|T = pglvj—kKj|?
hiof h
KjT = Ph’Vj—KJg—Kj\q-
If we havek9 =TT <t,(Vig — KPg), notice that it is not possible to have the following scevsri

o If lvg— Ku

q < tg, then we would have? = vy — kg, which is impossible sincgk9||, =t.

o If ||vg— K%‘

¢ = to then we would have for aff in g, KM = py|vj — K9 — kD[4 =0, which
implies thangﬁ“JJ = 0 and||vg||y = tg. This is impossible since we assumpd||, > tg.

We therefore hav#v‘g — KE]| g ty and using again the second optimality conditions of Lerfima 5,
there existp > 0 such that for allj in g:

/ h
KT = plvj —k§ —K]|%.
Combined with the previous relation m'g we obtain for allj in g
SRS

Since we can assume without loss of generality thanly has nonnegative entries (see Lenjina 6),
the vectorx? andk" can also be assumed to have nonnegative entries, hencestrezldmnclusion.
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We need another intuitive property of the projectiop <; to derive our counterexample:

Lemma 8 (Order-preservation by projection)
Let||.|| be alq-norm, with q¢ {1,2,%} and ¢ £1/(1—q1). Let us consider the vectoksv € RP
such that
K= ,<t(v) =argmin]y — v/,
ylly <t
with the radius t satisfyingv||, > t. If we havev; < v; for some(i, j) in {1,...,p}?, then the same
goes fork—that is Kj < K.

Proof Let us first notice that given the assumptiontomve have||k||, =t. The Lagrangian
associated with the convex minimization problem undedytre definition of 1| < can be written

as
1 / / . .
L(y,0) = EHy—vunga(HyHg, —t%), with the Lagrangian parametar> 0.

At optimality, the stationarity condition fat leads to
Vije{l,...,p} Kj—vj+aq|k9t=0.

We can assume without loss of generality thanly has nonnegative entries (see Len{ina 6). Since
at optimality, the components ef andv have the same signs (see Lemfha 6), we therefore have
[Kj|=kj>0,foralljin{1,..., p}. Note thatx cannot be equal to zero becausgiof, =t <|[|v| 4.

Let us consider the continuously differentiable functimn: k — K — v+ agk% ! defined on
(0,0). Sincedy(0) = —v < 0, limy_e $v(K) = 0 and ¢y, is strictly nondecreasing, there exists a
uniquek;, > 0 such that,(k}) = 0. If we now takev < w, we have

Dw(ky) = Ou(Ky) +V—W=V—W < 0= du(Ky).

With ¢, being strictly nondecreasing, we thus obtejn< k;,. The desired conclusion stems from
the application of the previous result to the stationardagdition ofk. |

Based on the two previous lemmas, we are now in position epteour counterexample:

Proposition 2 (Counterexample)
Let ||.|| be alq-norm, with q¢ {1,2,0} and d = 1/(1—q ). Let us considet; = {g,h}, with
gChC{l,...,p} and|g| > 1. Letv be a vector inRP that has at least two different nonzero
entries in g, i.e., there exists, j) in g x g such tha < |vi| < |vj|. Let us consider the successive
projections

K9 é I'IH.”*Stg(v‘g) and Kh é I'I|H|*§th(v‘h — Kg)

with tg,tn > 0 satisfying|[vg|, > tg and||Vp[| > tg+th. Then, the conclusion

h
K9 =T, <t, (Vg — Kig)

does not hold.
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Proof We apply the same rationale as in the proof of Lenijna 8. Writiegstationarity conditions
for k9 andk", we have for allj in g

K9+ag k)Tt v =0,

K+ B (<) —(vj—k9) =0,

with Lagrangian parametecs 3 > 0. We now proceed by contradiction and assume that
h
K9 =TT} . <ty (Vg — Kpg)-

According to Lemmd]7, there exisfs> 0 such that for allj in g, k" = pk{. If we combine the
previous relations orY andk", we obtain for allj in g,
, , /(0 —Bpd 1
K9 =C(k9)7", withC = gla—Pe? )
P
If C <0, then we have a contradiction, since the entries?@indvy have the same signs. Similarly,

the caseC = 0 leads a contradiction, since we would haye= 0 and||vg||, > tg. As a conse-

log(C)
guence, it follows that > 0 and for allj in g, Kjg =expz9 , which means that all the entries of the

vectork§ are identical. Using Lemnfd 8, since there exist$) € g x g such thaw; < vj, we also
haveK?J < K?, which leads to a contradiction. [ |
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