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ole polyte
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hnique.fr2 Laboratoire STIX, �E
ole polyte
hnique, Fran
eEri
.S
host�polyte
hnique.frAbstra
t. For 
ounting points of Ja
obians of genus 2 
urves de�nedover large prime �elds, the best known method is a variant of S
hoof'salgorithm. We present several improvements on the algorithms des
ribedby Gaudry and Harley in 2000. In parti
ular we rebuild the symmetrythat had been broken by the use of Cantor's division polynomials anddesign a faster division by 2 and a division by 3. Combined with thealgorithm by Matsuo, Chao and Tsujii, our implementation 
an 
ountthe points on a Ja
obian of size 164 bits within about one week on a PC.1 Introdu
tionGenus 2 hyperellipti
 
urves provide an interesting alternative to ellipti
 
urvesfor the design of dis
rete-log based 
ryptosystems. Indeed, for a similar se
urity,the key or signature lengths are the same as for ellipti
 
urves and furthermorethe size of the base �eld in whi
h the 
omputations take pla
e is twi
e smaller.During the last years, e�orts in improving the group law algorithms made these
ryptosystems quite 
ompetitive [19, 25℄.To ensure the se
urity of the system, it is required to have a group of largeprime order. Until re
ently, for the Ja
obian of a genus 2 
urve, only spe
i�

onstru
tions provided 
urves with known Ja
obian order, namely the 
omplexmultipli
ation (CM) method [34℄ and the Koblitz 
urves. These 
urves have avery spe
ial stru
ture; although nobody knows if they are weaker than general
urves, it is pertinent to 
onsider random 
urves as well. This raises the problemof point-
ounting: given a random 
urve, �nd the group order of its Ja
obian.With today's state of the art, the 
omplexity of the point 
ounting task ingenus 2 highly depends on the size of the 
hara
teristi
 of the base �eld: in short,the smaller the 
hara
teristi
, the easier the task of point 
ounting (\easy" meansfast and does not mean that the theoreti
al tools are simple).In the 
ase of genus 2 
urves in small 
hara
teristi
 p, the point 
ountingproblem was re
ently solved using p-adi
 methods [31, 23, 20℄. The parti
ular
ase where p = 2 is in fa
t treated almost as qui
kly as in genus 1. Unfortunately,these dramati
 improvements do not apply when p be
omes too large (say, a fewthousands [10℄).
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hostFor large p, the best known algorithms are variants of S
hoof's algorithm,theoreti
al des
riptions of whi
h 
an be found in [26, 18, 1, 16℄. In 2000, Gaudryand Harley [11℄ designed and implemented the �rst pra
ti
al genus 2 S
hoofalgorithm, making use of Cantor's division polynomials [8℄. To rea
h reasonablesizes, however, it was ne
essary to 
ombine the S
hoof approa
h with a Pollardlambda method. Their re
ord was a random genus 2 
urve over a prime �eldof size about 1019, thus too small to be used in a 
ryptosystem. For \medium
hara
teristi
", they also proposed to use the Cartier-Manin operator to getadditional information that 
an be 
ombined with others. Therefore, for medium
hara
teristi
 p (say 109, see [5℄), point 
ounting is easier than for very large p.We mentioned that in the non-small 
hara
teristi
 
ase, on
e the group or-der has been 
omputed modulo some large integer, the 
omputation is �nishedusing a Pollard lambda method. Matsuo, Chao and Tsujii [21℄ proposed a Baby-step/Giant-step algorithm that speeds up this last phase. With this devi
e andusing the Cartier-Manin tri
k, they performed a point 
ounting 
omputation of
ryptographi
al size for a medium 
hara
teristi
 �eld.In this paper, we improve on the methods of [11℄, so that, 
ombined with thealgorithm of [21℄, we 
an rea
h 
ryptographi
al size over prime �elds. Our im-provements are 
on
erned with the 
onstru
tion and the manipulation of torsionelements in the S
hoof-like algorithm of [11℄. The impa
t of these improvementsis asymptoti
ally by a 
onstant fa
tor, but they yield signi�
ant speed-up inpra
ti
e for the size of interest in 
ryptography. We now summarize them:Our �rst 
ontribution is the reintrodu
tion of symmetries that were lostin [11℄. Indeed, the use of Cantor's division polynomials to 
onstru
t torsionelements is very eÆ
ient, but the resulting divisor is given as a sum of pointsinstead of in Mumford representation. Therefore a fa
tor of 2 in the degrees ofthe polynomials that are manipulated is lost. In Se
tions 3.2 and 3.3, we givealgorithms to save this fa
tor of 2 in the degrees.In [11℄, it is proposed to build 2k-torsion elements using a halving algorithmbased on Gr�obner basis 
omputations. Our se
ond 
ontribution is a faster divi-sion by 2, using a better representation of the system; in the same spirit we showthat a division by 3 
an also be done: this is des
ribed in Se
tion 4. Anotherpra
ti
al improvement is the ubiquitous use of an expli
it a
tion on the roots
oming from the group law to speed-up the fa
torizations that o

ur at di�erentstages. We explain it in details in the 
ase of the division by 2 in Se
tion 3.4.To illustrate and to test the performan
e of our improvements, we imple-mented them in Magma or NTL and mixed them with the algorithm of [21℄ andan early abort strategy. Our main out
ome is the �rst 
onstru
tion of se
urerandom 
urves of genus 2 over a prime �eld, as we obtained Ja
obians of primeorder of size about 2164.2 GeneralitiesIn this work, p denotes a �xed odd prime, Fp is the �nite �eld with p elements,and C is a genus 2 
urve de�ned by the equation y2 = f(x), where f is a
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ure Random Curves of Genus 2 over Prime Fields 3squarefree moni
 polynomial in Fp [X ℄ of degree 5. The main obje
t we 
onsideris the Ja
obian J(C) of C. We handle elements of J(C) through their Mumfordrepresentation: ea
h element of J(C) 
an be uniquely represented by a pair ofpolynomials hu(x); v(x)i, where u is moni
 of degree at most 2, v is of degree lessthan the degree of u, and u divides v2 � f . The degree of the u-polynomial inMumford's representation is 
alled the weight of a divisor. If K is an extension�eld of Fp , we may distinguish the 
urves de�ned on K and Fp , by denotingthem C=K and C=Fp ; the Ja
obians are 
orrespondingly denoted by J(C=K) andJ(C=Fp ). For pre
ise de�nitions and algorithms for the group law, we refer to[22℄ and [7, 19℄.Let Fp be an algebrai
 
losure of Fp and let us 
onsider the Frobenius endo-morphism on J(C=Fp ) denoted by �. By Weil's theorem (see [24℄), the 
hara
ter-isti
 polynomial �(T ) of � has the form �(T ) = T 4 � s1T 3 + s2T 2 � ps1T + p2,where s1 and s2 are integers su
h that js1j � 4pp and js2j � 6p. Furthermore#J(C) = �(1) = p2 + 1� s1(p+ 1) + s2.In point-
ounting algorithms based on S
hoof's idea [27℄, the torsion ele-ments of J(C) play an important role. If N is a positive integer, the subgroupof N -torsion elements of J(C=Fp ) is a �nite group denoted by J(C)[N ℄; it is iso-morphi
 to (Z=NZ)4 and has the stru
ture of a free Z=NZ-module of dimension4 (see [24℄). Furthermore, the 
hara
teristi
 polynomial of the restri
tion of � toJ(C)[N ℄ is �(T ) mod N . Applying this to di�erent small primes or prime powersleads to the genus 2 S
hoof algorithm that is sket
hed in Algorithm 1.Algorithm 1 Sket
h of a genus 2 S
hoof algorithm1. For suÆ
iently many small primes or prime powers `:(a) Let L = f(s1; s2); s1; s2 2 [0; `� 1℄g.(b) While #L > 1 do{ Constru
t a new `-torsion divisor D;{ Eliminate those elements (s1; s2) in L su
h that�4(D)� s1�3(D) + s2�2(D)� (ps1 mod `)�(D) + (p2 mod `)D 6= 0(
) Dedu
e �(T ) mod ` from the remaining pair in L.2. Dedu
e �(T ) from the pairs (`; �(T ) mod `) by Chinese remaindering, or using thealgorithm of [21℄.Our 
ontribution is to improve the �rst part of the algorithm, the 
onstru
-tion of `-torsion divisors; the 
omputations for small primes and prime powersare respe
tively des
ribed in Se
tions 3 and 4.We will frequently make generi
ity assumptions on the 
urve C and its torsiondivisors. We assume that C is 
hosen randomly among genus 2 
urves de�ned overa large �eld Fp , so we 
an expe
t that with high probability, su
h assumptions aresatis�ed. The 
ases when our assumptions fail should require spe
ial treatments,whi
h are not developed here.For the 
omplexity estimates, we denote byM(d) the number of Fp -operationsrequired to multiply two polynomials of degree d de�ned over Fp . We make the
lassi
al assumptions on M (see for instan
e [32, De�nition 8.26℄). In the sequel,
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hostif no pre
ise referen
e is given for an algorithm, then it 
an be found in [32℄,together with a 
omplexity analysis in terms of M.3 Computation modulo a small prime `In the 
lassi
al S
hoof algorithm for ellipti
 
urves, a formal `-torsion point isused: the 
omputations are made with a point P = (x; y), where x 
an
els the`-th division polynomial  ` and y is linked to x by the equation of the 
urve. Inother words, we work in a rank 2 polynomial algebra quotiented by two relations:Fp [x; y℄=( `(x); y2 � (x3 + ax+ b)).In genus 2, we imitate this strategy. A

ording to [18℄, it is enough to 
onsiderthe `-torsion divisors of weight 2 (this is not surprising sin
e a generi
 divisor hasweight 2). Let thusD be a weight 2 divisor given in Mumford representation,D =hx2+u1x+u0; v1x+v0i: Then there exists a radi
al ideal I` of Fp [U1; U0; V1; V0℄su
h that D 2 J(C)[`℄ () '(u1; u0; v1; v0) = 0; 8' 2 I`:By analogy with ellipti
 division polynomials, this ideal I` is 
alled the `-th divi-sion ideal. There are `4�1 non-zero `-torsion elements, so that I` has dimension0 and degree at most `4 � 1; generi
ally, by the Manin-Mumford 
onje
ture [15,p. 435℄, all non-zero torsion divisors have weight 2, so the degree of I` is exa
tly`4 � 1.From the 
omputational point of view, a good 
hoi
e for a generating set of I`is a Gr�obner basis for a lexi
ographi
 order. Using the order U1 < U0 < V1 < V0,we 
an a
tually predi
t the shape of this Gr�obner basis. Indeed, if D is an`-torsion divisor, then its opposite �D is also `-torsion, so it has the same u-
oordinates, and opposite v-
oordinates. Furthermore, we make the generi
ityassumption that all the pairs fD;�Dg of `-torsion divisors have di�erent valuesfor u1. Then, the Gr�obner basis for the ideal I` takes the formI` =8>><>>:V0 � V1S0(U1)V 21 � S1(U1)U0 �R0(U1)R1(U1);where R1 is a squarefree polynomial of degree (`4 � 1)=2 and R0; S1; S0 arepolynomials of degree at most (`4 � 1)=2 � 1. If su
h a Gr�obner basis for I`is known, then it is not diÆ
ult to imitate S
hoof's algorithm, by working inthe quotient algebra Fp [U1; U0; V1; V0℄=I`: Unfortunately, no easy 
omputablere
urren
e formulae are known that relate Gr�obner bases of `-division ideals fordi�erent values of `, just like for division polynomials of ellipti
 
urves. Thereforewe shall start with the approa
h of [11℄ using Cantor's division polynomials andshow that we 
an derive eÆ
iently a multiple of R1.3.1 Cantor's division polynomialsLet us �x a prime `. Cantor's division polynomials [8℄ are polynomials in Fp [X ℄,denoted by d0, d1, d2, e0, e1, �, with the following property: for a divisor P =
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ure Random Curves of Genus 2 over Prime Fields 5hx� xP ; yP i of weight 1, the multipli
ation of P by ` in J(C) is given by[`℄P = �x2 + d1(xP )d2(xP )x+ d0(xP )d2(xP ) ; yP �e1(xP )�(xP )x+ e0(xP )�(xP )�� :These polynomials have respe
tive degrees 2`2�1, 2`2�2, 2`2�3, 3`2�2, 3`2�3,3`2�2 and are easily 
omputed by means of re
urren
e formulae. Even if a naivemethod is used, the 
ost of their 
omputation is by far negligible 
ompared tothe subsequent operations.Now, let D = hx2+U1x+U0; V1x+V0i be a generi
 divisor of weight 2, whereU1, U0, V1, V0 are indeterminates, subje
t to the 
ondition that x2 + U1x + U0divides (V1x+ V0)2 � f . The divisor D 
an be written as the sum of two weight1 divisors P1 = hx �X1; Y1i and P2 = hx � X2; Y2i, where U1 = �(X1 + X2),U0 = X1X2, and where Y1 and Y2 satisfy V1X1 + V0 = Y1 and V1X2 + V0 = Y2.Sin
e D = P1 + P2, then D is `-torsion if and only if [`℄P1 = �[`℄P2.Rewriting this equation using Cantor's division polynomials, we get fourequations that must be satis�ed for D to be `-torsion. Some of these equationsare multiples of X1�X2: this is an artifa
t due to the splitting of D into divisorsof weight 1 and if this is the 
ase one should divide out this fa
tor. Hen
e weobtain the following system:8>><>>: E1(X1; X2) = (d1(X1)d2(X2)� d1(X2)d2(X1))=(X1 �X2) = 0;E2(X1; X2) = (d0(X1)d2(X2)� d0(X2)d2(X1))=(X1 �X2) = 0;F1(X1; X2; Y1; Y2) = Y1e1(X1)e0(X2) + Y2e1(X2)e0(X1) = 0;F2(X1; X2; Y1; Y2) = Y1e2(X1)e0(X2) + Y2e2(X2)e0(X1) = 0:Consider now the �nite-dimensional Fp -algebraB = Fp [X1; X2; Y1; Y2℄=(E1; E2; F1; F2; Y 21 � f(X1); Y 22 � f(X2)):In a generi
 situation, the minimal polynomial of �(X1 + X2) in B is thenpre
isely the polynomial R1 that appears in the Gr�obner basis of I` (failures
ould o

ur, e.g., if there exists an `-torsion divisor D = P1+P2, su
h that [`℄P1is not of weight 2). We will see below that the whole Gr�obner basis of I` is notne
essary to the point-
ounting appli
ation we have in mind. Thus, we 
an startby working with the �rst two equations E1; E2, whi
h involve X1; X2 only.These polynomials were already 
onsidered in [11℄. The strategy used in thatpaper 
onsisted in 
omputing the resultant of E1; E2 with respe
t to X2 for astart, from whi
h it was possible to dedu
e the 
oordinates of [`℄-torsion divisors.This approa
h did not take into a

ount the symmetry in (X1; X2); we now showhow to work dire
tly in Mumford's 
oordinates U1 = �(X1 +X2); U0 = X1X2,so as to 
ompute resultants of lower degrees.3.2 ResymmetrisationThe polynomials E1(X1; X2) and E2(X1; X2) are symmetri
 polynomials. It iswell known that they 
an be expressed in terms of the two elementary symmetri
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hostpolynomials X1X2 and X1 +X2. The heart of Mumford's representation is theuse of this expression, but this had been broken in order to apply Cantor's divi-sion polynomials. We 
all resymmetrisation the method that we present now to
ome ba
k to a representation of bivariate polynomials in terms of the elemen-tary symmetri
 polynomials. This is not as trivial as it seems, sin
e the naives
hoolbook method to symmetrize a polynomial yields a 
omplexity jump in our
ase.Let us 
onsider the unique polynomials E1 and E2 in Fp [U0; U1℄ su
h thatE1(X1X2;�X1 � X2) = E1(X1; X2) and E2(X1X2;�X1 � X2) = E2(X1; X2)and let R1 2 Fp [U1℄ be their resultant with respe
t to U0; then R1 divides R1.We want to use the following evaluation/interpolation te
hniques to 
omputeR1: evaluate the variable U1 at suÆ
iently many s
alars u1, 
ompute the resul-tants of E1(U0; u1) and E2(U0; u1), and interpolate the results. Unfortunately,
omputing with E1 and E2 themselves has prohibitive 
ost, as these polyno-mials have O(`4) monomials. However, their spe
i�
 shape yields the followingworkaround.Let h be a polynomial in Fp [X ℄ and X1 and X2 be two indeterminates. Thenthe divided di�eren
es of h are the bivariate symmetri
 polynomialsA0(h) = �h(X1)�h(X2)�=(X1�X2) and A1(h) = �X1h(X2)�X2h(X1)�=(X1�X2):We let A0(h) and A1(h) be the unique polynomials in Fp [U0; U1℄ su
h thatA0(h)(X1X2;�X1 �X2) = A0(h) and A1(h)(X1X2;�X1 �X2) = A1(h). Thena dire
t 
omputation shows thatE1 = A0(d1) A1(d2)� A0(d2) A1(d1);E2 = A0(d0) A1(d2)� A0(d2) A1(d0) in Fp [U0; U1℄:Given an arbitrary polynomial h in Fp [X ℄ and u1 2 Fp , we show in the lastparagraphs how to 
ompute the polynomials A0(h) and A1(h) evaluated at U1 =u1 eÆ
iently. Taking this operation for granted, we dedu
e Algorithm 2 for
omputing the resultant R1 of E1 and E2.Algorithm 2 Computation of the resultant R11. For deg(R1) + 1 di�erent values of u1 2 Fp , do(a) Compute A0(d0), A1(d0);A0(d1);A1(d1);A0(d2);A1(d2) evaluated at U1 = u1.(b) Dedu
e E1 and E2, evaluated at U1 = u1.(
) Compute R1(u1) as the resultant in U0 of E1 and E2.2. Interpolate R1 from the pairs (u1; R1(u1)).The 
lassi
al estimates for the degrees of resultants imply that the degreeof R1 is 6`4 � 17`2 + 12; thus to be able to perform the interpolation, it isne
essary to take at least 6`4� 17`2+13 di�erent values of u1. In pra
ti
e, it isre
ommended to take a few more values of u1, in order to 
he
k the 
omputation.Note that the resultant of E1; E2 has degree 8`4 � 22`2 + 15.We �nish this subse
tion by detailing our solution to the problem raisedabove: given u1 in Fp and h in Fp [X ℄, how to 
ompute the polynomials A0(h)
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ure Random Curves of Genus 2 over Prime Fields 7and A1(h) evaluated at U1 = u1 eÆ
iently? It is immediate to 
he
k the followingidentity:h(X) = A1(h)(U0; u1)X + A0(h)(U0; u1) mod (X2 + u1X + U0):Thus, the problem amounts to redu
e h modulo X2 + u1X + U0 in Fp [U0℄[X ℄.Our solution relies on the following primitive: If h is a polynomial of degree Nin Fp [X ℄ and a is a s
alar in Fp , then the 
oeÆ
ients of h(X+a) 
an be dedu
edfrom the 
oeÆ
ients of h(X) for one polynomial multipli
ation in degree N ,see [2℄. We 
all this primitive var-shift.The main idea is now to rewrite the relation X2+u1X +U0 = 0 in the form(X + u1=2)2 = u21=4�U0: Let Y = X + u1=2, and k in Fp [X ℄ su
h that h(X) =k(Y ): We group the 
oeÆ
ients of k a

ording to the parity of their indi
es,forming the polynomials kodd and keven su
h that k(Y ) = keven(Y 2)+Y kodd(Y 2):Taking h modulo X2 + u1X + U0, we haveh(X) � keven�u214 � U0�+ �X + u12 � kodd�u214 � U0� :Thus, 
omputing A0(h) and A1(h) 
an be done by Algorithm 3 below.Algorithm 3 Redu
tion of h(X) modulo X2 + u1X + U0 in Fp [U0℄[X ℄1. Compute k from h using var-shift.2. De
ompose k in kodd and keven.3. Compute keven �u21=4� U0� and kodd �u21=4� U0� using var-shift.4. Re
ombine their 
oeÆ
ients to get h(X) mod X2 + u1X + U0.3.3 Parasites Predi
tion and RemovalIn [11℄ it is shown that a fa
tor of the resultant of E1; E2 
an be predi
ted andused to speed-up the 
omputation. This predi
tion is still possible in the 
ontextof the resymmetrisation, and the fa
tor of R1 
orresponding to su
h roots 
anbe 
omputed eÆ
iently. The roots of this fa
tor of R1 are 
alled parasites: theyare not the U1-
oordinates of an `-torsion divisor, and a
tually appear as aby-produ
t of our elimination s
heme. Thus, they 
an be safely fa
tored out.If x1 and x2 in Fp 
an
el d2, then E1(x1; x2) = E2(x1; x2) = 0. The U1
oordinates 
orresponding to these solutions 
an be written as �(x1+x2) wherex1 and x2 are roots of d2. Hen
e we obtain the following fa
tor � of R1:�(U1) = Yd2(x1)=0 Yd2(x2)=0(U1 + x1 + x2):The fa
tor � is a parasite, as generi
ally it does not lead to any `-torsion divisor.Then � divides R1 but not R1, so we lose nothing in eliminating it from R1. Thepolynomial � is 
omputed using an algorithm of [4℄ dedi
ated to su
h questions.
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ed by the interpolation of R1=� from thepairs (u1; R1(u1)=�(u1)).The degree of � is 4`4�12`2+9, so the degree of R1=� is 2`4�5`2+3, redu
ingby a fa
tor of about 3 the number of values of u1 that have to be 
onsideredin Algorithm 2. As an output, we now have at our disposal the polynomialR1 = R1=�, whi
h is a multiple of R1. For 
omparison, the resultant 
omputedin [11℄ has degree 4`4 � 10`2 + 6, whi
h is twi
e the degree of R1.3.4 Fa
torization and Re
onstru
tion of a Torsion ElementOn
e the resultant R1 has been 
omputed, the task is not �nished: indeed, whatwe want is the representation of an `-torsion divisor, so that we 
an plug itinto the equation of the Frobenius endomorphism. Here, there are two possiblestrategies:1. Re�ne R1 to get exa
tly R1 and re
onstru
t from it the whole Gr�obner basisof I` des
ribing a generi
 `-torsion divisor.2. Look for small degree fa
tors of R1, 
he
k if they are indeed fa
tors of R1and dedu
e the 
orresponding `-torsion divisors.By analogy with S
hoof's algorithm for ellipti
 
urves, one would think thatthe �rst 
hoi
e is the most pertinent. However, re�ningR1 into R1 
an be a 
ostlytask, and if there exist indeed small fa
tors of R1, then the se
ond solution isfaster. That is the reason why we 
hose the se
ond solution in our experimentsdes
ribed below. However, espe
ially for ` = 17 or 19, we 
ould feel the limitof this 
hoi
e. Therefore, for larger 
omputations, we should probably swit
h tothe �rst solution.We now des
ribe the se
ond strategy with more details.Let u1 be a root of R1 in an extension Fq of Fp . We evaluate the polynomialsE1 and E2 at (X1;�u1 �X1) in Fq [X1℄, and obtain two univariate polynomialsin Fq [X1℄. Their GCD is (generi
ally) a polynomial of degree 2 whi
h might, ornot, be the u-polynomial of an `-torsion divisor. To settle the question, we takeinto a

ount the last two equations F1 and F2, and 
he
k that our 
andidate u-polynomial is 
ompatible with them. If not, we try again and sele
t another rootof R1. Otherwise, we dedu
e the v-polynomial, and build an `-torsion divisor de-�ned over Fq . It is then plugged into all possible 
andidates for the 
hara
teristi
polynomial �(T ) mod ` to dete
t the right one.We now 
on
entrate on the problem of �nding irredu
ible fa
tors of R1,using 
lassi
al ingredients of polynomial fa
torization. It is interesting to �ndthe fa
tors of small degree �rst, as it redu
es the subsequent 
omputation. Thus,we start by dete
ting the linear fa
tors, given by g
d(Xp � X;R1(X)). If thisGCD is non-trivial, then the 
orresponding roots are separated and pro
essedbefore maybe 
ontinuing the fa
torization. Then fa
tors of degree d are dete
tedfor in
reasing d by 
omputing g
d(Xpd�X;R1(X)), and when we �nd a root, itis used to try to build an `-torsion divisor that perhaps determines �(T ) mod `.This 
an be improved using the fa
t that the fa
torization pattern of R1 ispartly predi
table. Indeed, due to the Galois stru
ture indu
ed by the group
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torization patterns are forbidden. We 
an then pro
eed asfollows: we �rst pre
ompute the list of all possible patterns 
orresponding to `and p, and we start looking for irredu
ible fa
tors by in
reasing degree as before.At ea
h step, the number of fa
tors we �nd eliminates some patterns in the list.Then we look in the remaining patterns for the next smallest possible degreeand try dire
tly to 
at
h fa
tors of that degree. If there is a large gap betweenthe 
urrent degree and the next one, the Baby-step/Giant-step strategy of [30℄using modular 
ompositions 
an yield a signi�
ant speed-up 
ompared to the
lassi
al powering algorithm.As another appli
ation of the fa
torization patterns, we mention the in
uen
eof the 
hoi
e of p: if p = 1 mod `, then we 
an infer that the smallest irredu
iblefa
tor of R1 has degree at most (`2 + 1)=2, 
ompared to possibly O(`4) in thegeneral 
ase. We do not give details on the determination of the possible patternsfor la
k of spa
e. The idea is similar to the one used in [12℄ for modular equations.3.5 ComplexityWe start by evaluating the 
ost in Fp -operations of one iteration of Step 1 inAlgorithm 2. Using Algorithm 3, the 
ost of 
omputing A0(d0), A1(d0), A0(d1),A1(d1), A0(d2), A1(d2) is O(M(`2)), sin
e the di have degree O(`2). Dedu
ingE1 and E2 involves 4 more multipli
ations of polynomials of degree O(`2) at a
ost of O(M(`2)). The resultant of E1 and E2 
an then be 
omputed using theHGCD algorithm at a 
ost of O(M(`2) log `).Hen
e the resultant 
omputation is dominating this step; this would nothave been the 
ase without the var-shift strategy. The loop in Step 1 must berepeated for O(`4) di�erent values of u1, so the 
ost of Step 1 is O(`4M(`2) log `)operations in Fp . Step 2 is a degree O(`4) polynomial interpolation, whi
h 
anbe done using O(M(`4) log `) operations in Fp .We now evaluate the in
uen
e of the parasite predi
tion on the 
omplexity.The polynomial � is 
omputed using the algorithm of [4℄ at a 
ost of O(M(`4))operations. Then its evaluations at the O(`4) di�erent values of u1 
an be de-du
ed using O(M(`4) log `) operations in Fp . Therefore, the 
ost of pre
omputingthe e�e
t of the parasite fa
tor is negligible 
ompared to the 
ost of 
omputingR1.Knowing the values of � on the di�erent values of u1 allows to interpolatea polynomial of degree 3 times less. This yields a speed-up by a fa
tor at least3 (and even more in pra
ti
e, depending on the fun
tion M). Also the input ofthe fa
torization step is 3 times smaller, thus gaining a 
onstant fa
tor in thatphase.The fa
torization phase is less easy to analyze, sin
e its 
omplexity variesquite a lot depending on the degrees of the smallest irredu
ible fa
tors. Denoteby d the degree of the smallest fa
tor of R1 that allows to dedu
e �(T ) mod `.By the powering algorithm, 
omputing g
d(Xpd �X;R1(X)) 
an be done usingO((d log p+log `)M(`4)) operations in Fp and isolating one of the fa
tors of degreed has similar expe
ted 
omplexity. From an irredu
ible fa
tor of degree d, the
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tion of an `-torsion divisor D de�ned over Fpd requires to manipulatepolynomials of degree O(`2) over Fpd , so it 
osts O(M(d`2) log `) operations inFp . Finally, the dete
tion of the invalid 
hoi
es for (s1; s2) mod ` requires 4 ap-pli
ations of the Frobenius endomorphism to D and O(`) group operations inJ(C=Fpd ), that is O((` log d+ log p)M(d)) operations in Fp .If d is small enough (say d = O(`)), this fa
toring strategy is satisfa
torysin
e its 
omplexity is not worse than 
omputing R1, if log p is not too large.However, if d is O(`4), then the above 
omplexity estimate of the fa
toring stepis 
atastrophi
. Using the known fa
torization patterns is useful in this 
ontext,even if the pre
ise analysis is 
ompli
ated. We expe
t that working with the wholeideal I` (thus avoiding the fa
torization) is more suited for a proper analysis;
leaning all details of that approa
h is out of the s
ope of this arti
le.4 Computation modulo small prime powersGiven a prime `, from the knowledge of an `-torsion divisor in J(C), one 
an de-du
e `2-torsion divisors by performing a division by ` in the Ja
obian; iteratingthis pro
ess yields divisors of `3-torsion, `4-torsion, . . . This 
an be used withinS
hoof's algorithm, so as to obtain modular information on the polynomial �(T )modulo `, `2, and so on. As appears below, there are many 
omputational diÆ-
ulties to over
ome before this 
an be eÆ
iently applied in pra
ti
e. We mostlydedi
ated our e�orts on the 
ase ` = 2, improving the te
hniques of [11℄, andspend mu
h of this se
tion des
ribing this 
ase. We thereafter brie
y des
ribethe 
ase ` = 3.In the 
ase ` = 2, this lifting strategy was already used in [11℄. It starts fromthe data of a 2-torsion divisor; then the iterative step is as follows. Suppose thata divisor Dk of 2k-torsion is given; we denote by Fq the extension of the base�eld Fp over whi
h Dk is de�ned. We make the assumption that Dk has weight2, and write Dk = hx2 + u1x+ u0; v1x+ v0i.There are exa
tly 24 = 16 divisors D su
h that [2℄D = Dk. Let us makethe generi
ity assumption that all these divisors have weight 2, and introdu
e4 indeterminates U1; U0; V1; V0 to denote the 
oordinates of D. Using doublingformulas 
oming from Cantor's addition algorithm, we obtain a system Fk thatrelates D and Dk:Fk �������� H1(U1; U0; V1; V0) = u1; G1(U1; U0; V1; V0) = 0;H2(U1; U0; V1; V0) = u0; G2(U1; U0; V1; V0) = 0;H3(U1; U0; V1; V0) = v1;H4(U1; U0; V1; V0) = v0;where H1; H2; H3; H4 are rational fun
tions, and G1; G2 are polynomials whi
hspe
ify that x2+U1x+U0 divides (V1x+V0)2�f . Cleaning denominators, we areleft with a polynomial system in U1; U0; V1; V0, with u1; u;v1; v0 as parameters.We make the further generi
ity assumption that the ideal generated by Fk admits
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ure Random Curves of Genus 2 over Prime Fields 11a Gr�obner basis of the form 8>><>>:V0 � L0(U1)V1 � L1(U1)U0 �M0(U1)M1(U1);where M1 2 Fq [U1℄ has degree 16 and L0; L1;M0 have degree at most 15. Sin
eDk is 2k-torsion, this provides a des
ription of 16 divisors of 2k+1-torsion.The next step is to fa
torize the polynomial M1 in Fq [U1℄. Any fa
tor of M1
an be used to try and determine the 
hara
teristi
 polynomial � mod 2k+1, butsome of them might give no information. Let r be one irredu
ible fa
tor of lowestdegree that allows the determination of � mod 2k+1, n its degree, and u1 a rootof r in Fqn . Then the divisor Dk+1 = hx2 + u1x+M0(u1); L1(u1)x + L0(u1)i isof 2k+1-torsion. It 
an be used for the next loop of the algorithm.From the 
omputational point of view, the main tasks to perform at thekth step are the following: First, solve a zero-dimensional polynomial system ofthe form [2℄D = Dk, then fa
torize a polynomial of degree 16. The followingsubse
tions detail our 
ontributions on these questions. It should be 
lear thatthese 
omputations are done with polynomials de�ned over an extension Fq ofthe base �eld Fp , whose possibly high degree is the main 
ause of 
on
ern.4.1 Performing a Division by 2All the systems Fk that we 
onsider are obtained in the same manner; as kgrows, only their right-hand sides vary. The diÆ
ulty 
omes from the fa
t thatthe �eld of de�nition of u1; u0; v1; v0 is an extension of Fp of possibly high degree.The solution, suggested in [11℄, is to solve the system Fk for generi
 valuesu1;u0;v1;v0. There are of 
ourse only two degrees of freedom, as x2+u1x+u0must divide (v1x+v0)2�f . Working over the base �eld Fp (u1;u0), we are thusled to 
onsider the system Fgen in the unknowns v1;v0; U1; U0; V1; V0Fgen �������� H1(U1; U0; V1; V0) = u1; G1(U1; U0; V1; V0) = 0;H2(U1; U0; V1; V0) = u0; G2(U1; U0; V1; V0) = 0;H3(U1; U0; V1; V0) = v1; G1(u1;u0;v1;v0) = 0;H4(U1; U0; V1; V0) = v0; G2(u1;u0;v1;v0) = 0;where the last two equations express that x2+u1x+u0 divides (v1x+v0)2�f .Generi
ally, the solutions of this system 
an be represented the following way:T 8>>>>>><>>>>>>:V0 � L0(U1;v1);V1 � L1(U1;v1);U0 �M0(U1;v1);M1(U1;v1);v0 �N1(v1);N0(v1):
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oeÆ
ients in Fp (u1;u0). The polynomial N0 hasdegree 4, N1 has degree less than 4, M1 has degree 16 in U1 and less than 4 inv1 and L0; L1;M0 have degree less than 16 (resp. 4) in U1 (resp. v1).Systems like Fgen that involve free variables are diÆ
ult to handle. A dire
tappli
ation of a Gr�obner basis algorithm over Fp (u1;u0) fails by la
k of memory,so we used the algorithm of [28℄, dedi
ated to su
h situations, to 
ompute T .On
e T is known, it 
an be spe
ialized on the 
oordinates of the divisor Dk,realizing its division by 2.The solution presented in [11℄ followed the same approa
h, with a notabledi�eren
e: instead of 
onsidering the representation T , another representationwas used, whi
h involved polynomials of degree 64. Our approa
h redu
es thisdegree to 16, and makes the subsequent 
omputations mu
h easier.In terms of 
omplexity, the polynomials de�ning the system Fgen have degreebounded independently from p; thus, 
omputing T takes a bounded number ofoperations in Fp . Next, at ea
h division step, we must spe
ialize u1;u0;v1;v0on the 
oordinate of the divisor Dk in T . If Dk is de�ned in a degree d extensionof Fp , then this substitution requires O(M(d)) operations in Fp .4.2 Fa
torization using the A
tion of the 2-TorsionAfter performing the division by 2, we are left with a des
ription of the solutionset Vk of the system Fk by means of the following representation:M1(U1) = 0; U0 =M0(U1); V1 = L1(U1); V0 = L0(U1)Now, we have to fa
torize the polynomial M1 2 Fq [U1℄. It has degree 16, whi
his moderate; the main issue is the degree of Fq over its prime �eld: in the 
om-putations presented below, Fq had degree up to 1280 on its prime �eld. We nowshow how to simplify this fa
torization, using the natural a
tion of the 2-torsiongroup J(C)[2℄ on Vk; in the spirit of [14℄.Let us see U1 as a 
oordinate fun
tion on the set of weight 2 divisors (the
hoi
e of U1 is arbitrary, but makes the 
omputation easier). To any subgroup Gof J(C)[2℄, we asso
iate the averaging operator SG : D 7!Pg2GU1(D+g), whi
his de�ned as soon as all divisors D + g have weight 2. Now, G a
ts on Vk, andea
h orbit has 
ardinality jGj. The fun
tion SG takes 
onstant values on ea
horbit, so it takes at most [J(C)[2℄ : G℄ distin
t values on Vk. By an additionalgeneri
ity assumption, we may suppose that SG takes pre
isely [J(C)[2℄ : G℄distin
t values on Vk.To realize this algebrai
ally, let us introdu
e the \divisor" D0 = hx2+U1x+M0; L1x + L0i; de�ned over Fq [U1℄=M1. Given any 2-torsion divisor g, we 
anapply the addition formulas to D0 and g, performing all operations in Fq [U1℄=M1(the addition formulas require divisions, but if one of them fails it gives a properfa
tor of M1). We obtain a \divisor" Dg = hx2 + U (g)1 x + U (g)0 ; V (g)1 x + V (g)0 i,where U (g)1 ; U (g)0 ; V (g)1 ; V (g)0 are in Fq [U1℄=M1; by 
onstru
tion, if D is any divisorin Vk, then the U1-
oordinate of D+g is obtained by evaluating U (g)1 on the U1-
oordinate of D. Let thus sG =Pg2G U (g)1 2 Fq [U1℄=M1. Then for any D 2 Vk,



Constru
tion of Se
ure Random Curves of Genus 2 over Prime Fields 13the value SG(D) is obtained by evaluating sG on the U1-
oordinate of D. Fromthe above dis
ussion on the fun
tion SG, we dedu
e that the minimal polynomialof sG in Fq [U1℄=M1 has degree [J(C)[2℄ : G℄.As an abstra
t group, J(C)[2℄ is isomorphi
 to (Z=2Z)4. Let us 
onsider sub-groupsG1 ' (Z=2Z)� G2 ' (Z=2Z)2 � G3 ' (Z=2Z)3 � J(C)[2℄ ' (Z=2Z)4:Using the above 
onstru
tion, we asso
iate to these subgroups the elements s1,s2, s3 of Fq [U1℄=M1. Introdu
ing their minimal polynomials, we dedu
e that theextension Fq ! Fq [U1℄=M1 is isomorphi
 to the quotient of Fp [U1; S1; S2; S3℄ bysome polynomials 8>><>>:TU (U1; S1; S2; S3)T1(S1; S2; S3)T2(S2; S3)T3(S3);where all polynomials have degree 2 in their main variables, resp. S3; S2; S1; U1.Using this de
omposition, we avoid the fa
torization of M1: We start by fa
-torizing T3 over Fq , and adjoin one of its roots to Fq ; then we fa
tor T2 overthis new �eld, and so on. Thus, only the 
omputation of T3; T2; T1; TU and foursquare root extra
tions are needed.Suppose that q = pd; then all polynomials T3; T2; T1; TU 
an be 
omputedin O(M(d)) operations in Fp . For square-root extra
tion, we used a fa
toriza-tion algorithm quite similar to those of [33℄ and [17℄. Using su
h algorithms,the expe
ted 
omplexity of extra
ting a square root in Fpd is O(C(d) log(d) +M(d) log(p)) operations in Fp , where C(d) denotes the 
ost of modular 
omposi-tion in degree d, so that C(d) 2 O(d2 +pdM(d)), see [6℄. One should note thatthis whole pro
ess only saves a 
onstant fa
tor over the fa
torization ofM1 froms
rat
h; however, it was quite signi�
ant in pra
ti
e.In the worst 
ase, after k lifting steps, the degree d might be of order O(16k).In this 
ase, taking into a

ount all previous estimates, the expe
ted 
omplexityto obtain a 2k-torsion is expe
ted to be in O(kC(16k)+M(16k) log(p)) base �eldoperations. However, our experiments showed that with a surprising amountof uniformity, the degree of this extension was a
tually in O(2k), so the above
omplexity bound was by far overestimated.4.3 Performing a Division by 3Most of what was des
ribed above extends mutatis mutandis to arbitrary `.Nevertheless, the 
omputations be
ome mu
h more diÆ
ult: even for ` = 3, wedid not solve the system des
ribing the division of a generi
 divisor by 3. Thus,we used the plain strategy to divide torsion divisors by 3, by means of su

essiveGr�obner bases 
omputations, over extensions of Fp of in
reasing degrees. Asthe tables below reveal, the time required for solving these polynomial systemsmakes this approa
h mu
h more deli
ate than for 2-torsion. As a 
onsequen
e,we did not implement the equivalent of our improved fa
torization pro
ess, andused a plain fa
torization strategy.
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ounting algorithm in
luding all the above-mentioned improvements and the MCT algorithm [21℄, �rst within the Magma
omputer algebra system [3℄. Then, the 
riti
al parts of the 
omputation modulosmall primes and the MCT algorithm were implemented in C++ using the NTLlibrary [29℄. The 
ommuni
ation between di�erent parts of the program is doneusing �les for small 
ommuni
ations or named pipes in the 
ase of a heavy in-tera
tion. For instan
e, the analysis of the fa
torization pattern of the resultantR1 is implemented in a Magma program that sends elementary fa
toring tasks(like a modular 
omposition) to a running NTL program.To test our program we ran it on several randomly 
hosen 
urves de�ned overFp with p = 5 � 1024 + 8503491, with the hope to �nd some 
ryptographi
allyse
ure Ja
obians. An early abort strategy was used to eliminate 
urves C forwhi
h either the Ja
obian order or the Ja
obian order of the twisted 
urve wasdis
overed to be non-prime. In parti
ular, f must be irredu
ible to ensure theoddity of the group orders.We have 
omputed the 
hara
teristi
 polynomials of 32 randomly 
hosen
urves, that yield 64 group orders, taking into a

ount the twists. Due to theearly abort strategy, these group orders are not divisible by any prime less thanor equal to 19. Among them, 7 were found to be primes, meaning that the
orresponding Ja
obians are se
ure against all known atta
ks. One parti
ular
urve has the ni
e feature that both itself and its twist have a prime orderJa
obian. The data for that 
urve 
an be found in the appendix.Table 1 gives statisti
s for the runtimes of the di�erent steps of the algorithm.They are given in se
onds on a Pentium IV at 2.26 GHz having 1 GB of 
entralmemory. Due to the early abort strategy, the statisti
s for the fa
toring phaseare made on less 
urves for larger `, e.g., 39 
urves for ` = 5, versus 21 
urves for` = 19. More 
urves were 
omputed on di�erent 
omputers and were not takeninto a

ount for the statisti
s.The modular 
omposition used for fa
torization is done using Brent andKung's algorithm [6℄. For ` = 17 and ` = 19, the pre
omputation (Baby steps)is not balan
ed with the Giant steps due to memory 
onstraints. This explainswhy the runtimes for those values look so bad 
ompared to other values.As for the torsion lifting, 2-torsion was mu
h easier to handle than 3-torsion,as we 
omputed divisors of order 1024 = 210, versus 27 = 33 only. The 
urves weused were sele
ted so that they have 8-torsion de�ned over Fp10 and 3-torsionde�ned over Fp4 . Then in almost all 
ases, the 2i-torsion divisors, i � 3, werede�ned in extensions of degrees 10; 20; 40; 80; : : : , and the 3i-torsion divisors inextensions of degrees 4; 12; 36; : : :After the modular 
omputations, we know �(T ) mod 44696171520 = 210 �33 � 5 � 7 � 11 � 13 � 17 � 19 ; for 
omparison's sake, note that in [11℄, the modular
omputation went to 3843840 = 28 �3 �5 �7 �11 �13. To 
on
lude; we run the MCTalgorithm. Due to memory requirements, we used a Xeon at 2.66 GHz with 2GB of memory; this 
omputation takes about 3 hours and 1.7 GB per 
urve.
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ure Random Curves of Genus 2 over Prime Fields 15Computations Modulo Small Primes` 5 7 11 13 17 19 Theorygeneri
 degree of R1 1,128 4,560 28,680 56,280 165,600 258,840 2`4 � 5`2 + 3generi
 degree of � 2,209 9,025 57,121 112,225 330,625 516,961 4`4 � 12`2 + 9Time 
omputing � 0.3 2 23 52 256 374 O(M(`4) log `)Time Step 1, Algo 1 6.5 63 1,504 5,072 34,869 69,162 O(`4M(`2) log `)Time Step 2, Algo 1 0.3 2 17 39 182 275 O(M(`4) log `)Total time Algo 1 7.1 67 1,544 5,163 35,307 69,811Time Xp mod R1 3.3 15 77 280 2,251 2,294 O(M(`4) log p)Time Pre
. Mod Comp 0.8 8 105 525 3,267 2,122 O(`2M(`4))Time Apply Mod Comp 1.1 11 225 976 20,768 51,710 O(`8 + `2M(`4))Fa
toring Time (Min) 12.5 59 524 1,055 23,537 15,061Fa
toring Time (Max) 61 353 5,021 23,083 206,860 359,330Fa
toring Time (Avg) 42 193 2,700 9,415 117,785 145,7342- and 3- Torsion LiftingTorsion Total Time (Min) Total Time (Max) Total Time (Avg)27 10,901 11,317 11,5111024 71,421 103,433 90,071Lifting to 1024-torsionDetails for a sample 
urveGeneri
 Resolution: 5,104 se
Torsion Degree Spe
ialization Fa
tor Dedu
ing �8 10 1 12 116 20 1 37 332 40 3 178 1664 80 15 543 50128 160 41 1,423 146256 320 115 4,627 459512 640 390 16,776 1,6021024 1280 1301 58,408 6,590
Lifting to 27-torsionDetails for a sample 
urveTorsion 9 27Degree 12 36Gr�obner 745 3,811Fa
tor 914 5,917Dedu
ing � 3 19Table 1. Runtimes in se
onds for the torsion 
omputation on a 2.26 GHz Pentium IV.Putting all this together, a 
omplete point-
ounting for a random 
urve over Fptakes on average about 1 week.For 
omparison, in the re
ord-
urve 
omputation in [11℄ the S
hoof-like partwas used up to ` = 13. Just the modulo 13 
omputation had taken 205 hourson a Pentium II at 450 MHz. A 
rude estimation gives a runtime of about 40hours on the same 
omputer as the one we used in this paper. This has to be
ompared with the 4 hour runtime that we obtained with our improvements andour new implementation.Are the 
urves \random"? In our 
omputer experiments, the \pure random-ness" is biased in several pla
es. Due to the 
ryptographi
al requirements, the
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urve" should be understood as randomamong the 
urves with prime order Ja
obians, but that is standard. Also a biasis introdu
ed by our early abort strategy on both the 
urve and its twist.A more important bias is in the 
hoi
e of p. We 
hoose a prime whi
h is
ongruent to 1 modulo all the small primes ` for whi
h we do the S
hoof 
om-putation. This was meant to speed-up the fa
torization of the resultant R1, asmentioned in Se
tion 3.4. This dependen
y of the runtime of the algorithm in theform of p 
an be avoided by working in the formal algebra instead of fa
toring.In fa
t, in more re
ent versions of our software, we implemented this and theruntimes are slightly better for large `. Hen
e, this bias 
ould be removed.The last bias that we introdu
ed is the parti
ular shape of the 8- and 3-torsion that we imposed. The goal was mostly to have the same kind of behav-ior for all the 
urves with respe
t to the division by 2 and by 3. Indeed, thedivision algorithms rely on Gr�obner basis 
omputations and are very hard toimplement and to debug. The te
hni
al diÆ
ulty of handling our 
omputationon many 
omputers, with intera
tions between Magma and NTL led us to addthis simpli�
ation that made our 
ode more reliable.Our NTL implementation of the S
hoof-like part has been made freely avail-able [9℄. The Magma implementation of the division algorithms is not stableenough to be exported in the present state.6 Con
lusion and Perspe
tivesIn this paper, we have detailed algorithms used to 
ompute the 
ardinalities ofJa
obians de�ned over prime �elds of order about 1024. Most of our attention wasaimed at improving the te
hniques for torsion 
omputation introdu
ed in [11℄.We expe
t more improvements to be possible. For instan
e, for torsion indexabout 17 or 19, the fa
torization strategy of Subse
tion 3.4 be
omes lengthy,and 
omparative tests with other strategies are ne
essary, possibly using themodular equations of [12℄. Also, our te
hniques for lifting the 3-torsion are stillquite 
rude, as we would like it to be as eÆ
ient as that of 2-torsion. We havedesigned a birthday paradox version of the MCT algorithm, to be des
ribedelsewhere [13℄, that loses a 
onstant fa
tor in runtime but is highly parallelizableand requires almost no memory. In future work, we also plan to use it on top ofour torsion 
omputation algorithms.A
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