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An Algorithm for Solving the Dis
rete LogProblem on Hyperellipti
 CurvesPierri
k Gaudry?LIX, �E
ole Polyte
hnique,91128 Palaiseau Cedex, Fran
egaudry�lix.polyte
hnique.frAbstra
t. We present an index-
al
ulus algorithm for the 
omputationof dis
rete logarithms in the Ja
obian of hyperellipti
 
urves de�nedover �nite �elds. The 
omplexity predi
ts that it is faster than the Rhomethod for genus greater than 4. To demonstrate the eÆ
ien
y of ourapproa
h, we des
ribe our breaking of a 
ryptosystem based on a 
urveof genus 6 re
ently proposed by Koblitz.1 Introdu
tionThe use of hyperellipti
 
urves in publi
-key 
ryptography was �rst proposed byKoblitz in 1989 [24℄. It appears as an alternative to the use of ellipti
 
urves [23℄[31℄, with the advantage that it uses a smaller base �eld for the same level ofse
urity. Several authors have given ways to build hyperellipti
 
ryptosystemseÆ
iently. The se
urity of su
h systems relies on the diÆ
ulty of solving thedis
rete logarithm problem in the Ja
obian of hyperellipti
 
urves. If an algo-rithm tries to solve this problem performing \simple" group operations only, itwas shown by Shoup [39℄ that the 
omplexity is at least 
(pn), where n is thelargest prime dividing the order of the group. Algorithms with su
h a 
omplex-ity exist for generi
 groups and 
an be applied to hyperellipti
 
urves, but arestill exponential. The Pollard Rho method and its parallel variants are the mostimportant examples [34℄, [46℄, [17℄.For the ellipti
 
urve dis
rete logarithm problem, there are some parti
ular
ases where a solution 
an be found with a 
omplexity better than O(pn). See[30℄, [38℄, [40℄, [37℄. Similar 
ases were dis
overed for hyperellipti
 
urves [14℄,[35℄. However they are very parti
ular and 
an be easily avoided when designinga 
ryptosystem.In 1994, Adleman, DeMarrais and Huang [1℄ published the �rst algorithm(ADH for short) to 
ompute dis
rete logs whi
h runs in subexponential timewhen the genus is suÆ
iently large 
ompared to the size of the ground �eld.This algorithm was rather theoreti
al, and some improvements to it were done.Flassenberg and Paulus [13℄ implemented a sieve version of this algorithm, but? This work was supported by A
tion COURBES of INRIA (a
tion 
oop�erative de ladire
tion s
ienti�que de l'INRIA).



the 
onsequen
es for 
ryptographi
al appli
ations is not 
lear. Enge [11℄ im-proved the original algorithm and gave a pre
ise evaluation of the running time,but did not implement his ideas. M�uller, Stein and Thiel [32℄ extended the re-sults to the real quadrati
 
ongruen
e fun
tion �elds. Smart and Galbraith [16℄also gave some ideas in the 
ontext of the Weil des
ent, following ideas of Frey;they dealt with general 
urves (not hyperellipti
).Our purpose is to present a variant of existing index-
al
ulus algorithms likeADH or Hafner-M
Curley [19℄, whi
h allowed us to break a 
ryptosystem basedon a 
urve of genus 6 re
ently proposed by Koblitz. The main improvementis due to the fa
t that the 
ostly HNF 
omputation in 
lassi
al algorithms isrepla
ed by that of the kernel of a sparse matrix. A drawba
k is that we haveto assume that the order of the group in whi
h we are working is known. Thisis not a 
onstraint in a 
ryptographi
al 
ontext, be
ause the knowledge of thisorder is preferable to build proto
ols. But from a theoreti
al point of view itdi�ers from ADH or Hafner-M
Curley algorithm where the order of the groupwas a byprodu
t of the dis
rete logarithm 
omputation (in fa
t the aim of theHNF 
omputation was to �nd the group stru
ture).We will analyse our method for small genus and show that it is faster thanthe Pollard Rho method as soon as the genus is stri
tly greater than 4. Indeed its
omplexity is O(q2) where q is the 
ardinality of the base �eld. We will explainbelow some 
onsequen
es for the 
hoi
e of the parameters, 
urve and base �eld,when building a 
ryptosystem.Moreover, the presen
e of an automorphism of order m on the 
urve 
an beused to speed up the 
omputation, just as in the Rho method [9℄ [17℄ [48℄. Thisis the 
ase in almost all the examples in the literature. The gain in the Rhomethod is a fa
tor pm, but the gain obtained here is a fa
tor m2, whi
h is verysigni�
ant in pra
ti
e.The organization of the paper is as follows: in se
tion 2 after some generalitieson hyperellipti
 
urves, our algorithm is des
ribed. It is analyzed in se
tion 3,and in se
tion 4 we explain how the presen
e of an automorphism 
an help.Finally the se
tion 5 gives some details on our implementation and the resultsof our experiments with Koblitz's 
urve.2 Des
ription of the Algorithm2.1 Hyperellipti
 CurvesWe give an overview of the theory of hyperellipti
 
urves. More pre
ise state-ments 
an be found in [24℄, [4℄, [15℄. We will restri
t ourselves to the so-
alledimaginary quadrati
 
ase.A hyperellipti
 
urve C of genus g over a �eld K is a smooth plane proje
tive
urve whi
h admits an aÆne equation of the form y2+h(x)y = f(x), where f isa polynomial of degree 2g + 1, and h is a polynomial of degree at most g, bothwith 
oeÆ
ients in K .A divisor on the 
urve C is a �nite formal sum of points of the 
urve. Theset of all divisors yield an abelian group denoted by Div(C). For ea
h divisor



D =Pi niPi 2 Div(C), where the Pi are points on the 
urve, we de�ne the degreeof D by deg(D) =Pi ni. The set of all divisors of degree zero is a sub-group ofDiv(C) denoted by Div0(C).For ea
h fun
tion '(x; y) on the 
urve, we 
an de�ne a divisor denoted bydiv(') by assigning at ea
h point Pi of the 
urve the value ni equal to themultipli
ity of the zero if '(Pi) = 0, or the opposite of the multipli
ity of thepole if the fun
tion is not de�ned at Pi. It 
an be shown that the sum is �nite,and moreover that the degree of su
h a divisor is always zero. The set of alldivisors built from a fun
tion a subgroup of Div0(C) denoted by P(C) and we
all these divisors prin
ipal. The Ja
obian of the 
urve C is then de�ned by thequotient group Ja
(C) = Div(C)0=P(C).If the base �eld of the 
urve is a �nite �eld with 
ardinality q, then theJa
obian of the 
urve is a �nite abelian group of order around qg . The Hasse-Weilbound gives a pre
ise interval for this order: (pq�1)2g � #Ja
(C) � (pq+1)2g.In [4℄, Cantor gave an eÆ
ient algorithm for the 
omputation of the grouplaw.We do not re
all his method, but we re
all the representation of the elements.Proposition 1 In every 
lass of divisors in Ja
(C), there exists an unique divi-sor D = P1+ � � �+Pg�g1, su
h that for all i 6= j, Pi and Pj are not symmetri
points. Su
h a divisor is 
alled redu
ed, and there is a unique representation of Dby two polynomials [u; v℄, su
h that deg v < deg u � g, and u divides v2+hv�f .In this representation, the roots of the polynomial u are exa
tly the abs
issaeof the points whi
h o

ur in the redu
ed divisor.The group Ja
(C) 
an now be used in 
ryptographi
al proto
ols based on thedis
rete logarithm problem, for example DiÆe-Hellman or ElGamal's proto
ols.The se
urity relies on the diÆ
ulty of the following problem.De�nition 1 The hyperellipti
 dis
rete logarithm problem takes on input ahyperellipti
 
urve of given genus, an element D1 of the Ja
obian, its order n,and another element D2 in the subgroup generated by D1. The problem is to �ndan integer � modulo n su
h that D2 = �:D1.2.2 Smooth DivisorsLike any index-
al
ulus method, our algorithm is based on the notions of smooth-ness, and prime elements. We will re
all these notions for divisors on hyperellipti

urves, whi
h were �rst de�ned in ADH.De�nition 2 With the polynomial representation D = [u; v℄, a divisor will besaid to be prime if the polynomial u is irredu
ible over Fq .For a prime divisor D, when there is no possible 
onfusion with the degree ofD as a divisor (whi
h is always zero), we will talk about the degree of D insteadof the degree of u.Proposition 2 A divisor D of Ja
(C) represented by the polynomials [u; v℄ isequal to the sum of prime divisors [ui; vi℄, where the ui are the prime fa
tors ofu.



Now we 
an give the smoothness de�nition. Let S be an integer 
alled thesmoothness bound.De�nition 3 A divisor is said to be S-smooth if all its prime divisors are ofdegree at most S. When S = 1, a 1-smooth divisor will be a divisor for whi
hthe polynomial u splits 
ompletely over Fq .The 
ase S = 1 is the most important for two reasons: the �rst one is that fora relatively small genus (say at most 9), and a reasonable �eld size, this 
hoi
e isthe best in pra
ti
e. The se
ond one is that if we want to analyze our algorithmfor a �xed g and a q tending to in�nity, this is also the good 
hoi
e.The de�nition of a smooth divisor 
an be seen dire
tly on the expression ofD as a sum of points of the 
urve. Note that a divisor de�ned over Fq is de�nedby being invariant under the Galois a
tion. But it does not imply that the pointso

uring in it are de�ned over Fq ; they 
an be ex
hanged by Galois. Hen
e anequivalent de�nition of smoothness is given by the following proposition.Proposition 3 A divisor D = P1 + � � � + Pg � g1 is S-smooth if and only ifea
h point Pi is de�ned over an extension Fqk with k � S.We de�ne also a fa
tor basis, similar to the one used for 
lassi
al dis
rete logproblem over F�p .De�nition 4 The fa
tor basis, denoted by GS , is the set of all the prime divisorsof degree at most S. For S = 1 we simply write G.In the following, we will always take S = 1 and we will say `smooth divisor'for 1-smooth divisor.2.3 Overview of the AlgorithmFor the sake of simpli
ity, we will suppose that the Ja
obian of the 
urve hasan order whi
h is almost prime and that we have to 
ompute a dis
rete log inthe subgroup of large prime order (this is always the 
ase in 
ryptography). Letn = ord(D1) be this prime order, and D2 be the element for whi
h we sear
hthe log.We introdu
e a pseudo-random walk (as in [45℄) in the subgroup generatedby D1: Let R0 = �0D1 + �0D2 be the starting point of the walk, where R0 isthe redu
ed divisor obtained by Cantor's algorithm, and �0 and �0 are randomintegers. For j from 1 to r, we 
ompute random divisors T (j) = �(j)D1+�(j)D2.The walk will then be given by Ri+1 = Ri+T (H(Ri)), where H is a hash fun
tionfrom the subgroup generated by D1 to the interval [1; r℄. This hash fun
tion isassumed to have good statisti
al properties; in pra
ti
e, it 
an be given by thelast bits in the internal representation of the divisors. On
e the initialization is�nished, we 
an 
ompute a new pseudo-random element Ri+1 at the 
ost of oneaddition in the Ja
obian. Moreover at ea
h step we get a representation of Ri+1as �i+1D1 + �i+1D2, where �i+1 and �i+1 are integers modulo n.



The 
lassi
al � method is to wait for a 
ollision Ri1 = Ri2 , whi
h will yieldthe dis
rete logarithm � = �(�i1��i2)=(�i1��i2) mod n. We 
an however makeuse of the smooth divisors. For ea
h Ri of the random walk, test its smoothness.If it is smooth, express it on the fa
tor basis, else throw it away. Thus we extra
ta subsequen
e of the sequen
e (Ri) where all the divisors are smooth. We denotealso by (Ri) this subsequen
e. Hen
e we 
an put the result of this 
omputationin a matrix M , ea
h 
olumn representing an element of the fa
tor basis, andea
h row being a redu
ed divisor Ri expressed on the basis: for a row i, we haveRi = Pkmikgk, where M = (mik). We 
olle
t w + 1 rows in order to havea (w + 1) � w matrix. Thus the kernel of the transpose of M is of dimensionat least 1. Using linear algebra, we �nd a non-zero ve
tor of this kernel, whi
h
orresponds to a relation between the Ri's. Then we have a family (
i) su
h thatPi 
iRi = 0. Going ba
k to the expression of Ri in fun
tion of D1 and D2, weget: Pi 
i(�iD1 + �iD2) = 0, and then� = �Pi 
i�iPi 
i�i :The dis
rete logarithm is now found with high probability (the denominator iszero with probability 1=n).We summarize this algorithm in the �gure 1.2.4 Details on Criti
al PhasesIn the �rst step, we have to build the fa
tor basis, and for that, we have to �nd,if it exists, a polynomial v 
orresponding to a given irredu
ible u. This 
an berewritten in solving an equation of degree 2 over Fq , whi
h 
an be done qui
kly.The initialization of the random walk is only a matter of operations in thegroup; after that, 
omputing ea
h random divisor Ri requires a single operationin the group.One 
ru
ial point is to test the smoothness of a divisor, i.e. to de
ide if apolynomial of degree g (the u of the divisor) splits 
ompletely on Fq . A way todo that is to perform the beginning of the fa
torization of u, whi
h is 
alled DDF(stands for distin
t degree fa
torization). By 
omputing g
d(Xq �X;u(X)), weget the produ
t of all the prime fa
tors of u of degree 1. Thus if the degree ofthis produ
t is equal to the degree of u, it proves that u splits 
ompletely on Fq .In the 
ase where a smooth divisor is dete
ted, the fa
torization 
an be
ompleted, or a trial division with the elements of the basis 
an be performed.The linear algebra is the last 
ru
ial point. The matrix obtained is sparse,and we have at most g terms in ea
h row. Then sparse te
hnique like Lan
zos's[27℄ or Wiedemann's [47℄ algorithm 
an be used, in order to get a solution intime quadrati
 in the number of rows (instead of 
ubi
 by Gaussian elimination).Some other optimizations 
an be done to speed up the 
omputation. Theywill be des
ribed in se
tion 5.



Input: A divisor D1 of a 
urve of genus g over Fq , of prime order n =ord(D1), a divisor D2 2 hD1i, and a parameter r.Output: An integer � su
h that D2 = �D1.1. /* Build the fa
tor basis G */For ea
h moni
 irredu
ible polynomial ui over Fq of degree 1, try to �ndvi su
h that [ui; vi℄ is a divisor of the 
urve. If there is a solution, storegi = [ui; vi℄ in G (we only put one of the two opposite divisors in thebasis).2. /* Initialization of the random walk */For j from 1 to r, sele
t �(j) and �(j) at random in [1::n℄, and 
omputeT (j) := �(j)D1 + �(j)D2.Sele
t �0 and �0 at random in [1::n℄ and 
ompute R0 := �0D1 + �0D2.Set k to 1.3. /* Main loop */(a) /* Look for a smooth divisor */Compute j := H(R0), R0 := R0+T (j), �0 := �0+�(j) mod n, and�0 := �0 + �(j) mod n.Repeat this step until R0 = [u0(z); v0(z)℄ is a smooth divisor.(b) /* Express R0 on the basis G */Fa
tor u0(z) over Fq , and determine the positions of the fa
tors inthe basis G. Store the result as a row Rk = Pmikgi of a matrixM = (mik).Store the 
oeÆ
ients �k = �0 and �k = �0.If k < #G+ 1, then set k := k + 1, and return to step 3.a.4. /* Linear algebra */Find a non zero ve
tor (
k) of the kernel of the transpose of the matrixM . The 
omputation 
an be done in the �eld Z=nZ.5. /* Solution */Return � = �(P�k
k)=(P �k
k) mod n. (If the denominator is zero,return to step 2.) Fig. 1. Dis
rete log algorithm3 Analysis3.1 Probability for a Divisor to Be SmoothThe following proposition gives the proportion of smooth divisors and then theprobability of smoothness in a random walk. This is a key tool for the 
omplexityanalysis.Proposition 4 The proportion of smooth divisors in the Ja
obian of a 
urve ofgenus g over Fq tends to 1=g! when q tends to in�nity.Proof: This proposition is based on the Hasse-Weil bound for algebrai
 
urves:the number of points of a 
urve of genus g over a �nite �eld with q elements is



equal to q+1 with an error of at most 2gpq, i.e. for large enough q we 
an negle
tit. Moreover the 
ardinality of its Ja
obian is equal to qg with an error boundedby approximatively 2gqg� 12 . Here the approximation holds when q is suÆ
ientlylarge 
ompared to 4g2, whi
h is the 
ase in the appli
ations 
onsidered.To evaluate the proportion of smooth divisors, we 
onsider the number ofpoints of the 
urve over Fq whi
h is approximatively q. Now, the smooth divisorsof the Ja
obian are in bije
tion with the g-multiset of points of the 
urve: wehave qg=g! smooth divisors, and the sear
hed proportion is 1=g!. 23.2 ComplexityThe 
omplexity of the algorithm will be exponential in the size of q, so we will
ount the number of operations whi
h 
an be done in polynomial time. Theseoperations are of four types: we denote by 
J the 
ost of a group operation inthe Ja
obian, 
q the 
ost of an operation in the base �eld, 
q;g the 
ost of anoperation on polynomials of degree g over the base �eld, and 
n the 
ost of anoperation in Z=nZ, where n � qg is the order of the Ja
obian. We 
onsider theenumeration of steps in �gure 1.Step 1. For the building of the fa
tor basis, we have to perform q times (i.e. thenumber of moni
 irredu
ible polynomial of degree 1) a resolution of an equationof degree 2 over Fq . Hen
e the 
omplexity of this phase is O(q
q).Step 2. The initialization of the random walk is only a polynomial number ofsimple operations. Hen
e we have O((logn)
J) for this step.Step 3. We have to repeat #G = O(q) times the steps 3.a. and 3.b.Step 3.a. The 
omputation of a new element of the random walk 
osts an addi-tion in the Ja
obian and two additions modulo n, and the test for its smoothness
osts a �rst step of DDF. By proposition 4, we have to 
ompute g! divisors onaverage before getting a smooth one and going away from step 3.a. Hen
e the
ost of this step is O(g!(
J + 
n + 
q;g)).Step 3.b. The �nal splitting of the polynomial in order to express the divisoron the fa
tor basis 
an not be proved to be deterministi
 polynomial (thoughit is very fast in pra
ti
e). For the analysis, we 
an then suppose that we do atrial division with all the elements of the basis. This leads to a 
omplexity ofO(q
q;g).Hen
e the 
omplexity of step 3. is O(qg!(
J + 
n + 
q;g)) +O(q2
q;g).Step 4. This linear algebra step 
onsists in �nding a ve
tor of the kernel ina sparse matrix of size O(q), and of weight O(gq); the 
oeÆ
ient are in Z=nZ.Hen
e Lan
zos's algorithm provides a solution with 
ost O(gq2
n).Step 5. This last step requires only O(q) multipli
ations modulo n, and oneinversion. Hen
e the 
omplexity is O(q
n).Finally, the overall 
omplexity of the algorithm isO(g!q
J )+O((g!q+gq2)(
n+
q;g))+O(q
q). Now, by Cantor's algorithm 
J is polynomial in g log q, and 
las-si
al algorithm on �nite �elds and polynomials give 
n polynomial in n = g log q,




q polynomial in log q and 
q;g polynomial in g log q. Hen
e all these operations
an be done in time bounded by a polynomial in g log q.Theorem 1 The algorithm requires O(q2 + g!q) polynomial time operations ing log q and if one 
onsiders a �xed genus g, the algorithm takes time O(q2 log
 q).4 Using Automorphisms on the Curve4.1 Curves with Automorphisms in the LiteratureWhen buiding a 
ryptosystem based on a hyperellipti
 
urve, it is preferableto know the order of the Ja
obian of this 
urve. Indeed, some proto
ols use thegroup order; moreover it is ne
essary to be sure that it is not smooth. For ellipti

urves, the S
hoof-Elkies-Atkin algorithm allows to 
ompute qui
kly this orderfor random 
urves (see [29℄ [28℄ [22℄ ). For random hyperellipti
 
urves, a similarpolynomial time algorithm exists [33℄, however it is still unusable in pra
ti
e (seere
ent progress on this subje
t [21℄ [43℄). That is the reason why the 
urves thatwe 
an �nd in the literature are very parti
ular: they are built in su
h a waythat the order of their Ja
obian is easy to 
ompute.A �rst way to build su
h 
urves is to take a 
urve de�ned over a small �nite�eld Fq . It is then possible to dedu
e the Zeta fun
tion (and hen
e the order)of the Ja
obian on the large �eld Fqn from the Zeta fun
tion of the Ja
obianon the small �eld. This 
onstru
tion provides then the so-
alled Frobenius au-tomorphism de�ned by x 7! xq , whi
h 
an be applied to ea
h 
oordinate of apoint of the 
urve and gives therefore an automorphism of order n.Another 
onstru
tion, whi
h is a bit harder than the previous (see [42℄ [7℄[3℄, 
omes from the theory of 
omplex multipli
ation. This theory allows tobuild a 
urve starting from its ring of endomorphisms. In some 
ases, this ring
ontains units of �nite order, and then there is an automorphism on the 
urve
orresponding to this unit.In table 1 we give some examples of 
urves found in the literature with nontrivial automorphisms, and the order obtained by 
ombining them together withthe hyperellipti
 involution.Author Equation of 
urve Field Automorphisms OrderKoblitz [24℄, [25℄ Y 2 + Y = X2g+1 +X F2n Frobenius 2nY 2 + Y = X2g+1 F2n Frobenius 2nBuhler Koblitz [3℄ Y 2 + Y = X2g+1 Fp with mult by �2g+1 2(2g + 1)Chao et al. [7℄ (and twists) p � 1 (2g + 1)Sakai Sakurai [36℄Smart [41℄ Y 2 + Y = X13 +X11+X9 +X5 + 1 F229 Frobenius and8<:X 7! X + 1Y 7! Y +X6 +X5+X4 +X3 +X2 4� 29Duursma Sakurai [10℄ Y 2 = Xp �X + 1 Fpn Frobenius and�X 7! X + 1Y 7! Y 2npTable 1. Examples of 
urves



4.2 Redu
ing the Fa
tor Basis with an AutomorphismIn the 
ontext of the Pollard's rho algorithm, the existen
e of an automorphismof order m that 
an be qui
kly evaluated 
an be used to divide the expe
tedrunning time by a fa
tor pm, see [9℄. With our algorithm, the automorphism
an be used to redu
e the basis and leads to a speed-up by a fa
tor m2, whi
h
an be very signi�
ant in pra
ti
e. Moreover, the automorphism does not needto be so qui
kly evaluated as in the rho method. A polynomial time evaluationis enough.The idea is to keep in the fa
tor basis one representative for ea
h orbit underthe a
tion of the automorphism. Thus the size of the basis is redu
ed by a fa
torm, so the ne
essary number of relations is redu
ed by the same fa
tor, and thelinear algebra phase is speeded up by a fa
tor m2. Let us explain how it works.For the moment, assume that the Ja
obian is 
y
li
 of prime order n =ord(D1), and denote by � an automorphism of orderm on C extended by linearityto an automorphism of Ja
(C). Then �(D1) belongs to Ja
(C) = hD1i, andthere exists an integer � su
h that �(D1) = �D1. Moreover, � being a groupautomorphism, for all D 2 Ja
(C), D = kD1 and we have �(D) = �(kD1) =k�(D1) = k�D1 = �D.Suppose now that we have only kept in the basis one element for ea
h orbitunder �. Let R = P1 + P2 + � � � + Pk = �D1 + �D2 be the de
omposition of asmooth divisor into prime divisors of degree 1. For ea
h i, there is a power of �su
h that the prime divisor Pi is equal to �li(gi), where gi is an element of theredu
ed fa
tor basis. Then we 
an write R = �l1(g1)+ � � �+ �lk(gk), and we havea relation in a matrix with m times less 
olumns than the original one.For the general 
ase where the Ja
obian is not 
y
li
 and where we work in asubgroup of prime order n, we have to work a little to justify the 
omputations,but in pra
ti
e we do essentially the same.5 Implementation and ResultsWe have implemented the algorithm in two distin
t parts. The �rst one dealswith the building of the matrix and is written in the 
omputer algebra systemMagma [2℄, whi
h is a very good 
ompromise between high level programmingand eÆ
ien
y. The se
ond part is our optimized implementation of the Lan
zosalgorithm written in C.5.1 Implementation of the Sear
h for RelationsThis part of the implementation was not optimized: it 
an be done in paralleland it is not the limiting phase. However an interesting optimization suggestedby Fran�
ois Morain has been tested. It is based on a paper by Swan [44℄, wherea theorem is given whi
h relates the parity of the number of irredu
ible fa
torsof a polynomial over a �nite �eld and the fa
t that its dis
riminant is a squareor not in the 
orresponding lo
al �eld. In the 
ontext of smoothness testing, a



�rst 
omputation 
an be done that tests if the dis
riminant is a square, and thenin half the 
ases we know that the polynomial 
annot split 
ompletely and wereje
t it. If the �rst test is passed, we do the 
lassi
al smoothness test by DDF.This te
hnique provides a gain if and only if Swan's test 
osts less than halfthe time of the 
lassi
al one. In odd 
hara
teristi
, this is always the 
ase (forlarge q), but in 
hara
teristi
 2, the running time estimation is harder be
ausesome 
omputations have to be done over an extension of Z=8Z and no pa
kageexists that provides optimized 
ode for this ring. Note that the 
ompli
ationsfor the even 
hara
teristi
 is not surprising be
ause in the �nite �eld F2n everyelement is a quadrati
 residue and it is not simple to have a pra
ti
al translationof Swan's theorem .In our implementation, the use of Swan's theorem gave us a speed-up of 30to 40% for the smoothness test in odd 
hara
teristi
, but no improvement for
hara
teristi
 2.5.2 Implementation of the Linear AlgebraA 
riti
al step in the algorithm is the sear
h of a ve
tor in the kernel of a sparsematrix. We 
hose Lan
zos's algorithm in preferen
e to Wiedemann's, be
ause itneeds only 2n produ
ts of the matrix by a ve
tor, to be 
ompared to 3n withWiedemann's te
hnique. The drawba
k is a non negligible amount of time spentin 
omputing some s
alar produ
ts. We refer to [27℄ for a pre
ise 
omparison ofthese two algorithms.We wrote our program in the C language, using the ZEN library [6℄ forthings whi
h were not 
riti
al (i.e. operations that are 
alled a linear numberof times), and for others (i.e. operations in the matrix-ve
tor multipli
ation ands
alar produ
ts), we used dire
t 
alls to some assembly routines taken from theGMP [18℄ and BigNum [20℄ pa
kages. Indeed our 
ompa
t representation of thematrix led to an over
ost when using the ZEN fun
tions. We used a 
lassi
alrepresentation (we 
ould probably obtain a better eÆ
ien
y with Montgomeryrepresentation), with the lazy redu
tion te
hnique explained in [8℄.Before running Lan
zos's algorithm, a prepro
essing 
an be done on the ma-trix (see [8℄ [5℄). This �ltering step (also 
alled stru
tured Gaussian elimination)
onsists in the following tasks:{ Delete the empty 
olumns.{ Delete the 
olumns with exa
tly one term and the 
orresponding row.{ If the number of rows is greater than the number of 
olumns plus one, deleteone row (randomly 
hosen, or via an heuristi
 method).{ Try the beginning of a Gaussian elimination, where the pivot is 
hosen as tominimize the augmentation of the weight of the matrix, and stopping whenit in
reases the 
ost of Lan
zos's algorithm.For the examples below, we have run only the �rst three tasks, our implementa-tion of the last one being unsatisfa
tory. Therefore there is still some pla
e forfurther optimizations.



5.3 Timings for Real Life CurvesThe �rst example is a 
ryptosystem re
ently proposed by Buhler and Koblitz[3℄. We took the values re
ommended by Koblitz in his book [26℄, i.e. we haveworked on the 
urve y2 + y = x13, with a prime base �eld of order p greaterthan 5; 000; 000, with p � 1 mod 13. This 
urve has an automorphism of order13 
oming from 
omplex multipli
ation, whi
h helps in the 
omputation of theorder of the Ja
obian, but helps also our atta
k.The following table gives pre
ise information on that 
urve.�eld F5026243equation y2 + y = x13genus 6#J 133 � 7345240503856807663632202049344834001� 1040We give the measured timings for the 
omputation of a dis
rete logarithm inthe following table. These timings are on a Pentium II 450 MHz with 128 Mb.During the Lan
zos's step (the most spa
e 
onsuming part of the algorithm),the memory used was around 60Mb.
ardinal of fa
tor basis 193; 485time for building the basis 1638 se
number of random steps 201; 426; 284number of early abort by Swan 100; 721; 873number of relations 
olle
ted 281; 200proportion of smooths (g!) 716:3 (720)total time for 
olle
ting the relations 513; 870 se
 = 6 daystime for writing relations on the basis 8; 822 se
time for prepro
essing the matrix 1218 se
size of the matrix 165; 778� 165; 779total time for Lan
zos 780; 268 se
 = 9 daysOur algorithm is not dependent on the 
hara
teristi
 of the base �eld. Wehave tested our implementation on a genus 6 
urve over F223 . This 
urve wasobtained by extending the s
alars of a 
urve de�ned over F2 . Therefore theFrobenius automorphism 
an be used for a

elerating the atta
k. The size of theJa
obian is around 1041. Su
h a 
urve is not breakable by a parallel 
ollisionsear
h based on the birthday paradox (variants of Rho); indeed even using theautomorphism, we should 
ompute about 263 operations in the Ja
obian.We give the same indi
ations as for the previous 
urve.�eld F223equation y2 + (x+ 1)y = x13 + x11 + x8 + x7 + x5 + x4 + x+ 1genus 6#J 23 � 7� 6225718452117034383550124899048999495177� 1041




ardinal of fa
tor basis 182; 462time for building the basis 6575 se
number of random steps 165; 732; 450number of relations 
olle
ted 231; 000proportion of smooths (g!) 717:5 (720)total time for 
olle
ting the relations 797; 073 se
 = 9 daystime for writing relations on the basis 12; 057 se
time for prepro
essing the matrix 880 se
size of the matrix 162; 873� 162; 874total time for Lan
zos 1; 038; 534 se
 = 12 days6 Con
lusionWe have proposed an algorithm for the hyperellipti
 dis
rete log problem, whi
his simpler to implement and to analyze than the previous ones. It is spe
iallywell suited for pra
ti
al 
ryptosystems where the genus is not too large (say lessthan 9), and the base �eld is relatively small. Indeed the expe
ted running timeis O(q2) for 
urves of small genus and therefore it is faster than Pollard Rho assoon as the genus is greater than 4, as explained in the following table:g 1 2 3 4 5 6 7Rho q1=2 q q3=2 q2 q5=2 q3 q7=2Index q2 q2 q2 q2 q2 q2 q2Pra
ti
al experiments have shown that this algorithm is eÆ
ient in pra
ti
e,and a genus 6 example was broken by this te
hnique. Hen
e it seems that thereis no point in using hyperellipti
 
ryptosystem with genus other than 2, 3 or 4,be
ause for a higher genus, the size of the key has to be 
hosen larger in order toguarantee a given level of se
urity. Indeed, assume that we want to have a keyof size 2160, i.e. a group of order � 2160, then we have to 
hoose g log q � 160.In
reasing g implies de
reasing log q and helps the atta
k. Hen
e one of theinterests of the use of hyperellipti
 
urves, whi
h was to de
rease the size of q(for example to avoid multipre
ision) be
omes a weakness.The spe
ial 
ase of genus 4 has to be further studied. In a �rst approximationthe 
omplexity of Rho and our algorithm seem similar, but one tri
k 
an beplayed. We 
an de
ide to keep only a fra
tion of the divisors in the fa
tor basis.Assume that we redu
e the basis by a fa
tor n. Then the probability to get agood divisor in the random walk is redu
ed by a fa
tor ng, and the 
ost of the�rst phase of the algorithm in
reases by a fa
tor ng�1, whereas the linear algebrais redu
ed by a fa
tor n2. In this 
ontext, Robert Harley pointed out to us thatif we assume that the fa
torization of polynomials 
an be done in polynomialtime (true in pra
ti
e), we 
an balan
e both phases and 
hoose n in order toget an overall 
omplexity of O(q 2gg+1 ). For g = 4, it be
omes O(q8=5), whi
h is



better than the 
omplexity of the Rho method. We are going to do pra
ti
al
omparisons between the two approa
hes in a near future.From a theoreti
al point of view, we 
an also analyse our algorithm in thesame model as for ADH algorithm, i.e. we assume that the genus grows withq and is always large enough. More pre
isely, if we have g > log q, we 
an letvary the smoothness bound S (instead of have it �xed to one), and we obtain asubexponential algorithm with expe
ted running time Lqg [1=2;p2℄. This resultis part of a work with Andreas Enge, where a general framework for this kindof atta
k is given [12℄.A
knowledgementsI am most indebted to Fran�
ois Morain for many fruitful dis
ussions and 
om-ments. I would like to thank Emmanuel Thom�e, parti
ularly for his help forlinear algebra. I am also grateful to Robert Harley and people from the A
tionCourbes (parti
ularly Daniel Augot) for many dis
ussions 
on
erning this work.Referen
es1. L. M. Adleman, J. DeMarrais, and M.-D. Huang. A subexponential algorithmfor dis
rete logarithms over the rational subgroup of the ja
obians of large genushyperellipti
 
urves over �nite �elds. In L. Adleman and M.-D. Huang, editors,ANTS-I, volume 877 of Le
ture Notes in Comput. S
i., pages 28{40. Springer{Verlag, 1994. 1st Algorithmi
 Number Theory Symposium - Cornell University,May 6{9, 1994.2. W. Bosma and J. Cannon. Handbook of Magma fun
tions, 1997. Sydney,http://www.maths.usyd.edu.au:8000/u/magma/.3. J. Buhler and N. Koblitz. Latti
e basis redu
tion, Ja
obi sums and hyperelliti

ryptosystems. Bull. Austral. Math. So
., 58:147{154, 1998.4. D. G. Cantor. Computing in the Ja
obian of an hyperellipti
 
urve. Math. Comp.,48(177):95{101, 1987.5. S. Cavallar. Strategies in �ltering in the Number Field Sieve. Extended abstra
t,
onferen
e MPKC, Toronto, June 1999.6. F. Chabaud and R. Ler
ier. ZEN, A new toolbox for 
omputing in �nite ex-tensions of �nite rings, February 1998. distributed with the ZEN pa
kage athttp://www.dmi.ens.fr/~zen.7. J. Chao, N. Matsuda, O. Nakamura, and S. Tsujii. Cryptosystems based on CMabelian variety. In Pro
. Symposium on Cryptography and Information Se
urity,1997.8. T. Denny and D. Weber. The solution of M
Curley's dis
rete log 
hallenge. InH. Kraw
zyk, editor, Pro
. of CRYPTO'98", volume 1462 of Le
ture Notes inComput. S
i., pages 458{471, 1998.9. I. Duursma, P. Gaudry, and F. Morain. Speeding up the dis
rete log 
omputationon 
urves with automorphisms. In K.Y. Lam, E. Okamoto, and C. Xing, edi-tors, Advan
es in Cryptology { ASIACRYPT '99, volume 1716 of Le
ture Notes inComput. S
i., pages 103{121. Springer-Verlag, 1999. International Conferen
e onthe Theory and Appli
ations of Cryptology and Information Se
urity, Singapore,November 1999, Pro
eedings.



10. I. Duursma and K. Sakurai. EÆ
ient algorithms for the ja
obian variety of hy-perellipti
 
urves y2 = xp � x + 1 over a �nite �eld of odd 
hara
teristi
 p. InPro
eedings of the "International Conferen
e on Coding Theory, Cryptography andRelated Areas", Le
ture Notes in Comput. S
i., 1999. Guanajuato, Mexi
o onApril, 1998.11. A. Enge. Computing dis
rete logarithms in high-genus hyperellip-ti
 ja
obians in provably subexponential time. Preprint; available athttp://www.math.uwaterloo.
a/CandO Dept/CORR/
orr99.html, 1999.12. A. Enge and P. Gaudry. A general framework for subexponential dis
rete logarithmalgorithms. In preparation, 1999.13. R. Flassenberg and S. Paulus. Sieving in fun
tion �elds. Preprint; availableat ftp://ftp.informatik.tu-darmstadt.de/pub/TI/TR/TI-97-13.rafla.ps.gz,1997.14. G. Frey and H.-G. R�u
k. A remark 
on
erning m-divisibility and the dis
retelogarithm in the divisor 
lass group of 
urves. Math. Comp., 62(206):865{874,April 1994.15. W. Fulton. Algebrai
 
urves. Math. Le
. Note Series. W. A. Benjamin In
, 1969.16. S. D. Galbraith and N. Smart. A 
ryptographi
 appli
ation of Weil des
ent.Preprint HP-LABS Te
hni
al Report (Number HPL-1999-70)., 1999.17. R. Gallant, R. Lambert, and S. Vanstone. Improving the par-allelized Pollard lambda sear
h on binary anomalous 
urves.http://www.
erti
om.
om/
hal/download/paper.ps, 1998.18. T. Granlund. The GNU Multiple Pre
ision arithmeti
 library{ 2.0.2. GNU, 1996. distributed with the gmp pa
kage atftp://prep.ai.mit.edu/pub/gnu/gmp-M.N.tar.gz.19. J. L. Ha�ner and K. S. M
Curley. A rigorous subexponential algorithm for 
om-putation of 
lass groups. J. Amer. Math. So
., 2(4):837{850, 1989.20. J.-C. Herv�e, B. Serpette, and J. Vuillemin. BigNum: A portable and eÆ
ient pa
k-age for arbitrary-pre
ision arithmeti
. Te
hni
al Report 2, Digital Paris Resear
hLaboratory, May 1989.21. M.-D. Huang and D. Ierardi. Counting points on 
urves over �nite �elds. J.Symboli
 Comput., 25:1{21, 1998.22. T. Izu, J. Kogure, M. Noro, and K. Yokoyama. EÆ
ient implementation of S
hoof'salgorithm. In K. Ohta and D. Pei, editors, Advan
es in Cryptology { ASIACRYPT'98, volume 1514 of Le
ture Notes in Comput. S
i., pages 66{79. Springer-Verlag,1998. International Conferen
e on the theory and appli
ation of 
ryptology andinformation se
urity, Beijing, China, O
tober 1998.23. N. Koblitz. Ellipti
 
urve 
ryptosystems. Math. Comp., 48(177):203{209, January1987.24. N. Koblitz. Hyperellipti
 
ryptosystems. J. of Cryptology, 1:139{150, 1989.25. N. Koblitz. A family of ja
obians suitable for dis
rete log 
ryptosystems. InS. Goldwasser, editor, Advan
es in Cryptology { CRYPTO '88, volume 403 ofLe
ture Notes in Comput. S
i., pages 94{99. Springer{Verlag, 1990. Pro
eedingsof a 
onferen
e on the theory and appli
ation of 
ryptography held at the Universityof California, Santa Barbara, August 21{25, 1988.26. N. Koblitz. Algebrai
 aspe
ts of 
ryptography, volume 3 of Algorithms and Com-putation in Mathemati
s. Springer{Verlag, 1998.27. B. A. LaMa

hia and A. M. Odlyzko. Solving large sparse linear systems over�nite �elds. In A. J. Menezes and S. A. Vanstone, editors, Advan
es in Cryptology,volume 537 of Le
ture Notes in Comput. S
i., pages 109{133. Springer{Verlag,1990. Pro
. Crypto '90, Santa Barbara, August 11{15, 1988.



28. R. Ler
ier. Algorithmique des 
ourbes elliptiques dans les 
orps �nis. Th�ese, �E
olepolyte
hnique, June 1997.29. R. Ler
ier and F. Morain. Counting the number of points on ellipti
 
urves over�nite �elds: strategies and performan
es. In L. C. Guillou and J.-J. Quisquater,editors, Advan
es in Cryptology { EUROCRYPT '95, volume 921 of Le
ture Notesin Comput. S
i., pages 79{94, 1995. Saint-Malo, Fran
e, May 1995, Pro
eedings.30. A. Menezes, T. Okamoto, and S. A. Vanstone. Redu
ing ellipti
 
urves logarithmsto logarithms in a �nite �eld. IEEE Trans. Inform. Theory, 39(5):1639{1646,September 1993.31. V. Miller. Use of ellipti
 
urves in 
ryptography. In A. M. Odlyzko, editor, Advan
esin Cryptology { CRYPTO '86, volume 263 of Le
ture Notes in Comput. S
i., pages417{426. Springer-Verlag, 1987. Pro
eedings, Santa Barbara (USA), August 11{15,1986.32. V. M�uller, A. Stein, and C. Thiel. Computing dis
rete logarithms in real quadrati

ongruen
e fun
tion �elds of large genus. Math. Comp., 68(226):807{822, 1999.33. J. Pila. Frobenius maps of abelian varieties and �nding roots of unity in �nite�elds. Math. Comp., 55(192):745{763, O
tober 1990.34. J. M. Pollard. Monte Carlo methods for index 
omputation mod p. Math. Comp.,32(143):918{924, July 1978.35. H. G. R�u
k. On the dis
rete logarithm in the divisor 
lass group of 
urves. Math.Comp., 68(226):805{806, 1999.36. Y. Sakai and K. Sakurai. Design of hyperellipti
 
ryptosystems in small 
harat
-teristi
 and a software implementation over F2n . In K. Ohta and D. Pei, editors,Advan
es in Cryptology, volume 1514 of Le
ture Notes in Comput. S
i., pages 80{94. Springer{Verlag, 1998. Pro
. Asia
rypt '98, Beijing, O
tober, 1998.37. T. Satoh and K. Araki. Fermat quotients and the polynomial time dis
rete logalgorithm for anomalous ellipti
 
urves. Comment. Math. Helv., 47(1):81{92, 1998.38. I. A. Semaev. Evaluation of dis
rete logarithms in a group of p-torsion points of anellipti
 
urves in 
hara
teristi
 p. Math. Comp., 67(221):353{356, January 1998.39. V. Shoup. Lower bounds for dis
rete logarithms and related problems. In W. Fumy,editor, Advan
es in Cryptology { EUROCRYPT '97, volume 1233 of Le
ture Notesin Comput. S
i., pages 256{266. Springer{Verlag, 1997. International Conferen
eon the Theory and Appli
ation of Cryptographi
 Te
hniques, Konstanz, Germany,May 1997, Pro
eedings.40. N. Smart. The dis
rete logarithm problem on ellipti
 
urves of tra
e one. J. ofCryptology, 12(3):193{196, 1999.41. N. Smart. On the performan
e of hyperellipti
 
ryptosystems. In J. Stern, editor,Advan
es in Cryptology { EUROCRYPT '99, volume 1592 of Le
ture Notes inComput. S
i., pages 165{175. Springer{Verlag, 1999. International Conferen
e onthe Theory and Appli
ation of Cryptographi
 Te
hniques, Prague, Cze
h Republi
,May 1999, Pro
eedings.42. A.-M. Spallek. Kurven vom Ges
hle
ht 2 und ihre Anwendung in Publi
-Key-Kryptosystemen. PhD thesis, Universit�at Gesamtho
hs
hule Essen, July 1994.43. A. Stein and E. Teske. Cat
hing kangaroos in fun
tion �elds. Preprint, Mar
h1999.44. R. G. Swan. Fa
torization of polynomials over �nite �elds. Pa
i�
 J. Math.,12:1099{1106, 1962.45. E. Teske. Speeding up Pollard's rho method for 
omputing dis
rete logarithm-s. In J. P. Buhler, editor, Algorithmi
 Number Theory, volume 1423 of Le
tureNotes in Comput. S
i., pages 541{554. Springer{Verlag, 1998. Third InternationalSymposium, ANTS-III, Portland, Oregon, june 1998, Pro
eedings.



46. P. C. van Oors
hot and M. J. Wiener. Parallel 
ollision sear
h with 
ryptanalyti
appli
ations. J. of Cryptology, 12:1{28, 1999.47. D. H. Wiedemann. Solving sparse linear equations over �nite �elds. IEEE Trans.Inform. Theory, IT{32(1):54{62, 1986.48. M. J. Wiener and R. J. Zu

herato. Faster atta
ks on ellipti
 
urve 
ryptosys-tems. In S. Tavares and H. Meijer, editors, Sele
ted Areas in Cryptography '98,volume 1556 of Le
ture Notes in Comput. S
i. Springer-Verlag, 1999. 5th AnnualInternational Workshop, SAC'98, Kingston, Ontario, Canada, August 17-18, 1998,Pro
eedings.


