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For the past 15 years, it has been shown that confidence &stintd branch prediction can be used for
various usages such as fetch gating or throttling for poaeing or for controlling resource allocation policies in
a SMT processor. In many proposals, using extra hardwar@artitularly storage tables for branch confidence
estimators has been considered as a worthwhile silicorsiment.

The TAGE predictor presented in 2006 is so far considereleastate-of-the-art conditional branch predictor.
In this paper, we show that very accurate confidence estmatian be done for the branch predictions realized
by the TAGE predictor by simply observing the outputs of thiedictor tables. Many confidence estimators
proposed in the literature only discriminate between higiificdence predictions and low confidence estimations.
It has been recently pointed out that a more selective cardeldiscrimination could useful. We show that the
observation of the outputs of the predictor tables is sefficto grade the confidence in the branch predictions
with a very good granularity. Moreover a slight modificatiohthe predictor automaton allows to discriminate
the prediction in three classes, low-confidence (with a redigtion rate in the 30 % range), medium confidence
(with a misprediction rate in 8-12% range) and high configefwath a misprediction rate lower than 1 %).

1 Introduction

Leveraging confidence estimation in branch prediction leasiproposed for many usages including energy/performance
tradeoff through fetch gating, SMT fetch policies, multipaxecution or processor resource management. There-
fore, several techniques have been proposed for confidetioga¢ions including self-confidence estimation, i.e.,
estimation by simple observation of the predictor and g@izased confidence estimations.

Each branch predictor requires confidence estimators teatagegeting its specific characteristics. The past
literature on branch prediction confidence estimation Isagrtially addressed confidence estimation for branch
predictors that were defined before 2000. These predicters shown to perform quite poorly compared with
the predictors that were proposed at the two Championshifsanch Prediction in 2004 and 2006. In particular,
to the best of our knowledge the TAGE predictd8][still represents the state-of-the-art in branch predittiNo
published study has ever addressed the design of confidsticators for the TAGE predictors family.

In this paper, we show that the simple observation of theudatpf the components of the TAGE predictor is
sufficient to discriminate among several classes of priedistwith very different misprediction rates. Moreover
we show that a simple modification of the TAGE predictor updaitomaton is sufficient to allow to discriminate
the predictions among three classes, low-confidence gi@akc(with a misprediction rate in the 30 % range),
medium confidence predictions (with a misprediction rat@-it2% range) and high confidence predictions (with
a misprediction rate lower than 1 %).

The remainder of the paper is organized as follows. Se&ipresents the related work on confidence esti-
mation for branch prediction. Secti@briefly recalls the structure of the TAGE predictor and itareltteristics.
Section4 presents our evaluation framework. Secttbshows that for the TAGE predictor by simple observa-
tion of the predictor components outputs, one can easilgtis@ classes of predictions with different confidence
behaviors. In SectioB, we further show that a simple modification of the predictpdate automaton allows
to classify the mispredictions in low-confidence predicipmedium confidence predictions and high confidence
predictions. Sectiod summarizes this study.

RR n° 7371



4 André Seznec

2 Related Work on Confidence Estimation for Conditional Branch Pre-
dictors

2.1 Confidence estimation potential usages

Being able to assess the quality of a branch prediction hesaeotential usages that have been proposed in the
literature. Jacobsen et @l[suggested that it could be used to revert branch prediddiatrthat is meaning that one
could find a category of low confidence branches which are ithame50 % mispredicted. Manne et 8] howed
such a usage. The most popular usage is associated witloliogtthe level of the speculative execution in order
to save energy consumption as first suggesteé]irhenever there is high probability that fetched instroes

are on the wrong path then it makes sense to stop instruatoh B] or to reduce the instruction fetch ratg [
Controlling SMT resource allocation through the fetch pies has been proposed in several studies, €.gDpal

or multipath executiond] heavily rely on the use of such a confidence estimator.

2.2 Confidence estimators for branch predictors

In his seminal paper on branch prediction introducing thet Zounter bimodal predictorlf], Smith also intro-
duced confidence estimation of the branch prediction. Hetioread that if the prediction counter is saturated then
the prediction is more likely to be correct than if the préidic counter is weak. 15 years later in 1996, Jacobsen,
Rotenberg and SmitH] formalized confidence estimation in the context of twoelevistory branch prediction,
and proposed the so-called JRS confidence predictor. ThepdRIgtor is a gshare-likel] indexed table of
saturated counters, i.e.. the table is indexed using a Hatste doranch program counter and the global branch
history. The confidence predictor is accessed at the samseairthe branch predictor. On a correct prediction, the
counter is incremented, on a misprediction the countersistr® zero. A prediction for a branch is classified as
high confidence if its associated confidence counter is abdkieeshold and low confidence otherwise. Using 4-
bit counters on the JRS predictor and a threshold of 15 wasrstmbe a rather interesting trade-off: a prediction
is classified as high confidence when 15 consecutive corredigtions have already been done on this branch
and for this history. The JRS confidence predictor was lafned by Grunwald et al.3]. They remarked that
the confidence is more accurate if the JRS predictor tabkxiatso includes the result of the branch prediction.
That is predicting not-taken for some (branch, history) pan be high confidence while predicting taken for the
same pair can be low confidence.

Grunwald et al. 3] also made a seminal contribution at understanding thetopsabf a confidence estimator.
They showed that different usages of the confidence estimaquire different qualities and pointed out 4 differ-
ent metrics. Sensivity, SENS, represents the fraction oecbpredictions that are classified as high confidence.
Predictive value of a Positive Test, PVP represents theghitity that a high-confidence prediction is correct.
The specificity or SPEC represents the fraction of incorpeetlictions correctly identified as low confidence.
Predictive value of a Negative Test, PVN, represents thaiéna of low confidence predictions that are effectively
incorrectly predicted. Those metrics are not independeittypically confidence applications would require op-
timizing together a pair of these metrics. For instancegglagion control for energy savin@][would require an
as large as possible SPEC combined with as high as possiNe PV

As already mentioned above, storage free confidence egiimfar branch prediction was considered in the
2-bit counter branch predictor proposed by Smith]] The idea was further developed for the perceptron branch
predictor and neural-inspired branch predictorssh g natural branch classification being to consider a ptixfic
as high confidence when the absolute value of the predictionisabove the update threshold and low confidence
otherwise. This self-confidence does not require extragtofor confidence estimation. It can also be used for
the OGEHL predictor11] and was used in15]. This confidence estimation for the O-GEHL predictor extisib
a quite good PVN : about one third of the low confidence prémficare in practice mispredicted. But on the
other hand, it exhibits only a limited SPEC: only half of thespredicted branches are effectively classified as low
confidence branches, meaning that half of the misprediatathes are falsely classified as high confidence.

While the first generation of branch confidence estimatorevessentially trying to discriminate between
high confidence predictions and low confidence predictigeseral studies8] 1] pointed out that this simple
discrimination is too much simple. In their study on perceptbased branch confidence estimation, Akkary et
al [1] introduced the concept of strongly low confident predictémd weakly low confident prediction reserving
different usages for these categories. 8 Malik et al proposed to refine this and to use the probahiftthe
mispredictions for the different values of the confidenocedjtion counters in order to control fetch gating and
SMT fetch policies.

INRIA
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Figure 1: A 5-component TAGE predictor synopsis: a baseipi@dis backed with several tagged predictor
components indexed with increasing history lengths

3 Background on the TAGE predictor

The TAGE predictor was introduced id3] and won the second Championship Branch Prediction in 202 [
Figure 1 illustrates a TAGE predictor. The TAGE predictor featurdsage predictor TO in charge of providing
a basic prediction and a set of (partially) tagged predictomponents Ti. The base predictor can be a simple
PC-indexed 2-bit counter bimodal table. These tagged pi@dcomponents Ti, ¥ i < M are indexed using
different global history lengths that form a geometric sgri.e L (i) = (int)(a' 1% L(1) 4+ 0.5) as introduced for
the OGEHL predictor11].

An entry in a tagged component of the TAGE predictor consisgssigned prediction countetr which sign
provides the prediction, a (partial) tag and an unsigneéutiseunteru. Using a 2-bit counter fou and a 3-bit
counter foru was shown as a good tradeoff for prediction accuracy.

A few definitions and notations

The provider componernis the matching component with the longest history. Theradte predictioraltpredis
the prediction that would have occurred if there had beensa om the provider component.
If there is no hitting component thexdtpredis the default prediction.

3.1 Prediction computation

At prediction time, the base predictor and the tagged compiare accessed simultaneously. The base predictor
provides a default prediction. The tagged components geaaiprediction only on a tag match.

In the general case, the overall prediction is provided leyhtting tagged predictor component that uses
the longest history, or in case of no matching tagged pred@mponent, the default prediction is used. It was
remarked that when the provider component is a tagged coemp@md the prediction is weak, the confidence
in the prediction is quite low ( often less than 60%). In thisiaion, the alternate prediction is often more
accurate than the provider component prediction. Thisgntgpvas found to be essentially temporal on the whole
application. Dynamically monitoring it through a singléb#t-counter USEALT _ON_NA was found to allow to
(slightly) improve prediction accuracy. The predictiomyautation algorithm is as follows:

1. Find the matching component with the longest history

RR n° 7371
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Small | Medium Large
Storage budget | 16Kbits | 64Kbits | 256 Kbits
Number of tables 1+ 4 1+7 1+8
Min Hist length 3 5 5
Max Hist Length 80 130 300
CBP-1 misp/KI 4.21 2.54 2.18
CBP-2 misp/KI 461 3.87 3.47

Table 1: Simulated configurations

2. if (the prediction counter is not weak or USEET _ON_NA is negative) then the prediction counter sign
provides the prediction else the prediction is the alterpaediction

3.2 Predictor update

The prediction counter of the provider component is updatée useful counten of the provider component is
updated when the alternate predictitpredis different from the final predictiopred The usefulu counter is
also used as an age counter and is gracefully reset pefilgdlvmugh a one-bit shift.

3.3 Allocating tagged entries on mispredictions

On mispredictions at most one entry is allocated. If the jpl@wvcomponent Ti is not the component using the
longest history (i.e.i < M), then at most one entry on a predictor component Tk withk < M is allocated.
This entry is chosen among the useless entries, i.e., Qourgenull. An allocated entry is initialized with the
prediction counter set to weak correct. Countés initialized to 0 (i.e.strong not usefil

4 Experimental framework

In order to evaluate confidence estimator on the TAGE, we balexted 3 possible implementations of the TAGE
predictor corresponding to small storage budget (16Kbit®dium storage budget (64Kbits) and large storage
budget (256 Kbits). For these respective sizes, we haveeatkfionfigurations respectively featuring 4 tagged
tables, 7 tagged tables and 8 tagged tables. These conifigigréiave not been defined to deliver the ultimate
accuracy for a fixed storage budget, but to be realisticallyiementable; for instance each of the tagged tables
feature the same number of entries, hysteresis bits on thedail table are not shared, .. The minimum and
maximum history lengths were chosen as a tradeoff on the émolmark sets, However the TAGE predictor was
shown [L3] to deliver high accuracy on a large spectrum of minimum aagimum history lengths.

In order to allow reproducibility of our experiments, we tise two sets of traces that were respectively for the
two championships on branch predictions, CB®Rtfp://www.jilp.org/cbp/, and CBP-Bitp://cava.cs.utsa.edu/camino/cbp2/
Both these sets include 20 traces and are publicaly availdlite accuracy of the respective predictors on each
benchmark trace is illustrated in Mispredictions Per Kikttuctions (MPKI) on the right on Figuresand 3,
(complete bar). It can be remarked that some benchmarkgibanet from the extra capacity of the large pre-
dictor, while on some others, the fraction of branches thatrdrinsically unpredictable by the TAGE predictor is
large.

Confidence metrics In this paper, we are considering the confidence in a predidamily, i.e, for a given
prediction, we are evaluating the probability of a mispcédn. Since we will be manipulating probabilities
ranging from very close to 0% and up to 40-50 %, we will measuigprediction rate irMisprediction per
KiloPredictions (MKP) .

The metrics that were introduced by Grunwald et3) BENS, PVP, PVN, and SPEC are only suited for a
binary discrimination of branches between high confidemzklaw confidence branches. In this paper we will
consider up to 7 classes of branches. Therefore for a cladssanthes, we will use metrics more suited to any
number of branch classes, the prediction coveRgmvi.e. the fraction of branches that belong to this class, the
misprediction coverag®lPcoy i.e. the fraction of the all the mispredicted branches bighdng to the class and
MPrate, the misprediction rate on the class (in MKP).

INRIA
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5 Confidence estimation by observation on the TAGE predictor

The TAGE predictor was shown to be very accurate and stitesmts the state-of-the-art on prediction accuracy
at a fixed storage budget.

In this section, we show that by simply observing which comga provides the prediction and the value
of the prediction counter, one can obtain a very good esiimatf the likelihood of a misprediction. We will
show that up to 7 different classes of predictions with défeé confidence behaviors can be distinguished by
simple observation.These classes will be described inghmainder of the section. Figur@sand 3 illustrate
the coverage prediction coveraeovas well as the respective contribution in the overall midjmtéon rate
(measured misprediction per kilo instructions) for eaclhefse classes for the 3 predictor sizes and for each of
the 40 traces. Figuréillustrate the misprediction ratégPratefor these 7 classes of branches for 7 benchmarks
of CBP2 for the 64Kbits predictor.

5.1 The bimodal component as the provider component

For convenience, we will refer to the set of predictions jmed by the bimodal component as the clB#sl. The
bimodal component provides the prediction when there isinantthe tagged tables. On Figi2end3, the class
BIM corresponds to the three bottom componéits-conf-bim, medium-conf-binandlow-conf-bim We will
explain later how we discriminate between low confidencediora confidence and high confidence in the BIM
class.

For theBIM class, the prediction coverage is generally quite sigmifi¢aften more than 50 %) with 6% on
INT-5 as a minimum to more than 80 % for some traces. At the sane except for the CBP-1 server traces for
the small predictor, the misprediction coverage for thedalad component is significantly lower than its prediction
coverage In practice, on the TAGE predictor, when the paviddmponent is the bimodal component, this means
that there has not been recently any mispredicted brancly ke same PC address and history. On a very
large predictor, a misprediction with the bimodal compdres provider component should occur only during
the warming phase of the predictor, therefore the misptiedicate for the predictions hitting on the bimodal
component should be low.

5.1.1 Just considering the bimodal component origin

We measured the misprediction rate on Bl prediction class provided by the bimodal component.

For the large 256Kbits predictor, 24 out of our 40 traces &hgbiting a misprediction rate lower than 1 MKP
predictions on th8IM class.. The maximum misprediction rate that is encountengtieBIM class is 13 MKP on
INT2while the overall misprediction rate on the complete agtian is 48 MKP. Therefore for the large predictor,
one can easily classify the predictions provided by the bdiahcomponent as high confidence predictions.

On the medium 64Kbits configuration, still 20 out of the 4@&s exhibit less than 1 MKP on ti#M class;
however a few applications exhibit up a quite high mispreaciicrate on theBIM class. For instance MM-5
exhibits a 30 MKP misprediction rate on tB&M class which is still lower than its global mispredictione b0
MKP), but is in the same range.

On the small 16Kbits configuration, 23 traces still exhibgignificant misprediction rates (less than 3 MKP)
on theBIM class. However due to aliasing on the bimodal predictor dsagdimited capacity on the tagged
components, some traces exhibit misprediction rates hitdja@ 50 MKP, generally still lower than the mispre-
diction rate on the rest of the predictions, but for someiappbns (e.g. the server traces) this misprediction rate
is in the same range as the global misprediction rate (on SER2 MKP on theBIM class and 59 MKP on
average). Therefore, for the small predictor, classifytimg predictions provided by the bimodal components as
high confidence might be misleading for some applications.

This lead us to look for some way to discriminate among thdiptiens provided by the bimodal component.

5.1.2 Discriminating among the bimodal component mispreditions

We found two classes of predictions provided by the bimodaigonents that have a much higher misprediction
rate than the average.

We illustrate this section with the average behavior on tB®Ctraces for the 16Kbits predictor and the
256Kbits predictor. For the 16Kbits (resp. 256Kbits) potali, the bimodal component provides in average 50 %
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Figure 2: Distribution of predictions (left) and distrifimhs of mispredictions (right) for the CBP-1 traces.
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Figure 3: Distribution of predictions (left) and distrifimhs of mispredictions (right) for the CBP-2 traces.
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(resp. 45 %) of the predictions, 35 % (resp. 7 %) of the misptieths and encounters an average misprediction
rate of 29 MKP (resp. 3 MKP). The overall average mispredittiate is 40 MKP (resp. 28 MKP).

First as suggested by Smith4] for the stand-alone bimodal predictor, when the predictounter is weak,
the prediction is not reliable at all. We will refer to thisek of branches as thmw-conf-bimclass. Consistently,
we observed a very high misprediction rid@rate (30 % and above) on tHew-conf-bimclass. For the 16Kbits
predictor (resp. 256Kbits) and on the CBP1 trad¢ew-conf-bimrepresents 3% (resp. 0.5 %) of the predictions
in BIM but 32% (resp. 44 %) of the mispredictionsBiM. low-conf-bimexhibits an average misprediction rate
of 317 MKP (resp. 448 MKP). Moreover in all cases whexw-conf-bimconstitute a substantial amount of the
overall predictions (more than 1%), its misprediction rteeeds 250 MKP (for INT3 on the 16Kbits predictor)..
Thelow-conf-bimclass can be classified as low confidence.

A second source of mispredictions in tB&M class is associated with the finite size of the predictorallgle
if the predictor had an infinite size, apart on the warmingsghaf the predictor, the bimodal component should
provide the prediction only when the outcome of the (PCanyatpair is strongly biased towards the value of the
bimodal counter. Unfortunately, the predictor has limigézke and predictions on the tagged tables entries are
overwritten in the predictor from time to time. Thus when thimodal component is the provider of a mispre-
diction, this might be an indication that the mispredictisrue to a warming phase or some capacity issues in
the predictor; capacity mispredictions are likely to ocicubburst in a program. Simulations showed that indepen-
dently of the size of the predictor, the predictions from Bl class that occur just after a misprediction also in
the BIM class (up to 8 branches in the illustrated experiments) lacecaiite likely generally a high probability
to be mispredicted (in the range of 80-150 MKP for the 16Kpitsdictor for CBP1). We refer to this class of
predictions as themedium-conf-binslass. The prediction coverageraédium-conf-bingan be quite high on some
benchmarks for the small TAGE predictor and much lower ferriedium and large TAGE predictors. For the
16Kbits predictor (resp. 256Kbits) and on the CBP1 tramedium-conf-bimepresents 12 % (resp 1.5 %) of the
predictions but 39% (resp. 24 %) of the misprediction8iNM and exhibits an average misprediction rate of 87
MKP (resp. 57 MKP). This category of predictions can be dfeegbas medium confidence.

The remainder of the predictions BIM , i.e. the predictions with strong counters and distant ftbenlast
misprediction by the bimodal component exhibit a very lowgpnediction rate. We refer to this class of predictions
as thehigh-conf-bimclass. For the 16Kbits predictor (resp. 256Kbits) and onGB&1 traceshigh-conf-bim
represents 85 % (resp. 98%) of the predictions and only 29e%p(r 32 %) of the mispredictions in tiM
class and exhibits an average misprediction rate of only PMHkth a maximum of 21 MKP (resp. 1 MKP and a
maximum of 5 MKP). This category of predictions can be clgsdias high confidence.

Therefore, through just observing its output, we can disicrate the predictions provided by the bimodal
component in three separate classes of predictions thateay different probability of mispredictions. Note that
as it could have been expected the medium confidence and lofidence predictions provided by the bimodal
component nearly vanish on the large predictor.

5.2 Tagged components

In this section, we consider the predictions provided bytdgged components. We will discriminate among
these predictions depending on the values of the predictnmter, more precisely on the absolute value of
2xctr+ 1 (to get a symmetry for positive and negative counters). \Weefer to four classes defined respectively
by |2« ctr 4+ 1|=1 as theWtagclass (for weak counter), b2 « ctr + 1|=3 as theNWtagclass (for nearly weak
counter), by|2xctr + 1|=5 as theNStagclass (for nearly saturated counter) anddyctr + 1|=7 as theStagclass
(for saturated counter).

As was already pointed out irl§], the predictions in théVtagclass have a very high probabibility to be
an incorrect prediction. This is not very surprising sincereak counter on a tagged component occurs only
in the two following situations: either the entry has jusebellocated after a misprediction or the counter has
just been weakened or its sign flipped after providing a redigtion. It was observed that in that case the sign
of the counter was leading to misprediction rates more ttafodof the cases in average. The selective use
of the alternate prediction described in Sect®mproves the quality of the branch prediction on this clakss o
branches, but only in a limited way. On our benchmark set anthe three considered predictor configurations,
the misprediction rate of thé&/tagclass is generally higher than 30 %.

As expected, the misprediction rate of the class decreaken the absolute value of the prediction counter
increases. However this decrease is not so strongly médidkeidstance on the 16Kbits (resp. 256Kbits) predictor
and on CBP1, it decreases from 340 MKP (resp. 325 MKPWtag to 313 MKP (resp. 312 MKP) foNWtag
213 MKP (resp. 225 MKP) foNStagand finally drops to 29 MKP (resp. 17 MKP) for the saturatednteuclass
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NStag Therefore despite predictions in the three non-saturetedter classes cover only a small fraction of the
predictions, e.g. 4.5 % (resp. 3.7 %) for the 16Kbits (re§BKdbits) predictor for the CBP1 traces, they cover a
significant portion of the mispredictions, i.e., 32 % (re§®b) on the CBP1 traces. However it is noticeable that
the saturated counter claStagrepresents a sizeable portion of the predictions, 45 % (f&3p0) and presents a
misprediction rate slightly lower than the average misjotézh rate, but in the same range.

5.3 Partial summary

Up to now, by just examining the output of the TAGE predictee have been able to split the predictions in 7
classes that have quite different behaviors. Four of thissses|ow-confid-bim, Wtag, NWtag, NStagan be
considered as low confidence (probability of a mispredictiothe range of 200 MKP or higher) , 1 clagsgh-
confid-bimcan be classified as very high confidence ( less than 10 MKPedium confidence classedium-
conf-bimand a last classStagi.e. saturated counters , which exhibits a mispredictida ctose to the average
misprediction rate.

The saturated count&tagis large. In average it covers about half of the predictiams] generally about one
third of the mispredictions. In the next section, we show ¢hsimple modification of the 3-bit counter automaton
may allow to provide better confidence f8tagat the cost of reducing the size of the class and enlarginy 8tag
class.

6 Tweaking the 3-bit counter automaton

The 7 prediction classes presented above allows to distatenibetween the branches. However in this classifi-
cation, the saturated counter cl&sg, is a good candidate as high confidence class for this cleessifin for
some traces, i.e. the applications with average mispiedicate in the 15 MKP range or less, but not for all
applications. For instance dwolf, the misprediction rate on tt&tagclass is about 90 MKP. However a marginal
modification of the 3-bit counter automaton for the taggddem will allow us to discriminate the predictions in
three classes, high confidence, medium confidence and Icfideane.

Widening the prediction counter from 3 bits to 4 bits woul@ate other classes of branches with slightly
decreasing probability of mispredictions, but experirsesitowed tha would not significantly reduce the mispre-
diction rate on the class of saturated counters, much widenters would be needed; moreover widening the
prediction counter has a slightly negative impact on thea/misprediction rate. Instead of widening the predic-
tion counter, we propose to modify the saturated count@maaton in order to decrease the probability of reaching
the saturated state as follows: On a correct predictionneVver the counter is already equal to 2 or -3, the tran-
sition to saturated state is only performed randomly witimals probability. Probability 1/128 is illustrated on
Figure5 and Figure6. That means that if the counter is saturated, then the pildlpabat a misprediction has
been provided by this counter in the recent past is very low.

Our experiments showed that such a modification of the 3ehihter automaton increases the misprediction
rate but only very marginally ( less than 0.02 misp/KIl on oanthmark set in average). On the other hand, it
allows to reduce the misprediction rate on the saturatedteoglass to a very low range in the order of 1-5 MKP:
that is when the provider component is a tagged componerthancbunter is saturated then the prediction can be
considered as high confidence.

At the same time, thdlStagclass (the nearly saturated counter class) is enlargedshaisprediction rate is
significantly reduced. For instance on CBP1 and for the 18iredictor, the saturated counter cl&sagcovers
27% of the predictions with a misprediction rate of 4 MKP wtiStagcovers 19% of the predictions with a
misprediction rate of 67 MKP (against 40 MKP in average fbtted predictions).

6.1 Towards three confidence classes of predictions

When the application is highly predictable, thigh-conf-bimclass and the saturated counter clasgjconstitutes
the vast majority of the predictions as can be observed &2 #6Kbits predictor on CBP1 traces (Figgje When

the application has a quite high misprediction rate, theituermediate class@$Stagandlow-bim-confexhibiting

a medium misprediction rate represents a significant saaif the predictions and also of the mispredictions. This
can be observed for the 16Kbits predictor for the server lakforlow-bim-conf. NStagrepresents a significant
part of the predictions for the intrinsically unpredictalblenchmark like twolf, gzip, MM-1, MM-2 for instance.
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Figure 5: Distribution of predictions (left) and distrilboris of mispredictions (right) , modified 3-bit counters
automaton.
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Figure 6: Misprediction rates per prediction class on 7 CBBes, 64Kbits predictor, modified 3-bit counter
automaton
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With this modified 3-bit counter automaton, we can divideghedictions in three classes with very different
behaviors in terms of misprediction rates.

» Low confidence predictions include the weak bimodal countasslow-conf-bimand the weak and the
nearly weak tagged counter clas¥étagandNWtag

* Medium confidence predictions include tN&tagclass and thenedium-conf-bintlass predictions - i.e.,
predictions provided by the bimodal components in a warrpimase or a capacity problem phase.

» High confidence prediction are the other predictions mtedliby the bimodal component i.e. thigh-conf-
bimclass and the saturated counter clatx)

Table 2 summarizes the coverage of branch predictions for reségtihigh, medium and low confidence
for the three predictor sizes and the two benchmark sets:nfirmber represents the prediction covergev,
second number is the misprediction coverdjécoy, and third number between parenthesis is the misprediction
rateMPrate (in MKP).

It can be remarked that the high confidence prediction clagsrs the vast majority of the predictions and
exhibits only a very small misprediction rate. Interesynthe medium confidence predictions and the low confi-
dence prediction covers both approximately half of the mgidjztions, but with very different misprediction rates,
typically more than 30 % for the low confidence branches anthén5-15 % range for the medium confidence
branches depending on the global misprediction rate of ppdication. Applications of branch confidence esti-
mation can exploit this property as already suggested]iarfd in [8], for instance for controlling fetch gating or
fetch throttling.

high conf medium conf low conf
16K CBP1 || 0.690-0.128 (7) 0.254-0.455 (72) 0.056-0.416 (306
16K CBP2 || 0.790-0.078 (3) 0.163-0.478 (98) 0.046-0.443 (328
64K CBP1 || 0.781-0.096 (3)| 0.180-0.434 (59) 0.038-0.470 (304
64K CBP2 || 0.818-0.056 (2)| 0.095-0.466 (82) 0.042-0.478 (328
256K CBP1|| 0.802-0.060 (2)| 0.162-0.442 (57) 0.034-0.498 (302
256K CBP2|| 0.826-0.040 (1) 0.135-0.469 (88) 0.038-0.491 (325

Table 2: Prediction and misprediction coverages, misptiedh rates (in MKP) for high, medium and low confi-
dence prediction classes

6.2 Varying the saturated counter reaching probability

In the illustrated experiments, we used 1/128 as the prbtyafur saturating the 3-bit counter. Using a smaller
probability e.g. 1/16 would increase the coverage of$tmgclass at the cost of an increase of misprediction
coverage and its misprediction rate. For instance on thebitkoredictor, the prediction coverage of the high
confidence class reaches 79 % (against 69 % when using 1/12i8)itg misprediction rate grows to 10 MKP
instead of 7 MKP and its misprediction coverage grows to 22 j8stead of 12,8 %.

This probability can also be adapted at run-time in order éethsome desired characteristics. For instance,
we implemented an adaptive probability algorithm (varyfrmm 1/1024 to 1 by multiplication/division factor
of 2). The algorithm monitors the misprediction rate of thgh-confidenceredictions and tries to maximizes
the coverage of the high-confidence class but dynamicaliptaias the misprediction rate on the class under 10
MKP. Table3 summarizes the results for this experiment.

7 Conclusion

Confidence estimation of branch predictions has been showa tiseful for several usages in microarchitecture
e.g. fetch gating or fetch throttling for energy saving, Sk&ich policy for resource balancing among threads.
Most studies on confidence estimation usage have been eongjdranch predictors that were defined in the 90’s
and have considered only two classes of branches: high emcfdand low confidence. More recent studieS[
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high conf medium conf low conf
16K CBP1 || 0.758-0.167 (8)] 0.187-0.423(92) | 0.053-0.409 (311
16K CBP2 || 0.816-0.112 (5)| 0.139- 0.452 (109) 0.044-0.436 (332
64K CBP1 || 0.855-0.156 (5)| 0.109-0.387 (88) | 0.036-0.456 (309
64K CBP2 || 0.848-0.100 (3)| 0.112-0.432 (110)| 0.040-0.468 (331
256K CBP1| 0.882-0.140 (3)] 0.085-0.381 (93) | 0.033-0.479 (306
256K CBP2| 0.870-0.105(3)| 0.092-0.419 (115)| 0.037-0.476 (331

Table 3: Prediction and misprediction coverages, misptigdi rates for high, medium and low confidence pre-
diction classes, adaptive probability used to mainkPrate < 10 MKP on high confidence prediction

have shown that it might be useful to consider a wider spattificonfidence classes. All these studies generally
consider confidence estimators requiring storage tables.

In this paper, we have shown that accurate confidence egimtr the state-of-the-art branch predictor,
TAGE does not require complex hardware or a lot of extra geraConfidence in a branch prediction can be
obtained through the observation of the outputs of the ptedcomponents. 7 classes of predictions with different
confidence behaviors can be observed. Moreover, we havenshaiva simple modification of the 3-bit counter
automaton used in the tagged components of the TAGE predilbdavs to split the predictions in three confidence
classes with very distinct behavior, the high confidenceliption class with misprediction rate lower than 1%,
the medium confidence class with misprediction rate in thel2% misprediction rate and the low confidence
prediction class with misprediction rate higher than 30 %.

Acknowledgement

This research was partially supported by an Intel ResearahtG

References

[1] H. Akkary, S. T. Srinivasan, R. Koltur, Y. Patil, and W. faai. Perceptron-based branch confidence estima-
tion. INHPCA pages 265-275, 2004.

[2] J. L. Aragon, J. Gonalez, and A. Goralez. Power-aware control speculation through selectirattting.
In HPCA, pages 103-112, 2003.

[3] D. Grunwald, A. Klauser, S. Manne, and A. Pleszkun. Caarick estimation for speculation control. In
ISCA '98: Proceedings of the 25th annual international sgsipm on Computer architecturpages 122—
131, Washington, DC, USA, 1998. IEEE Computer Society.

[4] E. Jacobsen, E. Rotenberg, and J. E. Smith. Assignin§jdmarce to conditional branch predictions. In
MICRO, pages 142-152, 1996.

[5] D.Jimenez and C. Lin. Composite confidence estimatarsribanced speculation control. Technical report
tr 02-14, University of Texas at Austin, 2002.

[6] A. Klauser, A. Paithankar, and D. Grunwald. Selectivgeraexecution on the polypath architecture. In
ISCA pages 250-259, 1998.

[7] K. Luo, M. Franklin, S. S. Mukherjee, and A. Seznec. Baugsmt performance by speculation control. In
IPDPS page 2, 2001.

[8] K. Malik, M. Agarwal, V. Dhar, and M. I. Frank. Paco: Prdibty-based path confidence prediction. In
HPCA pages 50-61, 2008.

[9] S. Manne, A. Klauser, and D. Grunwald. Branch predictisimng selective branch inversion. IBEE PACT
pages 48-56, 1999.

INRIA



Storage Free Confidence Estimation for the TAGE branch ptedi 17

[10] S. McFarling. Combining branch predictors. TN 36, DEC WBune 1993.

[11] A. Seznec. Analysis of the o-gehl branch predictor. Pilmceedings of the 32nd Annual International
Symposium on Computer Architectujne 2005.

[12] A. Seznec. The I-tage branch predictdournal of Instruction Level Parallelism (http://wwwgilorg/vol9)
April 2006.

[13] A. Seznec and P. Michaud. A case for (partially)-taggedmetric history length predictorslournal of
Instruction Level Parallelism (http://www.jilp.org/\@), April 2006.

[14] J. Smith. A study of branch prediction strategiesPtnceedings of the 8th Annual International Symposium
on Computer Architecturel 981.

[15] H. Vandierendonck and A. Seznec. Fetch gating conltmaitigh speculative instruction window weighting.
In HIPEAC, pages 120-135, 2007.

RR n° 7371



/<

Centre de recherche INRIA Rennes — Bretagne Atlantique
IRISA, Campus universitaire de Beaulieu - 35042 Rennes X@tance)

Centre de recherche INRIA Bordeaux — Sud Ouest : Domaine thifaee - 351, cours de la Libération - 33405 Talence Cedex
Centre de recherche INRIA Grenoble — Rhéne-Alpes : 655, @vele I'Europe - 38334 Montbonnot Saint-Ismier
Centre de recherche INRIA Lille — Nord Europe : Parc Scieqi#ide la Haute Borne - 40, avenue Halley - 59650 Villeneudsct
Centre de recherche INRIA Nancy — Grand Est : LORIA, Techtepé Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lesdyabedex
Centre de recherche INRIA Paris — Rocquencourt : Domaine de&e¥dau - Rocquencourt - BP 105 - 78153 Le Chesnay Cedex
Centre de recherche INRIA Saclay — Tle-de-France : ParcyQusiversité - ZAC des Vignes : 4, rue Jacques Monod - 91892D@edex
Centre de recherche INRIA Sophia Antipolis — Méditerran2604, route des Lucioles - BP 93 - 06902 Sophia Antipolis @ede

Editeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 Lesbhy Cedex (France)
http://www.inria.fr

ISSN 0249-6399



	Introduction
	Related Work on Confidence Estimation for Conditional Branch Predictors
	Confidence estimation potential usages
	Confidence estimators for branch predictors

	Background on the TAGE predictor
	Prediction computation
	Predictor update
	Allocating tagged entries on mispredictions

	Experimental framework
	Confidence estimation by observation on the TAGE predictor
	The bimodal component as the provider component
	Just considering the bimodal component origin
	Discriminating among the bimodal component mispredictions

	Tagged components
	Partial summary

	Tweaking the 3-bit counter automaton
	Towards three confidence classes of predictions
	Varying the saturated counter reaching probability

	Conclusion

