
HAL Id: inria-00510514
https://inria.hal.science/inria-00510514v3

Submitted on 18 Dec 2012

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Numerical approximation of effective coefficients in
stochastic homogenization of discrete elliptic equations

Antoine Gloria

To cite this version:
Antoine Gloria. Numerical approximation of effective coefficients in stochastic homogenization of
discrete elliptic equations. ESAIM: Mathematical Modelling and Numerical Analysis, 2012, 46, pp.1-
38. �10.1051/m2an/2011018�. �inria-00510514v3�

https://inria.hal.science/inria-00510514v3
https://hal.archives-ouvertes.fr


ESAIM: M2AN 46 (2012) 1–38 ESAIM: Mathematical Modelling and Numerical Analysis

DOI: 10.1051/m2an/2011018 www.esaim-m2an.org

NUMERICAL APPROXIMATION OF EFFECTIVE COEFFICIENTS

IN STOCHASTIC HOMOGENIZATION OF DISCRETE ELLIPTIC EQUATIONS

Antoine Gloria1

Abstract. We introduce and analyze a numerical strategy to approximate effective coefficients in
stochastic homogenization of discrete elliptic equations. In particular, we consider the simplest case
possible: An elliptic equation on the d-dimensional lattice Z

d with independent and identically dis-
tributed conductivities on the associated edges. Recent results by Otto and the author quantify the
error made by approximating the homogenized coefficient by the averaged energy of a regularized cor-
rector (with parameter T ) on some box of finite size L. In this article, we replace the regularized
corrector (which is the solution of a problem posed on Z

d) by some practically computable proxy
on some box of size R ≥ L, and quantify the associated additional error. In order to improve the
convergence, one may also consider N independent realizations of the computable proxy, and take
the empirical average of the associated approximate homogenized coefficients. A natural optimization
problem consists in properly choosing T, R, L and N in order to reduce the error at given computational
complexity. Our analysis is sharp and sheds some light on this question. In particular, we propose
and analyze a numerical algorithm to approximate the homogenized coefficients, taking advantage of
the (nearly) optimal scalings of the errors we derive. The efficiency of the approach is illustrated by a
numerical study in dimension 2.
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1. Introduction

In this article, we continue the analysis begun with Otto in [9,10] on stochastic homogenization of discrete
elliptic equations. More precisely, we consider real functions u of the sites x in a d-dimensional Cartesian lattice
Z

d. Every edge e of the lattice is endowed with a “conductivity” a(e) > 0. This defines a discrete elliptic
differential operator −∇∗ · A∇ via

−∇∗ · (A∇u)(x) :=
∑

y

a(e)(u(x) − u(y)),

where the sum is over the 2d sites y which are connected by an edge e = [x, y] = [y, x] to the site x (the precise
definitions of the discrete gradient and divergence are given in Sect. 2). We assume the conductivities a to be
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2 A. GLORIA

uniformly elliptic in the sense of
α ≤ a(e) ≤ β for all edges e

for some fixed constants 0 < α ≤ β < ∞.
We are interested in random coefficients. To fix ideas, we consider the simplest situation possible:

{a(e)}e are independent and identically distributed (i. i. d.).

Hence the statistics are described by a distribution on the finite interval [α, β].
Classical results in stochastic homogenization of linear elliptic equations (see [15,21] for the continuous case,

and [16,17] for the discrete case) state that there exist homogeneous and deterministic coefficients Ahom such
that the solution operator of the continuous differential operator −∇·Ahom∇ describes the large scale behavior
of the solution operator of the discrete differential operator −∇∗ ·A∇. As a by product of this homogenization
result, one obtains a characterization of the homogenized coefficients Ahom: It is shown that for every direction
ξ ∈ R

d, there exists a unique scalar field φ such that ∇φ is stationary (stationarity implies that the fields ∇φ(·)
and ∇φ(· + z) have the same statistics for all shifts z ∈ Z

d) and 〈∇φ〉 = 0, solving the equation

−∇∗ · (A(ξ + ∇φ)) = 0 in Z
d, (1.1)

and normalized by φ(0) = 0. As in periodic homogenization, the function Z
d ∋ x 	→ ξ · x + φ(x) can be seen

as the A-harmonic function which macroscopically behaves as the affine function Z
d ∋ x 	→ ξ · x. With this

“corrector” φ, the homogenized coefficients Ahom (which in general form a symmetric matrix and for our simple
statistics in fact a multiple of the identity: Ahom = ahomId) can be characterized as follows:

ξ · Ahomξ = 〈(ξ + ∇φ) · A(ξ + ∇φ)〉. (1.2)

Since the scalar field (ξ + ∇φ) · A(ξ + ∇φ) is stationary, it does not matter (in terms of the distribution) at
which site x it is evaluated in the formula (1.2), so that we suppress the argument x in our notation.

When one is interested in explicit values for Ahom, one has to solve (1.1) and compute (1.2). Since this is
not possible in practice, one has to make approximations. For a discussion of the literature on error estimates,
in particular the pertinent work by Yurinskii [23] and Naddaf and Spencer [19], we refer to [9], Section 1.2. As
recalled in [10], a standard approach used in practice consists in solving (1.1) in a box QL = [−L, L)d with
periodic boundary conditions

−∇∗ · (A(ξ + ∇φL,#)) = 0 in QL, (1.3)

and replacing (1.2) by a space average

ξ · AL,#ξ = −
∫

QL

(ξ + ∇φL,#) · A(ξ + ∇φL,#). (1.4)

Such an approach is consistent in the sense that

lim
L→∞

AL,# = Ahom

almost surely, as proved in [20] for both the continuous and discrete cases (see also [3,4]). Numerical experiments
tend to show that the use of periodic boundary conditions gives better results than other choices such as homoge-

neous Dirichlet boundary conditions, see [14,22]. As argued in [10], the error analysis for
〈
|AL,# − Ahom|2

〉1/2

is however not obvious a priori since ∇φ and ∇φL,# are not jointly stationary. In [10], we have followed a
somewhat different route by considering the standard regularization of (1.1) to prove existence of correctors.
In particular, we have introduced a zero-order term in (1.1) and considered the unique stationary solution to

T−1φT −∇∗ · A(ξ + ∇φT ) = 0 in Z
d. (1.5)
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The advantage of (1.5) for the analysis is that ∇φ and ∇φT are jointly stationary and solve an equation of the
same type as (1.1) and (1.5):

−∇∗ · A(∇φ −∇φT ) = T−1φT in Z
d.

This has been of great help to estimate |AT − Ahom| via
〈
|∇φT −∇φ|2

〉1/2
in [10], Theorem 1, where

ξ · AT ξ := 〈(ξ + ∇φT ) · A(ξ + ∇φT )〉 . (1.6)

Yet, the defining equation (1.5) for φT is still posed on the whole space Z
d, which is a handicap for the numerical

practice.
Turning back to the idea leading to (1.3), one may approximate the regularized corrector φT by solving (1.5)

in a box QR = [−R, R)d, R ≥ L, with periodic boundary conditions

T−1φT,R,# −∇∗ · A(ξ + ∇φT,R,#) = 0 in QR, (1.7)

and replace (1.6) by

ξ · AT,R,L,#ξ :=

∫

Zd

(ξ + ∇φT,R,#) · A(ξ + ∇φT,R,#)µL,

where µL is a suitable mask with support in QL (see Thm. 2.10). As opposed to the case without the zero-order

term, estimating |∇φT −∇φT,R,#| in a box QL is made easy if R−L ≫
√

T due to the exponential decay of the

Green function associated with T−1 −∇∗ · A∇ (see Lem. 3.2). Therefore,
〈
|AT,R,L,# − AT,L|2

〉1/2
is expected

to be of infinite order in terms of R−L√
T

, where

ξ · AT,Lξ :=

∫

Zd

(ξ + ∇φT ) · A(ξ + ∇φT )µL (1.8)

(note that this definition slightly differs from the corresponding definition in [9], Thm. 2.1, since we do not
consider the contribution of the zero-order term here). One crucial feature of the zero-order term is to make
the dependence of ∇φT,L,# upon the boundary value be exponentially small in terms of the distance to the

boundary measured in units of
√

T . Hence, although the zero-order term in (1.5) has been introduced for the
“convenience” of the analysis, it turns out that such a term is also very pertinent from the numerical point of
view, as further illustrated at the end of this article in our discrete stochastic case. Even in the much more
studied continuous periodic case (for which the addition of a zero-order term is not needed for the analysis),
such a term yields a striking improvement of the order of convergence for the approximation of the homogenized
coefficients (see [8]). Let us now give the argument to conclude the numerical analysis. To pass from an estimate

on
〈
|AT,R,L,# − AT,L|2

〉1/2
to an estimate on

〈
|AT,R,L,# − Ahom|2

〉1/2
, we use the triangle inequality in the form

〈
|AT,R,L,# − Ahom|2

〉1/2 ≤
〈
|AT,R,L,# − AT,L|2

〉1/2
+
〈
|AT,L − AT |2

〉1/2
+
〈
|AT − Ahom|2

〉1/2
,

and then appeal to [9], Theorem 2.1 and Remark 2.1, to deal with the second term of the r. h. s. (which is the
variance of AT,L), and to [10], Theorem 1, for the last term (which is the systematic error due to the zero-order
perturbation). Note that the natures of the three terms are different: the first and last terms are “deterministic
errors” (or at least estimated by deterministic arguments) whereas the second term measures fluctuations. In
particular other norms could be considered than the second moment, and one may wish to obtain large deviation
estimates instead of a variance estimate, in the spirit of the work by Caputo and Ioffe in [4]. To do so, only the
second term has to be further analyzed.

Since the zero-order term reduces the dependence of the solution upon the boundary conditions far from the
boundary, the precise nature of the boundary conditions is somewhat irrelevant (in contrast to the numerical
evidence in [22] without the zero-order term). Hence, one may safely replace the periodic boundary conditions
of (1.7) by homogeneous Dirichlet boundary conditions, i.e. without changing the order of convergence of the
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method. For the numerical practice the use of Dirichlet boundary conditions is an advantage (sparsity of the
matrix, efficient preconditioner, and so on). In this article we will therefore focus on the following proxy for φT

in the box QR: The unique solution φT,R to

{
T−1φT,R −∇∗ · A(ξ + ∇φT,R) = 0 in QR,

φT,R = 0 in Z
d \ QR,

and define an approximation AT,R,L of Ahom by

ξ · AT,R,Lξ =

∫

Zd

(ξ + ∇φT,R) · A(ξ + ∇φT,R)µL. (1.9)

As we shall prove in Theorem 2.10, there exists c > 0 (depending only on d and the ellipticity constants α, β)

such that for all R ∼ L ∼ R − L �
√

T ,

〈
|AT,R,L − AT,L|2

〉1/2
� T 3/4 exp

(

−c
R − L√

T

)

· (1.10)

In combination with [9], Theorem 2.1 and Remark 2.1 and [10], Theorem 1 (see the argument hereafter), this
yields the following complete error estimate for the choice R = 2L and T = L

〈
|AL,2L,L − Ahom|2

〉1/2
�

⎧

⎪⎪⎨

⎪⎪⎩

d = 2 : L−1 lnq L,

d = 3 : L−3/2,
d = 4 : L−2 lnL,
d > 4 : L−2,

(1.11)

for some q depending only on α, β, where “�” stands for “≤” up to a multiplicative constant depending only
on α, β, and d. This estimate relies on the variance estimate and the estimate of the systematic error, which
are both optimal in the sense that they coincide with the explicit rates obtained in the regime of vanishing
ellipticity ratio 1 − α

β ≪ 1 (see [9], Appendix). The error due to the boundary conditions is of higher order.

Hence (1.11) is optimal (except for the exponent on the logarithmic correction for d = 2). This result is the
first optimal estimate of the convergence rate in stochastic homogenization (of discrete elliptic equations) for
d > 1 (estimates for d > 2 were obtained in [3,7] using Yurinskii’s results in [23], they are however suboptimal
in the case of stochastic coefficients with finite correlation-length, see [9], introduction). For the extension of
this method to continuous elliptic equations, we refer the reader to the end of this introduction.

In the applied mechanics community, the periodization approach is usually combined with an empirical
average: N independent realizations {AL,#,k}k∈{1,...,N} of AL,# are computed, and Ahom is approximated by
the empirical average

AN
L,# =

1

N

N∑

k=1

AL,#,k.

Some numerical experiments on such a method with partial conclusions are reported on in [14]. Proceeding the
same way, we may consider N independent realizations of {Ak}k∈{1,...,N} of A|QR

and approximate Ahom by

AN
T,R,L =

1

N

N∑

k=1

AT,R,L,k,

where AT,R,L,k is the approximation (1.9) for the realization Ak of A, k ∈ {1, . . . , N}.
An important question for practical purposes is to quantify the dependence of the error

〈
|AN

T,R,L − Ahom|2
〉1/2

in terms of T, R, L and N . Relying only on the results of [9,10], we can already give some pieces of answer to
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this question. In particular, in view of (1.10), one needs R − L ≫
√

T , which we replace at first order for this
discussion by R = L and T ≤ L2. The following coarse complexity analysis gives a hint on the relative cost of
the method in terms of L and N . Yet, as we shall discuss in the core of this paper, the careful analysis of the
effect of boundary conditions will significantly modify this picture (see Sect. 4). In the rest of this introduction,
we focus on the error we make by approximating Ahom by the matrix AN

T,L defined in (1.8). As shown in [9,

Introduction] when N = 1 (the argument does not depend on N), the error is made of two contributions, a
“systematic error” and a “random error”:

〈
|AN

T,L − Ahom|2
〉

= 〈(∇φT −∇φ) · A(∇φT −∇φ)〉2
︸ ︷︷ ︸

=: Errorsys(T )2

+

〈(

〈(ξ + ∇φT ) · A(ξ + ∇φT )〉 − 1

N

N∑

k=1

∫

Zd

(ξ + ∇φT,k) · Ak(ξ + ∇φT,k) dx

)2〉

︸ ︷︷ ︸

=: Errorrand(T, L, N)2

. (1.12)

The systematic error has been estimated in [10], Theorem 1

Errorsys(T ) �

⎧

⎪⎪⎨

⎪⎪⎩

d = 2 : T−1 lnq T,

d = 3 : T−3/2,
d = 4 : T−2 lnT,
d > 4 : T−2.

(1.13)

It vanishes when T ↑ ∞. Using the independence of the φT,k, we may rewrite the random error as

Errorrand(T, L, N)2 =

〈(

1

N

N∑

k=1

(〈∫

Zd

(ξ + ∇φT,k) · Ak(ξ + ∇φT,k)µL dx

〉

−
∫

Zd

(ξ + ∇φT,k) · Ak(ξ + ∇φT,k)µL dx

))2
〉

=
1

N
var

[∫

Zd

(ξ + ∇φT ) · A(ξ + ∇φT )µL dx

]

.

It measures the fluctuations of the energy density. This error vanishes as L ↑ ∞, but also when the number of
realizations N ↑ ∞. In [9], Theorem 2.1 and Remark 2.1, we have proved that

var

[∫

Zd

(ξ + ∇φT ) · A(ξ + ∇φT )µL dx

]1/2

�

{
d = 2 : (L−1 + T−1) lnq T,

d > 2 : L−d/2(1 + T−1L).
(1.14)

Hence, if we further assume that T ≥ L, this yields

Errorrand(T, L, N) �

{
d = 2 : (N1/2L)−1 lnq T,
d > 2 : (N1/dL)−d/2

where q only depends on the coercivity constants. The estimate of the random error singles out a quantity which
plays an important role: the product N(2L)d, which we will denote by M , and call the effective number of sites
for the triplet (T, L, N) (this is the number of sites at which the energy density of the proxy for the regularized
corrector is considered in the definition of AN

T,L). In particular, since the error estimates are optimal (at least

in the regime of vanishing ellipticity ratio), due to (1.12), the global error
〈
|AN

T,L − Ahom|2
〉

scales at least as
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M−1. This error is intrinsic – note that this scaling coincides with the central limit theorem scaling associated
with M independent realizations of one single random variable. The optimization problem we shall address is
the following: find a triplet (T, L, N) which yields the best error possible M−1 at the lowest computational cost.
This optimization problem is completed by the following constraints:

• fixed effective number of sites: N(2L)d = M ;
• effect of boundary conditions: T ≤ L2;
• optimal form of the variance estimate: T ≥ L.

We focus on dimensions d = 2, 3, 4. The combination of the estimates of the random error and systematic error
yields the following global error estimate completed by the bounds on T :

〈
|AN

T,L − Ahom|2
〉

�

⎧

⎨

⎩

d = 2 : (M−1 + T−2) lnq T, (M/N)1/2 ≤ T ≤ (M/N),
d = 3 : M−1 + T−3, (M/N)1/3 ≤ T ≤ (M/N)2/3,

d = 4 : M−1 + T−4 ln2 T, (M/N)1/4 ≤ T ≤ (M/N)1/2.

In order for the systematic error to be of higher order than the random error, one needs:

T−d � M−1,

which is only possible if N ≤
√

M for d = 2, 3, 4 in view of the bounds on T . Hence, among the triplets (T, L, N)

with N(2L)d = M , only those with N ≤
√

M may yield the optimal scaling M−1 (with the logarithmic correction
in dimensions d = 2 and d = 4). In addition, to minimize further the error, T should be chosen as large as
possible, that is T = (M/N)2/d. Since the cost of solving a linear system is a convex function (superlinear)

of the number of unknows, it is more favourable to solve
√

M systems of
√

M unknowns than N systems of
N−1M unknowns for all N ∈ {1, . . . ,

√
M}. In particular, for d ≤ 4 it seems best to evenly split a given

number M of effective sites into the number N of realizations and the number Ld of sites per realization, i.e.
N = (2L)d =

√
M .

Within the first order version T ≤ L2 of the fact that the regularized corrector equation has to be solved on
a finite box, the discussion above gives a clear answer to the optimization problem: The larger N , the better,
provided N remains bounded by

√
M . Yet, in practice, the effect of solving the regularized corrector equation on

a large box QR cannot be reduced to the inequality T ≤ L2, and the parameter R has to be considered explicitly
in the optimization process. The presence of the “buffer region” QR \ QL makes the effective number of sites
N(2L)d different from the total number of unknowns N(2R)d of the problem, so that the above discussion has

to be refined. In particular, the difference R−L should be large with respect to
√

T . As a consequence, at fixed
effective number of sites M , the larger N , the smaller L, and therefore the larger the ratio (R−L)/L ≫

√
T/L.

Hence they are two competing phenomena: the total number of unknowns increases with N (the ratio of the
buffer regions increases with the number N of boxes QR) whereas at fixed number of unknowns the cost of
solving linear systems decreases with N . One aim of this article is to make use of the sharp analysis of the error
of Theorem 2.10 to further study this nontrivial interplay.

The article is organized as follows: in Section 2, we introduce the general framework and state the main

result of this paper, i.e. an optimal estimate of
〈
|AN

T,R,L − Ahom|2
〉1/2

(with respect to the case of vanishing

ellipticity ratio), whose proof is the object of Section 3. In Section 4, we take advantage of this error analysis
to address the optimization of the number N of subproblems given a fixed effective number of sites M . This
allows us in particular to illustrate the sharpness of our result on a two-dimensional example.

To conclude this introduction, let us mention that we’d like to see the discrete stochastic elliptic operator
under investigation here as a good model problem for continuous elliptic operators with random coefficients of
correlation length unity. As will be clear in Section 3, the results of this paper rely on two types of results: The
estimates of [9,10] (which heavily use the discreteness of the conductivity function on Z

d) and deterministic
estimates on elliptic equations. The deterministic estimates derived in this paper do not exploit the specific
structure of the random coefficients (that is, i. i. d.) and Proposition 2.8 actually holds for any coefficients
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A (satisfying the ellipticity conditions). In addition, the proof of Proposition 2.8 only uses one feature of the

discreteness: The fact that the gradient ∇u(x) of a discrete function u : Z
d → R is controlled by

∑d
i=1(|u(x)|+

|u(x + ei)|). This convenient estimate is not essential for our argument and may be replaced in the continuous
case by Cacciopoli’s inequality in the form of

∫

B1(x)

|∇u(y)|2dy �

∫

B2(x)

u(y)2dy

for A-harmonic functions. In particular, Proposition 2.8 holds as well in the continuous case (see [8] for similar
results). Hence, provided one extends the results of [9,10] to the continuous case – see in particular [11] –, the
results of the present paper (that is essentially Thm. 2.10) will hold as well.

Throughout the paper, we make use of the following notation:

• d ≥ 2 is the dimension;
•
∫

Zd dx denotes the sum over x ∈ Z
d, and

∫

D dx denotes the sum over x ∈ Z
d such that x ∈ D, D of R

d;
• 〈·〉 is the ensemble average, or equivalently the expectation in the underlying probability space;
• var [·] is the variance associated with the ensemble average;
• � and � stand for ≤ and ≥ up to a multiplicative constant which only depends on the dimension d and

the constants α, β (see Def. 2.1 below) if not otherwise stated;
• when both � and � hold, we simply write ∼;
• we use ≫ instead of � when the multiplicative constant is (much) larger than 1;
• (e1, . . . , ed) denotes the canonical basis of Z

d.

2. Main result

2.1. General framework

Definition 2.1. We say that a is a conductivity function if there exist 0 < α ≤ β < ∞ such that for every edge
e of the square lattice generated by Z

d, one has a(e) ∈ [α, β]. We denote by Aαβ the set of such conductivity
functions.

Definition 2.2. The elliptic operator L associated with a conductivity function a ∈ Aαβ is defined for all
u : Z

d → R and x ∈ Z
d by

(Lu)(x) = −∇∗ · A(x)∇u(x) (2.1)

where

∇u(x) :=

⎡

⎢
⎣

u(x + e1) − u(x)
...
u(x + ed) − u(x)

⎤

⎥
⎦ , ∇∗u(x) :=

⎡

⎢
⎣

u(x) − u(x − e1)
...
u(x) − u(x − ed)

⎤

⎥
⎦ ,

the divergence of some vector V is given by the “formal” scalar product between ∇∗ and V , that is ∇∗ ·V (x) =
∑d

i=1

(
Vi(x + ei) − Vi(x)

)
, and

A(x) := diag [a(e1), . . . , a(ed)] ,

e1 = [x, x + e1], . . . , ed = [x, x + ed].

We now turn to the definition of the statistics of the conductivity function.

Definition 2.3. A conductivity function is said to be independent and identically distributed (i. i. d.) if the
coefficients a(e) are i. i. d. random variables.

Definition 2.4. The conductivity matrix A is obviously stationary in the sense that for all k ∈ N, all
x1, . . . , xk ∈ Z

d, and z ∈ Z
d, the random “vectors” (A(x1 + z), . . . , A(xk + z)) and (A(x1), . . . , A(xk)) have the

same statistics. Therefore, any translation invariant function of A, such as the regularized corrector φT (see
Lem. 2.6), is jointly stationary with A. In particular, not only are φT and its gradient ∇φT stationary, but also
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any function of A, φT and ∇φT . A useful such example is the energy density (ξ +∇φT ) ·A(ξ +∇φT ), which is
stationary by joint stationarity of A and ∇φT .

Lemma 2.5 (corrector). ([17], Thm. 3). Let a ∈ Aαβ be an i. i. d. conductivity function, then for all ξ ∈ R
d,

there exists a unique random function φ : Z
d → R which satisfies the corrector equation

−∇∗ · A(x) (ξ + ∇φ(x)) = 0 in Z
d, (2.2)

and such that φ(0) = 0, ∇φ is stationary and 〈∇φ〉 = 0. In addition,
〈
|∇φ|2

〉
� |ξ|2.

We also define a regularization of the corrector as follows:

Lemma 2.6 (regularized corrector). ([17], Proof of Theorem 3). Let a ∈ Aαβ be an i. i. d. conductivity
function, then for all T > 0 and ξ ∈ R

d, there exists a unique stationary random function φT : Z
d → R which

satisfies the regularized corrector equation

T−1φT (x) −∇∗ · A(x) (ξ + ∇φT (x)) = 0 in Z
d. (2.3)

In addition, 〈φT 〉 = 0, and T−1
〈
φ2

T

〉
+
〈

|∇φT |2
〉

� |ξ|2.

Definition 2.7 (homogenized coefficients). Let a ∈ Aαβ be an i. i. d. conductivity function and let ξ ∈ R
d and

φ be as in Lemma 2.5. We define the homogenized d × d-matrix Ahom as

ξ · Ahomξ = 〈(ξ + ∇φ) · A(ξ + ∇φ)〉 . (2.4)

Note that (2.4) fully characterizes Ahom since Ahom is a symmetric matrix (it is in particular of the form ahomId
for an i. i. d. conductivity function).

2.2. Statement of the main result

We replace φT by the computable function φT,R, which is an approximation of φT on a bounded domain of
size 2R. Let a ∈ Aαβ , T > 0, R ≫ 1 and ξ ∈ R

d. We set QR := [−R, R)d ∩ Z
d and we let φT,R be the solution

in L2(Zd) to
{

T−1φT,R −∇∗ · A(ξ + ∇φT,R) = 0 in QR,
φT,R = 0 on Z

d \ QR.
(2.5)

We then quantify the error we make by replacing φT by the computable φT,R. It is given by the following:

Proposition 2.8. Let a ∈ Aαβ be a conductivity function, T > 0, R ≫ 1 and ξ ∈ R
d, |ξ| = 1. Let φT denote

the regularized corrector, and φT,R be the solution of (2.5). Then there exists c > 0 depending only on α, β, and

d, such that for all R − L ≥
√

T , we have almost surely

∫

QL

|∇φT,R(x) −∇φT (x)|2dx � Ld

((
R

R − L

)d−1/2

T 3/4 exp

(

−c
R − L√

T

))2

· (2.6)

Remark 2.9. In Proposition 2.8, we only assume that a ∈ Aαβ . In particular, if a is i. i. d. or more generally
stationary ergodic, then φT is the usual stationary regularized corrector. However, for a general conductivity
function a (not necessarily stationary) equation (2.3) cannot be interpreted in some probability space, so that
the arguments of [17] do not apply (recall that the r. h. s. ∇∗ · Aξ is not in L2(Zd), which prevents from using
standard variational arguments). Instead, we define φT punctually using the Green representation formula

φT (x) =

∫

Zd

GT (x, y)∇∗ · A(y)ξdy,
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where the Green’s function GT is defined in Definition 3.1 for any a ∈ Aαβ by Riesz’ representation theorem.
This formula makes sense since GT (x, ·) is in L1(Zd). If a is stationary ergodic, both definitions of φT are
equivalent.

From this proposition, we deduce the main result of this paper.

Theorem 2.10. Let a ∈ Aαβ be an i. i. d. conductivity function, T > 0, R ≫ 1 and ξ ∈ R
d, |ξ| = 1.

Let {φT,R,k}k=1,...,N be the solutions of (2.5) with N ≥ 1 independent realizations Ak of A, and Ahom be the

homogenized matrix. For all L such that R − L ≥
√

T and L � T , we denote by µL : Z
d → [0, 1] a mask such

that
∫

Zd µL(x)dx = 1, |∇µL(x)| � L−d−1 and supp (µL) ⊂ QL. For all k ∈ {1, . . . , N} we define

ξ · AT,R,L,kξ =

∫

Zd

(ξ + ∇φT,R,k(x)) · Ak(x)(ξ + ∇φT,R,k(x))µL(x)dx,

and set

ξ · AN
T,R,Lξ := ξ ·

(

1

N

N∑

k=1

AT,R,L,k

)

ξ.

Then, we have the following error estimate

〈(
ξ · AN

T,R,Lξ − ξ · Ahomξ
)2
〉1/2

�

(
R

L

)d/2(
R

R − L

)d−1/2

T 3/4 exp

(

− c
R − L√

T

)

+

⎧

⎪⎪⎨

⎪⎪⎩

d = 2 : (T−1 + (NL2)−1/2)(ln T )q

d = 3 : T−3/2 + (NL3)−1/2

d = 4 : T−2 lnT + (NL4)−1/2

d > 4 : T−2 + (NLd)−1/2

(2.7)

for some q depending only on α, β, and some c depending further on d.

Let us apply Theorem 2.10 to the strategies described in the introduction. In particular, we have seen that at
first approximation, for d ≤ 4 it seems best to evenly split a given number M of effective sites into the number
N of realizations and the number Ld of sites per realization, i.e. N = (2L)d =

√
M . For the reasoning, we

consider a buffer zone of size
√

M
1/d

ln2 M so that the effect due to the boundary conditions is of infinite order.
In this case, we split the number of effective sites as

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

N =
√

M ln−2d M,

2L =
√

M
1/d

ln2 M,
T = M1/d,

2R = 3
√

M
1/d

ln2 M.

(2.8)

This choice of parameters amounts to solving
√

M ln−2d M equations with 3d
√

M ln2d M unknowns each, which
gives a total number of 3dM unknowns. Theorem 2.10 then provides the (nearly) optimal error estimate in
dimensions 2, 3 and 4:

〈(
ξ · AN

T,R,Lξ − ξ · Ahomξ
)2
〉1/2

�

⎧

⎨

⎩

d = 2 : M−1/2(lnM)q,

d = 3 : M−1/2,

d = 4 : M−1/2 lnM.

(2.9)

since for all γ > 0
exp

(
− c ln2 M

)
= o(M−γ).
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This scaling indeed coincides with the explicit scaling obtained in the case of vanishing ellipticity ratio 1− β
α ≪ 1.

Compared to the informal statement of introduction, the effect of the boundary conditions makes this strategy
“slightly more expensive” than expected (3d times as many unknowns). The comparison to the strategy which
splits the effective sites as

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

N = 1,

2L = M1/d,
T = M1/d,

2R = 2

(

1 +
ln2(2L)√

2L

)

L,

(2.10)

is therefore much less clear. The optimization of N (and R, L) in (2.7) at fixed complexity and fixed rate of
convergence is thus nontrivial. It is the object of Section 4.

3. Proofs of the results

We define discrete Green’s functions as follows:

Definition 3.1 (discrete Green’s function). Let d ≥ 2. For all T > 0, the Green’s function GT : Aαβ×Z
d×Z

d →
Z

d, (a, x, y) 	→ GT (x, y; a) associated with the conductivity function a is defined for all y ∈ Z
d and a ∈ Aαβ as

the unique solution in L2
x(Zd) to

∫

Zd

T−1GT (x, y; a)v(x) dx +

∫

Zd

∇v(x) · A(x)∇xGT (x, y; a) dx = v(y), ∀v ∈ L2(Zd), (3.1)

where A is as in (2.1).

Note that the existence and uniqueness of GT follows in the discrete case from Riesz’ representation theorem.
Throughout this paper, we use the shorthand notation GT (x, y) for GT (x, y; a).

3.1. Proof of Proposition 2.8

This proof is inspired by the analysis by Bourgeat and Piatnitski in [3], that we adapt here to the discrete
setting. In order to prove Proposition 2.8, we need to estimate the pointwise decay of the Green’s function GT

and to prove a uniform bound on the approximate corrector field φT . These are given by the following two
auxiliary lemmas.

Lemma 3.2 (pointwise decay estimates). There exists c > 0 depending only on α, β, and d, such that for all
a ∈ Aαβ and T > 0, the Green’s function GT satisfies the pointwise estimates: For all x, y ∈ Z

d,

for d = 2 : GT (x, y) � ln(

√
T

1 + |x − y|) exp

(

−c
|x − y|√

T

)

, (3.2)

for d > 2 : GT (x, y) � (1 + |x − y|)2−d exp

(

−c
|x − y|√

T

)

. (3.3)

Lemma 3.3. Let a ∈ Aαβ, T ≫ 1, and ξ ∈ R
d, |ξ| = 1. The approximate corrector φT satisfies the following

uniform bound

sup
Zd

|φT | �
√

T . (3.4)

Note that this bound is sharper than the one used for the continuous case in [3], Formula (25). We first prove
Proposition 2.8, and then turn to Lemma 3.3. The proof of Lemma 3.2 is postponed to Appendix B.
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Proof of Proposition 2.8. We divide the proof into two steps.

Step 1. Proof of the estimate

|φT (x) − φT,R(x)| �

(
R

ρ

)d−1/2

T 3/4 exp

(

−c
ρ√
T

)

(3.5)

for all x ∈ QR−ρ, with ρ �
√

T , and some c depending only on d and the ellipticity constants α, β.
The function φT − φT,R is solution to

{
T−1(φT − φT,R) −∇∗ · A(∇(φT − φT,R)) = 0 in QR,

φT − φT,R = φT on Z
d \ QR.

(3.6)

Let ϕ0 denote the trivial lifting of φT |Zd\QR
in QR:

{
ϕ0(x) = 0 in QR,
ϕ0(x) = φT (x) on Z

d \ QR.

We may then write φT − φT,R = ϕ0 + ϕ1, where ϕ1 is the solution to

⎧

⎪⎨

⎪⎩

T−1ϕ1 −∇∗ · A∇ϕ1 = −T−1ϕ0
︸ ︷︷ ︸

= 0

+∇∗ · A∇ϕ0
︸ ︷︷ ︸

=: ϕ̃0

in QR,

ϕ1 = 0 on Z
d \ QR.

(3.7)

Note that
{ ∇ϕ0(x) = 0 for x ∈ QR, d(x, Zd \ QR) ≥ 2,

supx∈QR
|ϕ0(x)| � sup |φT |

(3.4)

�
√

T .
(3.8)

We next use the Green representation formula. To this aim, we define the Green’s function GT,R(·, y) : Z
d → R

for all y ∈ QR as the unique solution to

{
T−1GT,R(x, y) −∇∗

x · A(∇xGT,R(x, y))) = δ(y − x) in QR,
GT,R(x, y) = 0 on Z

d \ QR.
(3.9)

By the maximum principle, for all x ∈ QR we have

0 ≤ GT,R(x, y) ≤ GT (x, y). (3.10)

For all x ∈ QR, we then rewrite ϕ1(x) as

ϕ1(x) =

∫

QR

GT,R(x, y)ϕ̃0(y) dy

=

∫

QR

GT,R(x, y)∇∗ · A(y)∇ϕ0(y) dy.

By integration by parts (recall that GT,R(x, y) = 0 for y ∈ Z
d \ QR) and using the fact that ∇ϕ0 is supported

on the boundary of QR, this yields

ϕ1(x) = −
∫

QR\QR−1

∇yGT,R(x, y) · A(y)∇ϕ0(y) dy. (3.11)
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We use Cauchy-Schwarz’ inequality, the boundedness of A, and (3.8) in the form of the uniform bound

sup |∇ϕ0| � sup |ϕ0| �
√

T to obtain

∣
∣
∣
∣

∫

QR\QR−1

∇yGT,R(x, y) · A(y)∇ϕ0(y) dy

∣
∣
∣
∣

� R(d−1)/2
√

T

(
∫

QR\QR−1

|∇yGT,R(x, y)|2dy

)1/2

= R(d−1)/2
√

T

(
∫

QR\QR−1

|∇yGT,R(y, x)|2dy

)1/2

. (3.12)

In the last line we’ve used that the symmetry property GT,R(x, y) = GT,R(y, x) of the Green’s function (see [9],
Proof of Corollary 2.3, Step 1) yields the identity ∇yGT,R(x, y) = ∇yGT,R(y, x).

We then appeal to Cacciopoli’s inequality. To this aim, we recall that ρ �
√

T , and we let ηρ : QR → [0, 1]
be a cut-off function such that

for y ∈ QR−ρ/2 : ηρ(y) = 0,
for y ∈ QR \ QR−1 : ηρ(y) = 1,

for y ∈ QR : |∇ηρ(y)| � ρ−1.
(3.13)

Since GT,R = 0 on Z
d \ QR, multiplying the defining equation (3.9) for GT,R by η2

ρGT,R, and integrating by
parts on QR yield the following discrete Cacciopoli estimate (see [9], Proof of Lemma 2.8, Step 1, for details)

∫

QR

η2
ρ(y)|∇yGT,R(y, x)|2dy �

∫

QR

G2
T,R(y, x)|∇ηρ(y)|2dy,

provided that x ∈ QR−ρ. By the properties (3.13) of ηρ, this implies

∫

QR\QR−1

|∇GT,R(y, x)|2dy � ρ−2

∫

QR\QR−ρ/2

G2
T,R(y, x)dy. (3.14)

We are now in position to estimate (3.12) for all x ∈ QR−ρ. By the Cacciopoli estimate (3.14), the maximum
principle (3.10), and the pointwise estimates on GT from Lemma 3.2, (3.12) turns into

∣
∣
∣
∣

∫

QR\QR−1

∇yGT,R(x, y) · A(y)∇ϕ0(y) dy

∣
∣
∣
∣

� R(d−1)/2

(

ρ−2Rdρ2(2−d) exp

(

−2c
ρ/2√

T

))1/2 √
T

=

(
R

ρ

)d−1/2

T 3/4

(
ρ√
T

)1/2

exp

(

−c
ρ

2
√

T

)

(3.15)

for all x ∈ QR−ρ.
The combination of (3.11), (3.15), and the definition of ϕ1 shows (3.5) for some constant c > 0 depending

only on d, and α, β.
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Step 2. Proof of (2.6).

We first bound |∇φT (x)| by
∑d

i=1 |φT (x)| + |φT (x + e1)| and integrate inequality (3.5) over QL for L = R − ρ,

ρ �
√

T , obtaining

∫

QL

|∇φT,R(x) −∇φT (x)|2dx � Ld

((
R

R − L

)d−1/2

T 3/4 exp

(

−c
R − L√

T

))2

,

as desired. �

Proof of Lemma 3.3. We start with the Green representation formula, and perform an integration by parts
using that GT is in L1(Zd) by [9], Corollary 2.2:

φT (x) =

∫

Zd

GT (x, y)∇∗ · A(y)ξ dy

= −
∫

Zd

∇yGT (x, y) · A(y)ξ dy.

This yields

|φT (x)| �

∫

|x−y|≤
√

T

|∇yGT (x, y)| dy +

∫

|x−y|>
√

T

|∇yGT (x, y)| dy. (3.16)

To proceed with the estimate, we reproduce [9], Lemma 2.9, for the reader’s convenience.

Lemma 3.4. Let a ∈ Aαβ be a conductivity function, and GT be its associated Green’s function. Then, for
d ≥ 2, for all T > 0, k > 0, R ≫ 1, and x ∈ Z

d

∫

R≤|x−y|≤2R

|∇yGT (x, y)|2dy � Rd(R1−d)2 min{1,
√

TR−1}k.

We begin with the second term of the r. h. s. of (3.16). We divide the integration on {y : |x− y| >
√

T} as the

integration on annuli of the form {y : 2i
√

T < |x− y| ≤ 2i+1
√

T} for i ∈ N, and appeal to the decay of ∇GT on
such annuli from Lemma 3.4 for k = 4. This yields by Cauchy-Schwarz’ inequality

∫

|x−y|>
√

T

|∇GT (x, y)| dy

≤
∑

i∈N

(
∫

2i
√

T<|x−y|≤2i+1
√

T

|∇GT (x, y)|2dy

)1/2

(2i
√

T )d/2

Lemma 3.4

�
∑

i∈N

(

(2i
√

T )d+2(1−d)(2i)−4
)1/2

(2i
√

T )d/2

=
√

T
∑

i∈N

(2i)−1 �
√

T . (3.17)
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For the first term of the r. h. s. of (3.16), we also make use of a dyadic decomposition of space. Let R =

2−I
√

T ∼ 1, I ∈ N, be such that Lemma 3.4 applies on annuli of the form {y : 2−i−1
√

T < |x− y| ≤ 2−i
√

T} for

i ≤ I−1 (R has to be large enough although of order unity). We then split the integration on {y : |x−y| ≤
√

T}
as the integration on the ball of radius R ∼ 1, and the integration over annuli of the form {y : 2−i−1

√
T <

|x − y| ≤ 2−i
√

T} for i ∈ {0, . . . , I − 1}. For the integral on the ball, we appeal to the uniform estimate
|∇GT | � 1 from [9], Corollary 2.3, and for the integrals on the annuli, we appeal once more to the decay of
Lemma 3.4. By Cauchy-Schwarz’ inequality, this yields

∫

|x−y|≤
√

T

|∇GT (x, y)| dy

�

∫

|x−y|≤R

|∇GT (x, y)| dy

+

I−1∑

i=0

(
∫

2−i−1
√

T<|x−y|≤2−i
√

T

|∇GT (x, y)|2 dy

)1/2

(2−i
√

T )d/2

(3.18)

� 1 +
I−1∑

i=0

(

(2−i
√

T )d+2(1−d)
)1/2

(2−i
√

T )d/2

= 1 +
√

T

I−1∑

i=0

2−i �
√

T . (3.19)

The claim of the lemma now follows from the combination of (3.16), (3.17), and (3.19). �

3.2. Proof of Theorem 2.10

To prove Theorem 2.10, we combine the variance estimate of [9], Theorem 2.1, and Remark 2.1, and the
estimate of the systematic error in [10], Theorem 1, with Proposition 2.8.

We start with the triangle inequality

〈(

1

N

N∑

k=1

∫

Zd

(ξ + ∇φT,R,k) · Ak(ξ + ∇φT,R,k)µL − ξ · Ahomξ

)2〉1/2

≤
〈(

1

N

N∑

k=1

∫

Zd

(

(ξ + ∇φT,R,k) · Ak(ξ + ∇φT,R,k)

−(ξ + ∇φT,k) · Ak(ξ + ∇φT,k)
)

µL

)2
〉1/2

+

〈(

1

N

N∑

k=1

∫

Zd

(ξ + ∇φT,k) · Ak(ξ + ∇φT,k)µL − ξ · Ahomξ

)2〉1/2

. (3.20)
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We first deal with the first term of the r. h. s. of (3.20). To this aim, we expand the square, which yields N2

terms. By Cauchy-Schwarz’ inequality in probability, each term is bounded by the same single term: For all
k, k′ ∈ {1, . . . , N},

〈(∫

Zd

(

(ξ + ∇φT,R,k) · Ak(ξ + ∇φT,R,k) − (ξ + ∇φT,k) · Ak(ξ + ∇φT,k)
)

µL

)

×
(∫

Zd

(

(ξ + ∇φT,R,k′ ) · Ak′(ξ + ∇φT,R,k′ ) − (ξ + ∇φT,k′ ) · Ak′(ξ + ∇φT,k′ )
)

µL

)〉

≤
〈(∫

Zd

(

(ξ + ∇φT,R,k) · Ak(ξ + ∇φT,R,k) − (ξ + ∇φT,k) · Ak(ξ + ∇φT,k)
)

µL

)2
〉1/2

×
〈(∫

Zd

(

(ξ + ∇φT,R,k′ ) · Ak′(ξ + ∇φT,R,k′ ) − (ξ + ∇φT,k′ ) · Ak′ (ξ + ∇φT,k′ )
)

µL

)2
〉1/2

=

〈(∫

Zd

(

(ξ + ∇φT,R) · A(ξ + ∇φT,R) − (ξ + ∇φT ) · A(ξ + ∇φT )
)

µL

)2
〉

,

where we have dropped the subscripts k and k′ since the Ak have the same law. From this and the symmetry
of A, we deduce

〈(
1

N

N∑

k=1

∫

Zd

(

(ξ + ∇φT,R,k) · Ak(ξ + ∇φT,R,k)

−(ξ + ∇φT,k) · Ak(ξ + ∇φT,k)
)

µL

)2
〉1/2

≤
〈(∫

Zd

(

(ξ + ∇φT,R) · A(ξ + ∇φT,R) − (ξ + ∇φT ) · A(ξ + ∇φT )
)

µL

)2
〉1/2

=

〈(∫

Zd

(∇φT,R −∇φT ) · A(2ξ + ∇φT,R + ∇φT )µL

)2
〉1/2

.

To bound this term, we make use of the a priori estimate

∫

Zd

|∇φT,R(x)|2dx � Rd, (3.21)

that we obtain by integration by parts after testing (2.5) with φT,R itself. We then use Cauchy-Schwarz’
inequality in Z

d, Proposition 2.8, the properties of µL, and the a priori estimates on ∇φT and ∇φT,R to bound
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the r. h. s.

〈(∫

Zd

(∇φT,R(x) −∇φT (x)) · A(x)(2ξ + ∇φT,R(x) + ∇φT (x))µL(x)dx

)2
〉

�

〈
1

Ld

∫

QL

|∇φT,R(x′) −∇φT (x′)|2dx′
∫

Zd

(1 + |∇φT,R(x)|2 + |∇φT (x)|2)µL(x)dx

〉

(2.6)

�

((
R

R − L

)d−1/2

T 3/4 exp

(

− c
R − L√

T

))2

×
(

1 +

〈∫

Zd

|∇φT,R(x)|2µL(x)dx

〉

︸ ︷︷ ︸

(3.21)

�

(
R

L

)d

+

∫

Zd

〈
|∇φT |2

〉

︸ ︷︷ ︸

Lemma 2.6

� 1

µL(x)dx
)

�

(
R

L

)d
((

R

R − L

)d−1/2

T 3/4 exp

(

− c
R − L√

T

))2

· (3.22)

We then recall that for all k,

〈∫

Zd

(ξ + ∇φT,k) · Ak(ξ + ∇φT,k)µL

〉

=

∫

Zd

〈(ξ + ∇φT,k) · Ak(ξ + ∇φT,k)〉µL

= ξ · AT ξ

∫

Zd

µL = ξ · AT ξ

by stationarity of the energy density, so that the second term of the r. h. s. (3.20) can be split into a variance
part and a systematic error, using the independence of the Ak (see [10], (1.8) and (1.9) for details):

〈(

1

N

N∑

k=1

∫

Zd

(ξ + ∇φT,k) · Ak(ξ + ∇φT,k)µL − ξ · Ahomξ

)2〉

=
1

N
var

[∫

Zd

(ξ + ∇φT ) · A(ξ + ∇φT )µL

]

+

(〈∫

Zd

(ξ + ∇φT ) · A(ξ + ∇φT )µL

〉

− ξ · Ahomξ

)2

.

For the variance term, we appeal to [9], Theorem 2.1 and Remark 2.1,

var

[∫

Zd

(ξ + ∇φT ) · A(ξ + ∇φT )µL

]

�

{
d = 2 : (L−2 + T−2) lnq T
d > 2 : L−d(1 + T−1L),

and for the systematic error, we appeal to [10], Theorem 1

(〈∫

Zd

(ξ + ∇φT ) · A(ξ + ∇φT )µL

〉

− ξ · Ahomξ

)2

�

⎧

⎪⎪⎨

⎪⎪⎩

d = 2 : T−2 lnq T
d = 3 : T−3

d = 4 : T−4 ln2 T
d > 4 : T−4,
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so that

〈(

1

N

N∑

k=1

∫

Zd

(ξ + ∇φT,k) · Ak(ξ + ∇φT,k)µL − ξ · Ahomξ

)2〉

�

⎧

⎪⎪⎨

⎪⎪⎩

d = 2 : (N−1L−2 + T−2) lnq T,
d = 3 : N−1L−3(1 + T−1L) + T−3,

d > 4 : N−1L−4(1 + T−1L) + T−4 ln2 T,
d > 4 : N−1L−d(1 + T−1L) + T−4.

(3.23)

The combination of (3.20), (3.22), and (3.23) concludes the proof of (2.7), using in addition the assumption
T � L.

4. Numerical strategy and validation

In this section, we propose a complexity analysis for the computation of AN
T,R,L. In particular, we identify the

number of realizations Nopt (and the associated parameters T, R, L) which minimizes the computational cost
to approximate Ahom at a given precision. Precision is understood here as the scaling of the error in terms
of the effective number of sites M (see below) of the approximation, as in (2.9) (in particular, we disregard
prefactors). The answer depends on the dimension and on the linear solver used. We treat the cases d = 2, 3, with
a preconditioned conjugate gradient method, and a Cholesky method to solve the linear problems. Whereas the
preconditioned conjugate gradient method is the most efficient solution method for this problem, we also provide
the analysis of the Cholesky method in view of its application to linear elasticity. Although our techniques of
proofs crucially rely on the scalar character of the equation, we believe that the results of this paper are “likely
to hold” in the case of linear elasticity considered in [14]. Another application of interest to us is the numerical
approximation of the discrete model for rubber studied in [2], which is a nonlinear version of the discrete elliptic
equation dealt with here. In those cases, the linear system is ill-conditioned, and direct solvers such as the
Cholesky method are to be used. This motivates us to consider direct solvers for the complexity analysis.

In order to illustrate our main result and check the accuracy of this complexity analysis, we have conducted
a series of numerical tests on the following problem: d = 2, the coefficients a are i. i. d. taking values α = 1
and β = 9 with probability 1/2. As proved in Appendix A, Dykhne’s formula (see the original paper [6], and
the monograph [13], Sect. 1.5) holds true in this particular discrete case, so that the associated homogenized
matrix Ahom is given by

Ahom =
√

αβ Id = 3 Id.

We then identify Nopt for this problem and compare the computation time to the largest (reasonable) N with
parallel computing (that is, with N computers). In the last subsection, we compare this method to standard
approaches used in the literature. We focus in particular on the importance of the zero-order term in the
equation from a numerical point of view.

4.1. Complexity analysis

Let L ∈ N. If we take N = 1, T = 2L and R = L + bf

√
T ln2 T for some bf > 0 (bf for buffer zone),

Theorem 2.10 ensures that the error on the approximation of Ahom is of order M−1/2 (up to the logarithmic
correction for d = 2), with M := (2L)d. Since the associated approximation of Ahom is given by a weighted
sum of the energy density (ξ + ∇φT,R(x)) · A(x)(ξ + ∇φT,R(x)) at exactly M = (2L)d sites, we recall we shall
say that M is the “effective number of sites”. Note that it differs from the total number of sites, which is
(2R)d > (2L)d = M .

As discussed in the introduction of this paper, one may distribute the effective number of sites on several
smaller independent domains, while keeping the error on the approximation of Ahom of order M−1/2 (up to
a logarithmic correction for d = 2). Let N be a number of domains. On the one hand, in order to keep the
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effective number of sites fixed, we take LN := LN−1/d. On the other hand, in order to keep the precision
unchanged, we still need T ∼ L, and the buffer zone to be of the same order as for N = 1. Hence we
set TN := T = 2L, and RN := LN + bf

√
T ln2 T . The error scales therefore as M−1/2 (up to a logarithmic

correction for d = 2), the effective number of sites is still N(2LN)d = M , whereas the total number of unknowns
is now N(2RN )d > (2R)d > M .

In order to make a complexity analysis, one needs to make precise the linear systems to be solved depending
on N and M . Let L denote a symmetric positive definite matrix of order l ∈ N. Assume further that it has a
fixed number δd of diagonals (in our discrete case: δ2 = 5 for d = 2, δ3 = 7 for d = 3) and a bandwidth b ≤ l.
Then, solving the system

LX = B

in R
l by a conjugate gradient method requires approximately b iterations, and therefore CCG(L) ∼ bδdl opera-

tions. When solved by a Cholesky method, it exactly requires CChol(L) ∼ b2δdl operations.
Let us now use these complexity estimates in the homogenization problem under investigation. For our

difference operators, l should be replaced by (2RN )
d

and b by (2RN )
d−1

(we skip the dependence on δd for the
comparison). Hence, the overall number of operations to solve the N problems is

ΓCG(N, 2L) ∼ N
(

2LN−1/d + 2bf

√
2L ln2(2L)

)2d−1

= N−1+1/d
(

2L + 2bfN1/d
√

2L ln2(2L)
)2d−1

,

ΓChol(N, 2L) ∼ N
(

2LN−1/d + 2bf

√
2L ln2(2L)

)2(d−1)+d

= N−2+2/d
(

2L + 2bfN1/d
√

2L ln2(2L)
)3d−2

.

We have essentially two extreme strategies for the choice of N , the effective number of sites N(2LN−1/d)d = M
being fixed. Either we choose Nopt which minimizes the cost of solving N problems of size RN = 2LN−1/d +

bf

√
2L ln2(2L), i.e. such that

Γ(Nopt, 2L) ≤ Γ(N, 2L)

for all N ≤ 2L, where Γ denotes a cost function (ΓCG or ΓChol). Or, given an arbitrary number of processors,
we choose N in order to minimize the effective time to solve the N problems using parallel computing (recall
that the N problems are completely independent). The first option consists in minimizing the time on one
single processor, the second option, on an arbitrary number of processors.

In order to make the complexity analysis concrete, we fix bf = 0.1, since this is the value we use in the
numerical tests. We first treat the case d = 2, and then the case d = 3. Note that the complexity analysis for
the Cholesky method is exact since the number of operations involved is known a priori. For the conjugate
gradient, this is not the case and the number of operations depends on the number of iterations (which in turn
does not only depend on the tolerance required but also on the preconditioner used). The present discussion is
therefore only qualitative for the conjugate gradient method. Numerical tests will complete the discussion for
the conjugate gradient method in dimension 2.

Dimension d = 2

The ratio ΓCG(N, 2L)/ΓCG(1, 2L) is plotted in Figure 1 for N ∈ {1, . . . , 10} and 2L ∈ {10, 102, 103, 104, 105}
(that is from 100 to 1010 effective unknowns). Except for 2L = 102, this ratio is minimal for some Nopt �= 1.
Hence it seems more advantageous to make several computations (say 3 for a typical number unknowns of
M = 106) on smaller domains. For the Cholesky method (see Fig. 2 for N ∈ {1, . . . , 100}), this is even more
clear, and the gain is much larger.

For the second strategy, the objective is to minimize the effective computational time given a fixed number
S of processors. Roughly speaking, it is reasonable to take N ≥ S, whatever the method. There are then two
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Figure 1. Complexity for d = 2 with a conjugate gradient method, and 2L = 101, . . . , 105.

regimes. In the first one (small number of processors), the gain is linear in the number of processors: If the
number of processors is doubled, the effective time is divided by two. This is the scalable regime. Eventually,
it saturates and the relative gain in effective time decreases. In Figures 3 and 4, the effective time is plotted
in function of the number of processors (for which N is optimized) in logarithmic scale, for the two methods
and with 2L = 103 (which corresponds to M = 106 unknowns). The thick line is the effective time, whereas
the thin straight line is the perfect scalable regime. It is a lower bound. For the conjugate gradient method,
the problem is scalable up to 15 processors, whereas for the Cholesky method, the problem can be considered
scalable up to 50 processors.

Dimension d = 3

The conclusions are essentially the same as for d = 2. The ratios ΓCG(N, 2L)/ΓCG(1, 2L) and ΓChol(N, 2L)/
ΓChol(1, 2L) are plotted in Figures 5 and 6, respectively, for N ∈ {1, . . . , 100}. Note that N = 1 is never the
optimal choice (especially for the Cholesky method, for which the cost can be reduced by a factor 3 for M = 106

by taking N = 31). The effective time in function of the number of processors is plotted in logarithmic scale
for M = 106 unknows in Figures 7 and 8, for both the conjugate gradient and Cholesky methods. For the
conjugate gradient method, although the gain in time remains important, the problem is only scalable up to
8 processors. For the Cholesky method, the method is perfectly scalable in the regime considered.

4.2. Numerical tests with the conjugate gradient method in dimension d = 2

The first series of tests illustrates Theorem 2.10 for N = 1, with

⎧

⎪⎪⎨

⎪⎪⎩

2L =
√

M
T = 2L + 3,

R =

(

1 + 0.1
ln2(2L)√

2L

)

(L + 1),
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Figure 2. Complexity for d = 2 with a Cholesky method, and 2L = 101, . . . , 105.
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Figure 3. Effective time in function of the number of processors for d = 2 with a conjugate
gradient method (dots), and 2L = 103.
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Figure 4. Effective time in function of the number of processors for d = 2 with a Cholesky
method (dots), and 2L = 103.
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Figure 5. Complexity for d = 3 with a conjugate gradient method, and 2L = 101, 102, 103.
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Figure 6. Complexity for d = 3 with a Cholesky method, and 2L = 101, 102, 103.

10
0

10
1

10
2

10
−2

10
−1

10
0

Number of processors

E
ff
ec

ti
v
e

ti
m

e

Figure 7. Effective time in function of the number of processors for d = 3 with a conjugate
gradient method (dots), and 2L = 102.
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Figure 8. Effective time in function of the number of processors for d = 3 with a Cholesky
method (dots), and 2L = 102.

The mask has been chosen as follows:
µL(x) = µ̃L(x1)µ̃L(x2),

where x = (x1, x2) ∈ Z
2, and µ̃L : Z → R

+ is given by

µ̃L(t) = γL

⎧

⎪⎪⎨

⎪⎪⎩

L ≤ |t| : 0,

L
3 ≤ |t| ≤ L : 3

2 − 3
2L |t|,

|t| ≤ L
3 : 1,

and γL is such that
∫

Z
µ̃L(t)dt = 1. The linear system (2.5) is solved by a preconditioned conjugate gradient

method, whose preconditioner is the incomplete Cholesky factorization IC(2) (see [18]). For a uniform sampling
of log L, L ∈ [10, 2000], we approximate the expectation

〈(∫

Zd

(e1 + ∇φT,R(x)) · A(x)(e1 + ∇φT,R(x))µL(x)dx − 3

)2
〉

by an empirical average over r(M) realizations (this number is chosen large enough so that the error between
the empirical average and the expectation is negligible with respect to the approximation error

〈
|AN

T,R,L−
Ahom|2

〉1/2
), and define the error by

Error(M) :=

√
√
√
√ 1

r(M)

r(M)
∑

j=1

(∫

Zd

(e1 + ∇φj
T,R(x)) · Aj(x)(e1 + ∇φj

T,R(x))µL(x)dx − 3

)2

,
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Figure 9. Number of iterations of the conjugate gradient method in function of the bandwidth
of the matrix.

Table 1. Error (4.1) for different M , and r(M) realizations.

M 1.6E+02 4.0E+02 9.0E+02 2.1E+03 5.6E+03 1.5E+04 4.0E+04

r(M) 10 000 10 000 10 000 10 000 5000 3000 1600

Error(M) 2.39E-01 1.48E-01 9.35E-02 5.97E-02 3.65E-02 2.28E-02 1.41E-02

M 1.1E+05 3.0E+05 8.1E+05 2.2E+06 6.0E+06 1.6E+07

r(M) 1000 600 360 200 150 100

Error(M) 9.11E-03 5.95E-03 3.95E-03 2.46E-03 1.55E-03 8.78E-04

where {φj
T,R} are the solutions of (2.5) for the r(M) different realizations Aj of the coefficients A. The number

of realizations for each M considered and the associated error (4.1), are reported in Table 1.
The error is also plotted in function of M in logarithmic scale in Figure 12. The dots (which indicate

calculations) are in very good agreement with the straight line of slope −1/2 corresponding to the decay
provided by Theorem 2.10.

In order to determine Nopt, one needs to know the number of iterations of the conjugate gradient method
(for the fixed tolerance 10−9). The number of iterations is plotted in function of the bandwidth of the matrix
in Figure 9 (in log-log). The dots represent the numerical experiments, the straight line represents a linear
dependence as assumed in Section 4.1 (b times a matrix-vector multiplication which costs O(l) operations),
whereas the dashed line is a linear fitting of the numerical experiments (equation: y(x) = 0.64 x + 0.36)).
In the range of effective unknowns considered (M from 102 to 107), this implies that Nopt = 1. The reason
for this is the efficiency of the preconditioner. To illustrate this fact, we have plotted in Figure 10 the ratio
ΓCG(N, 2L)/ΓCG(1, 2L) using this time the number of iterations of the conjugate gradient method obtained in
the numerical tests for N ∈ {1, . . . , 10}. As can be seen, 2L = 103.5 (that is M = 107) is the critical number of
unknowns under which Nopt = 1.
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Figure 10. Complexity for d = 2 with a conjugate gradient method (number of iterations
observed numerically), for 2L = 10, 102, 103, 103.5.

We now turn to the interest of parallel computing and assume we have an arbitrary number of processors at
our disposal. We distribute the number of unknowns over K2 subdomains, K ∈ N. We then set

⎧

⎨

⎩

2LK =
√

M/K,

T =
√

M + 3,

RK = LK + 1 + 0.1 ln2(
√

M)M1/4,

where the number of subdomains is N = K2, K ∈ {1, . . . , Kmax}, and Kmax is given by

Kmax :=

√
M

0.1M1/4 ln2(
√

M)
=

40M1/4

ln2 M
· (4.1)

The values of Kmax are plotted in Figure 11 for M in [4 × 102, 3.8 × 108]. We have also gathered in Table 2
the description of the tests in function of the values of M : the sizes of the domain Rmax and Lmax, the number
Nmax = K2

max of such domains, the number of realizations r(M), and the associated error

Error(M) :=
√
√
√
√
√

1

r(M)

r(M)
∑

j=1

(

1

Nmax

Nmax∑

k=1

∫

Zd

(e1 + ∇φj,k
T,Rmax

(x)) · Aj,k(x)(e1 + ∇φj,k
T,Rmax

(x))µLmax
(x)dx − 3

)2

,

(4.2)

where the φj,k
T,Rmax

are the solutions of (2.5) for the Nmax× r(M) different realizations Aj,k of the coefficients A.
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Figure 11. Number of subdomains K per dimension in function of the total number of un-
knowns M according to formula (4.1).

Table 2. Error (4.2) for different M , and r(M) realizations.

M 4.0E+02 1.2E+03 1.9E+03 4.6E+03 1.1E+04 4.0E+04 8.7E+04 1.9E+05

r(M) 10 000 10 000 10 000 10 000 5000 3000 1600 1000

Nmax 5 × 5 5 × 5 4 × 4 4 × 4 4 × 4 5 × 5 5 × 5 5 × 5

2Lmax 4 7 11 17 26 40 59 87

2Rmax 12 21 33 51 78 120 177 261

Error(M) 4.83E-01 2.26E-01 2.02E-01 1.22E-01 8.45E-02 3.41E-02 2.31E-02 1.53E-02

M 5.7E+05 1.2E+06 3.3E+06 8.6E+06 2.1E+07 6.3E+07 1.4E+08 3.8E+08

r(M) 600 360 200 150 100 30 10 4

Nmax 6 × 6 6 × 6 7 × 7 8 × 8 9 × 9 11 × 11 12 × 12 14 × 14

2Lmax 126 181 258 366 514 720 1001 1358

2Rmax 378 543 774 1098 1542 2160 3003 4074

Error(M) 8.18E-03 6.13E-03 3.41E-03 2.06E-03 1.28E-03 8.57E-04 5.53E-04 1.69E-04

As expected, the convergence rate has the scaling of the central limit theorem −1/2, as can be seen in
Figure 13, where the logarithm of the error is plotted in function of the logarithm of M .

To complete the comparison, we have plotted in Figure 14 the error in function of the computational time
for N = 1 and N = Nmax (using Nmax processors). In particular, splitting the M effective number of sites
into Nmax subdomains is cheaper as soon as M ≥ 5 × 103. Note however that if the Nmax problems are solved
sequentially then the computational time is approximately 2.5 times larger than with N = 1, and the error is
approximately 5 times larger (in other words, the prefactor in front of M−1/2 is 5 times larger for N = Nmax

than for N = 1). Hence, splitting the way proposed here is effective provided parallel computing is used.
Concerning the issue of memory, it is worth noticing that the larger N the less memory needed. Hence, larger

effective numbers of sites can be reached using larger N . In the present case, the computation for 3.8 × 108

effective sites could not have been done on one computer without taking N = 196.
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Figure 12. Error (4.1) in log scale in function of M .
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Figure 13. Error (4.2) in log scale in function of M .
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4.3. Comparison with standard approaches and comments

In order to approximate effective coefficients in stochastic homogenization, it is standard to replace the
abstract corrector field by the solution to

{
−∇∗ · A(ξ + ∇φR) = 0 in QR,

φR = 0 on Z
d \ QR,

(4.3)

that is (2.5) without the zero-order term. This is typically the case in numerical homogenization methods
applies to stationary stochastic problems (see for instance [8,12,22], in the continuous case). Let M = (2R)d be
the effective number of sites. The formula for the approximation of the homogenized coefficients is then

Error(M) :=

√
√
√
√ 1

r(M)

r(M)
∑

j=1

(

−
∫

QR

(e1 + ∇φj
R(x)) · Aj(x)(e1 + ∇φj

R(x))dx − 3

)2

, (4.4)

where r(M) is the number of independent realizations. Let us make a formal error analysis of such an approach.
Assuming that the corrector field φ is uniformly bounded (which we do not know a priori since we only

control 〈|φ|q〉 for all q < ∞ in [9], Prop. 1), the error we make by replacing φ by φR is due to the use of the
Dirichlet boundary conditions, which are not exact. This error typically scales as a surface term in the energy,
that is Rd−1/Rd = 1/R in any dimension. In dimension 2, the effect due to the boundary conditions and the
central limit theorem have the same scaling R/R2 = 1/R ∼ M−1/2. Hence the addition of the zero order term
may not be crucial in dimension 2 to obtain the optimal scaling M−1/2 (although we are not able to turn this
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Figure 15. Error (4.4) in log scale.

into a rigorous argument). This is confirmed by numerical tests, as illustrated in Figure 15, where the proxy
for φ is the solution to (4.3) (note that the prefactor is larger than in Fig. 12).

On the contrary, in dimension 3 (and more), the effect of the boundary conditions now scales as 1/R = M−1/3,
whereas the central limit theorem scaling is still M−1/2 ≪ M−1/3. Hence the use of the zero-order term is
crucial to observe the optimal scaling. Another case for which the zero-order term is crucial is when N > 1,
even in dimension 2. If the proxy for φ on the domain QR is approximated independently on subdomains of
size Rγ (with 1 ≥ γ ≥ 1/2), the error due to the boundary conditions scales as 1/Rγ without the zero-order
term, whereas it will remain of order 1/R with the zero-order term.

Let us now discuss the use of periodic boundary conditions. In the case of an i. i. d. conductivity function,
we indeed expect the systematic | 〈AL,#〉 − Ahom| to be of order L−d/2 in any dimension (with a logarithmic
correction in dimension d = 2), where AL,# is defined in (1.4). Yet, the picture is much less clear when the
coefficients display correlations. In particular, the use of the zero order term seems to be much more flexible
in terms of applicability (it requires no knowledge on the structure of the correlations, as can be seen on the
extreme case of periodic coefficients, [8]). Another practical advantage of the approach is the type of boundary
conditions used in (2.5), that is homogeneous Dirichlet boundary conditions. Compared to periodic boundary
conditions (which are “widely recognised” as less perturbative than Dirichlet boundary conditions for the cell
problem without the zero-order term), the former has the advantage not to destroy the band structure of the
stiffness matrix. Periodic boundary conditions change the profile of the matrix, making the triangle matrix in the
Cholesky factorization less sparse (only the band structure is preserved by the algorithm) and the factorization
more expensive. In addition, there is no optimal preconditioner for periodic boundary conditions. With this
respect, the proposed strategy with the zero-order term and Dirichlet boundary conditions allows us to use
efficient methods to solve the linear systems, without sacrificing the convergence rate.

As a conclusion, we have proposed and fully analyzed a numerical method to approximate effective coefficients
for the stochastic homogenization of discrete elliptic equations. The analysis is sharp, and the numerical method
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effective. It crucially relies on the introduction of a zero-order term in the corrector equation, which is not only
essential for the analysis, but also for the numerical practice (at least in dimension d ≥ 3).

Acknowledgements. The research of the author was partly supported by INRIA, under the grant “Action de Recherche
Collaborative” DISCO. It is a pleasure to thank Felix Otto for stimulating discussions on the subject. Special thanks are
due to the anonymous referees for their very insightful comments, which helped improving the quality of the manuscript.

A. Proof of Dykhne’s formula in the discrete stochastic case

In periodic homogenization of elliptic differential operators in dimension two, Dykhne’s formula is as follows. Let
A : R

2 → R
2×2 be a periodic function taking values in a subspace of uniformly bounded and elliptic matrices,

and such that A(x)A(R ·x) = γId, where R denotes the rotation by π/2 in R
2 and γ > 0. Then the homogenized

matrix associated with A is Ahom =
√

γ Id. This formula is a particular case of general duality relations. Its
proof (see for instance [13], Sect. 1.5) makes use of the following two facts:

(i) if χ : R
2 → R

2 is a gradient field, then x 	→ χ(R · x) is divergence-free;
(ii) if χ : R

2 → R
2 is divergence-free, then x 	→ χ(R · x) is a gradient field.

In particular, let φ be periodic and satisfy the corrector equation ∇ ·A(x)∇φ(x) = 0. We further set ξ = 〈∇φ〉
(where 〈·〉 denotes the average in this periodic case). Since ∇φ is a gradient, (i) implies that

∇ · A(x)A(R · x)∇φ(R · x) = γ∇ · ∇φ(R · x) = 0. (A.1)

On the other hand ∇ ·A(x)∇φ(x) = 0 implies by (ii) that x 	→ A(R ·x)∇φ(R · x) is a gradient field, so that, by
definition of the homogenized coefficients, (A.1) yields

〈A(x)A(R · x)∇φ(R · x)〉 = Ahom 〈A(R · x)∇φ(R · x)〉 .

Using now that the average does not change by rotation, this turns into

γξ = 〈A(x)A(R · x)∇φ(R · x)〉 = Ahom 〈A∇φ〉 = A2
homξ

from which we deduce the claim by symmetry and coercivity of Ahom.
In the two-dimensional discrete case, the following counterparts to (i) and (ii) hold:

(i′) if χ : Z
2 → R

2 is a gradient field, then x 	→ χ(R · x) is divergence free, that is ∇ · χ ≡ 0;
(ii′) if χ : Z

2 → R
2 is divergence-free, then x 	→ χ(R · x) is a gradient field ∇φ.

However, if one considers φ such that ∇∗ · A(x)∇φ(x) ≡ 0, one has

∇∗ · A(x)A(R · x)∇φ(R · x) = γ∇∗ · ∇φ(R · x) �≡ γ∇ · ∇φ(R · x) ≡ 0

in general. Similarly, x 	→ A(R · x)∇φ(R · x) is not a gradient field either. Hence, the arguments of the
proof do not carry out to difference operators in the periodic case. Actually, counterexamples to Dykhne’s
formula are easily constructed in this case (see for instance the discrete example in [8], Sect. 4.1 for which
γ = 10 < 26.240099009901 . . . = ahom).

As opposed to the periodic case, the proof of Dykhne’s formula carries out from the stochastic continuous
case to the stochastic discrete case, as we quickly show now. Let d = 2 and A ∈ Aαβ be an i. i. d. conductivity
matrix whose entries, denoted by x 	→ a1(x) and x 	→ a2(x), take values α > 0 with probability 1/2 and β > 0
with probability 1/2. We then introduce the following two auxiliary conductivity matrices: Ā := αβA−1, and

Ã defined by Ã : x 	→ αβ diag
[
a2(x + e2)

−1, a1(x + e1)
−1
]
. Note that A, Ā and Ã have the same law, so that

they yield the same homogenized matrix Ahom. Let then ξ = ξ1e1 +ξ2e2 ∈ R
2 and φ̃ be the corrector associated
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with Ã and ξ. We introduce the vector field

W : x 	→ Ā(x)

[
ξ2 + ∇∗

2φ̃(x)

−ξ1 −∇∗
1φ̃(x)

]

.

The field W satisfies the following three properties.

Property 1.

∇∗ · A(x)W (x) = 0. (A.2)

A direct computation actually shows

∇∗ · A(x)W (x) = ∇∗ · A(x)Ā(x)

[
ξ2 + ∇∗

2φ̃(x)

−ξ1 −∇∗
1φ̃(x)

]

= αβ∇∗ ·
[

∇∗
2φ̃(x)

−∇∗
1φ̃(x)

]

≡ 0.

Property 2.

∇× W (x) = 0. (A.3)

Using the defining equation for the corrector, and the definitions of Ā and Ã, one has

∇× W (x) = ∇× Ā(x)

[
ξ2 + ∇∗

2φ̃(x)

−ξ1 −∇∗
1φ̃(x)

]

= ∇2(ā1(x)(ξ2 + ∇∗
2φ̃(x))) + ∇1(ā2(x)(ξ1 + ∇∗

1φ̃(x)))

= ∇2(ã2(x − e2)(ξ2 + ∇∗
2φ̃(x))) + ∇1(ã1(x − e1)(ξ1 + ∇∗

1φ̃(x)))

= ∇∗
2(ã2(x)(ξ2 + ∇2φ̃(x))) + ∇∗

1(ã1(x)(ξ1 + ∇1φ̃(x)))

= ∇∗ · Ã(x)(ξ + φ̃)

≡ 0.

From (A.3) we deduce that x 	→ W (x) is a gradient field.

Property 3.

〈W (x)〉 = Ahom(ξ2e1 − ξ1e2). (A.4)

To prove this property, we use the definitions of Ā and Ã, and the joint stationarity of Ã and ∇φ̃.

〈W (x)〉 =

〈

Ā(x)

[
ξ2 + ∇∗

2φ̃(x)

−ξ1 −∇∗
1φ̃(x)

]〉

=
〈

ã2(x − e2)(ξ2 + ∇∗
2φ̃(x))e1 − ã1(x − e1)(ξ1 + ∇∗

1φ̃(x))e2

〉

=
〈

ã2(x)(ξ2 + ∇2φ̃(x))e1 − ã1(x)(ξ1 + ∇1φ̃(x))e2

〉

= Ahom(ξ2e1 − ξ1e2).

In the last equality, we have used that ã1 and ã2 have the same law.
We are now in position to conclude. Since x 	→ W (x) is a gradient field and satisfies (A.2), one has by

definition of the homogenized matrix

Ahom 〈W 〉 = 〈AW 〉 . (A.5)
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We use (A.4) to rewrite the l. h. s. of (A.5) as

Ahom 〈W 〉 = A2
hom(ξ2e1 − ξ1e2), (A.6)

and the definition of Ā to rewrite the r. h. s. of (A.5) as

〈AW 〉 = αβ

〈[
ξ2 + ∇∗

2φ̃

−ξ1 −∇∗
1φ̃

]〉

= αβ(ξ2e1 − ξ1e2), (A.7)

by stationarity of φ̃. The combination of (A.5), (A.6) & (A.7) proves that

A2
hom = αβId,

from which we deduce Dykhne’s formula

Ahom =
√

αβ Id

since Ahom is symmetric positive definite.

B. Proof of Lemma 3.2

The proof of Lemma 3.2 is a discrete version of the corresponding proof in the continuous case in [8], Appendix.
The discreteness compels us to slightly modify the definitions of gT,j,k and χT,j (see below). Likewise, we have
to use a discrete Leibniz’ rule, which complexifies notation. As for the continuous case, we combine the decay
estimates of [9], Lemma 8, with Harnack’s inequality and Agmon’s positivity method (see [1]). We recall here
the Harnack inequality on graphs due to Delmotte (see [5], Prop. 5.3).

Lemma B.1 (Harnack’s inequality). Let a ∈ Aαβ and R ≫ 1. If g : Z
d → R

+ satisfies

−∇∗ · A∇g(x) ≤ 0 (B.1)

in the annulus {R/2 < |x| ≤ 4R} (that is gT is a nonnegative subsolution), then

sup
R<|x|≤2R

g(x) �

(

R−d

∫

R/2<|x|≤4R

g(x)2dx

)1/2

, (B.2)

where the multiplicative constant does not depend on R, nor on A.

For |x− y| ≤
√

T , (3.2) and (3.2) coincide with [10], Lemma 5, (2.10) and (2.11), and we only treat the case

|x − y| ≥
√

T .

Step 1. Operator positivity method. We first prove the exponential decay using the classical Leibniz rule, for
which the algebra is simpler. We shall deal with the modifications due to the discrete Leibniz rule in the last
step of this proof.

For b > 0, j, k ∈ N, let χ̃T,j : Z → [0, 1] and g̃T,j,k : Z → R
+ be given by

χ̃T,j(x) =

⎧

⎨

⎩

for |x| ≤ 2j
√

T : 0

for 2j
√

T ≤ |x| ≤ 2j+1
√

T : (2j
√

T )−1(|x| − 2j
√

T )

for |x| ≥ 2j+1
√

T : 1,
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−(2j+1
√

T + 2k+1) −2j+1
√

T

−2j
√

T

2j
√

T

2j+1
√

T

2j+1
√

T + 2k+1

1

2kb
g̃T,j,k

χ̃T,j

Figure 16. Functions g̃T,j,k and χ̃T,j .

and

g̃T,j,k(x) =

⎧

⎪⎪⎨

⎪⎪⎩

for |x| ≤ 2j+1
√

T : 0

for 2j+1
√

T ≤ |x| ≤ 2j+1
√

T + 2k : b(|x| − 2j+1
√

T )

for 2j+1
√

T + 2k ≤ |x| ≤ 2j+1
√

T + 2k+1 : 2k+1b + b(2j+1
√

T − |x|)
for 2j+1

√
T + 2k+1 ≤ |x| : 0.

These functions are plotted for convenience in Figure 16. We then set

gT,j,k : Z
d → R

+

x 	→
d∑

i=1

g̃T,j,k(xi),

and

χT,j : Z
d → [0, 1]

x 	→ 1 −
d∏

i=1

(1 − χ̃T,j(xi)).

Note that |∇gT,j,k(x)| ≤
√

db for all x ∈ Z
d, j ∈ {1, . . . , d}, k ∈ N. With the notation |x|∞ := max{x1, . . . , xd},

χT,j satisfies: χT,j ||x∞|≤2j
√

T ≡ 0 and χT,j ||x∞|≥2j+1
√

T ≡ 1.

Let s ∈ N \ {0}. We multiply the defining equation for GT by the test function

x 	→ χT,j(x)2 exp(2gT,j,k(x))GT (x).

Since this function is in L2(Zd) due to [9], Lemma 9, (2.23), we may integrate by parts the equation on Z
d,

obtaining

T−1

∫

Zd

(

χT,j(x) exp(gT,j,k(x))GT (x)
)2

dx

+

∫

Zd

∇
(

χT,j(x)2 exp(2gT,j,k(x))GT (x)
)

· A(x)∇GT (x)dx = 0. (B.3)
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We focus on the second term of the equation and use the (classical) Leibniz rule. For the sake of clarity, we
drop the subscripts and variables in the following calculation.

∇
(

χ2 exp(2g)G
)

· A∇G

= ∇
(

χ exp(g)G
)

· Aχ exp(g)∇G + χ exp(g)G∇
(

χ exp(g)
)

· A∇G

= ∇
(

χ exp(g)G
)

· A∇
(

χ exp(g)G
)

−∇
(

χ exp(g)G
)

· A∇
(

χ exp(g)
)

G
︸ ︷︷ ︸

♣

+χ exp(g)G∇
(

χ exp(g)
)

· A∇G.

We rewrite the second term of th r. h. s. as follows:

♣ = −χ exp(g)∇G · A∇
(

χ exp(g)
)

G − G2∇
(

χ exp(g)
)

· A∇
(

χ exp(g)
)

= −G2∇
(

χ exp(g)
)

· A∇
(

χ exp(g)
)

− χ exp(g)G∇
(

χ exp(g)
)

· A∇G,

by symmetry of A. The combination of these two equalities yields

∇
(

χ2 exp(2g)G
)

· A∇G

= ∇
(

χ exp(g)G
)

· A∇
(

χ exp(g)G
)

− G2∇
(

χ exp(g)
)

· A∇
(

χ exp(g)
)

≥ −βG2
∣
∣
∣∇
(

χ exp(g)
)∣
∣
∣

2

(B.4)

by the uniform bounds on A.
Setting ψT,j,k : x 	→ exp(gT,j,k(x))GT (x), we insert (B.4) into (B.3) to get

∫

Zd

(

T−1χT,j(x)2ψT,j,k(x)2 − βGT (x)2
∣
∣
∣∇
(

χT,j(x) exp(gT,j,k(x))
)∣
∣
∣

2
)

dx ≤ 0.

Using the properties of χT,j and gT,j,k, this yields

∫

|x|∞≥2j
√

T

(

T−1ψT,j,k(x)2 − βGT (x)2 |∇ exp(gT,j,k(x))|2
)

χT,j(x)2dx

≤
∫

2j
√

T≤|x|∞<2j+1
√

T

β |∇χT,j(x)|2 GT (x)2dx,

and finally

∫

|x|∞≥2j
√

T

(

T−1 − β |∇gT,j,k(x)|2
)

ψT,j,k(x)2χT,j(x)2dx

≤ βT−12−2j

∫

2j
√

T≤|x|∞<2j+1
√

T

GT (x)2dx.
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Choosing b = (2dβT )−1/2 and using the definition of χT,j , this turns into

∫

|x|∞≥2j+1
√

T

ψT,j,k(x)2dx ≤
∫

|x|∞≥2j
√

T

ψT,j,k(x)2χT,j(x)2dx

� 2−2j

∫

2j
√

T≤|x|∞<2j+1
√

T

GT (x)2dx.

We then pass to the limit k → ∞ by the monotone convergence theorem and use the definition of ψT,j,k for

|x|∞ ≥ 2j+2
√

T to prove the main result of this step:

∫

|x|∞≥2j+2
√

T

GT (x)2dx � 2−2j exp(−b2j+1
√

T )

∫

2j
√

T≤|x|∞<2j+1
√

T

GT (x)2dx (B.5)

for all s ∈ N \ {0}.

Step 2. Decay estimate and Harnack inequality. We now use the decay estimates of [9], Lemma 8, (2.23), with
q = 2: For all j ∈ N and d ≥ 2, we have (recall that | · | and | · |∞ are equivalent norms)

∫

2j
√

T≤|x|∞<2j+1
√

T

GT (x)2dx � (2j
√

T )d+(2−d)2. (B.6)

Since

−∇∗ · A∇GT (x) = −TGT (x) ≤ 0

for |x| ≫ 1, Lemma B.1 implies

sup
2j+3

√
T≤|x|∞≤2j+4

√
T

GT (x)

�

(

(2j
√

T )−d

∫

2j+2
√

T≤|x|∞≤2j+5
√

T

GT (x)2dx

)1/2

(B.5)

�

(

(2j
√

T )−d2−2j exp(−b2j+1
√

T )

∫

2j
√

T≤|x|∞<2j+1
√

T

GT (x)2dx

)1/2

(B.6)

�
(

(2j
√

T )−d2−2j exp(−b2j+1
√

T )(2j
√

T )d+(2−d)2
)1/2

≤ (2j
√

T )2−d exp(−b2j
√

T ),

which is the claim (3.2) for d > 2 and (3.2) for d = 2.

Step 3. Modifications due to the discreteness. In Step 1, we have used the standard Leibniz rule. In this step,
we complete the proof by turning to the discrete Leibniz rule, and prove the following inequality corresponding
to (B.4):

∇(χ2
T,j exp(2gT,j,k)GT (x)) · A∇GT (x)

≥ −4β(GT (x + ei)
2 + GT (x)2)

∣
∣
∣∇
(

χT,j(x)2 exp(2gT,j,k(x))
)∣
∣
∣

2

. (B.7)
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This inequality is a consequence of the following version of [9], Proof of Lemma 8, Step 5, (4.27)

∇(η2 Gq−1
T ) · A∇GT (x)

≥ (1 − 2C−1)

d∑

i=1

ai(x)
η2(x + ei) + η2(x)

2
(Gq−1

T (x + ei) − Gq−1
T (x))∇iGT (x)

︸ ︷︷ ︸

≥ 0

−C

d∑

i=1

ai(x)(GT (x + ei)
q + GT (x)q)|∇iη(x)|2,

with the values q = 2, C = 4, η(x) = χT,j(x) exp(gT,j,k(x)), and using that ai ≤ β. To prove this version of [9],
(4.26), one just needs to keep track of ai and not use the lower and upper bounds on ai in [9], Proof of Lemma 9,
Step 5. Setting ψT,j,k : x 	→ exp(gT,j,k(x))GT (x)2s, we insert (B.7) into (B.3) to get

∫

Zd

(

T−1χT,j(x)2ψT,j,k(x)2 − 4β

d∑

i=1

(GT (x + ei)
2 + GT (x)2)

(
∇i

(
χT,j(x) exp(gT,j,k(x))

))2
)

dx ≤ 0.

By the properties of χT,j and gT,j,k, this turns into

∫

|x|∞≥2j
√

T

(

T−1ψT,j,k(x)2 − 4β

d∑

i=1

(GT (x + ei)
2 + GT (x)2)

×(∇i exp(gT,j,k(x)))2
)

χT,j(x)2dx

≤
∫

2j
√

T≤|x|∞≤2j+1
√

T

4β(1 + exp(2b))

d∑

i=1

(∇iχT,j(x))
2
(GT (x + ei)

2 + GT (x)2)dx.

(B.8)

We then use the specific structures of gT,j,k: For all xi ∈ [−2j+1
√

T −2k+1,−2j+1
√

T −2k)∪[2j+1
√

T , 2j+1
√

T +
2k), one has g̃T,j,k(xi + 1) = g̃T,j,k(xi) + b, and

∇i exp(gT,j,k(x)) = exp

⎛

⎝
∑

l 
=i

g̃T,j,k(xl)

⎞

⎠

(

exp(g̃T,j,k(xi + 1)) − exp(g̃T,j,k(xi))
)

= exp

⎛

⎝
∑

l 
=i

g̃T,j,k(xl)

⎞

⎠ exp(g̃T,j,k(xi))(exp(b) − 1)

= exp

⎛

⎝
∑

l 
=i

g̃T,j,k(xl)

⎞

⎠ exp(g̃T,j,k(xi + 1))(1 − exp(−b)),

so that

(

∇i exp(gT,j,k(x))
)2

= exp(gT,j,k(x))2 (exp(b) − 1)2 (B.9)

= exp(gT,j,k(x + ei))
2 (1 − exp(−b))2 (B.10)

for xi ∈ [−2j+1
√

T − 2k+1,−2j+1
√

T − 2k) ∪ [2j+1
√

T , 2j+1
√

T + 2k).
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For xi ∈ [−2j+1
√

T −2k,−2j+1
√

T )∪ [2j+1
√

T +2k, 2j+1
√

T +2k+1), the same chain of arguments also yields
(B.9) and (B.10).

Finally, for

xi ≥ 2j+1
√

T + 2k+1,

xi < −(2j+1
√

T + 2k+1),

−2j+1
√

T ≤ xi < 2j+1
√

T ,

one has
(

∇i exp(gT,j,k(x))
)2

= 0.

We then deduce the following bound for all |xi| ≥ 2j
√

T :

(

∇i exp(gT,j,k(x))
)2

(GT (x + ei)
2 + GT (x)2)

(B.9)&(B.10)
= ψT,j,k(x + ei)

2(1 − exp(−b))2 + ψT,j,k(x)2(exp(b) − 1)2

�
(

ψT,j,k(x + ei)
2 + ψT,j,k(x)2

)

b2, (B.11)

for all 0 < b ≤ 1. Inserting (B.11) into (B.8) yields

∫

|x|∞≥2j+1
√

T

(T−1 − 4βdb2)ψT,j,k(x)2dx �

∫

2j
√

T≤|x|∞≤2j+1
√

T+1

GT (x)2dx,

and we may conclude as before, taking this time b = (8βdT )−1/2.
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