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SPECTRAL MEASURE AND APPROXIMATION OF HOMOGENIZED
COEFFICIENTS

ANTOINE GLORIA & JEAN-CHRISTOPHE MOURRAT

Abstract. This article deals with the numerical approximation of effective coefficients
in stochastic homogenization of discrete linear elliptic equations. The originality of
this work is the use of a well-known abstract spectral representation formula to design
and analyze effective and computable approximations of the homogenized coefficients.
In particular, we show that information on the edge of the spectrum of the generator
of the environment viewed by the particle projected on the local drift yields bounds
on the approximation error, and conversely. Combined with results by Otto and the
first author in low dimension, and results by the second author in high dimension,
this allows us to prove that for any dimension d > 2, there exists an explicit numerical
strategy to approximate homogenized coefficients which converges at the rate of the
central limit theorem.

Keywords: stochastic homogenization, spectral theory, ergodic theory, numerical
method.

2010 Mathematics Subject Classification: 35B27, 37A30, 65C50, 65N99.

1. INTRODUCTION

We consider a discrete elliptic operator —V*- AV, where V*- and V are the discrete back-
ward divergence and forward gradient, respectively. For all z € Z9, A(z) is the diagonal
matrix whose entries are the conductances w, . e, of the edges (2,2 + e;) starting at z,
where {e; };c {1,...,qy denotes the canonical basis of 7%, The values of the conductances are
random and their realizations are assumed to be independent and identically distributed.

Provided that the conductances lie in a compact set of R%, standard homogenization
results (see for instance [7]) ensure that there exists some deterministic matrix Apom
such that the solution operator of the deterministic continuous differential operator —V -
ApomV describes the large scale behavior of the solution operator of the random discrete
differential operator —V* - AV almost surely. As a by-product of this homogenization
result, one obtains a characterization of the homogenized coefficients Apom: it is shown
that for every direction & € RY, there exists a unique scalar field ¢ such that V¢ is
stationary, (V¢) = 0 (vanishing expectation), which solves the corrector equation

—V*-A(E+Ve) =0  inZ¢ (1.1)

and normalized by ¢(0) = 0. With this corrector, the homogenized coefficients Aoy, can
be characterized as

¢ Anomé = ((§+ Vo) - A§ + V). (1.2)

Date: August 18, 2010.



2 A. GLORIA & J.-C. MOURRAT

From the practical point of view, (1.2) is not of immediate interest since the corrector
equation (1.1) has to be solved

e for every realization of the coefficients w,

e on the whole Z¢.
Ergodicity allows one to replace the expectation by a spatial average (on increasing do-
mains) almost surely. To approximate ¢, one usually uses ¢g, the unique solution to
equation (1.1) on some large but finite domain Qr = (—R/2, R/2)¢, completed by say
periodic or homogeneous Dirichlet boundary conditions. Yet, the comparison of Vg to
V¢ is not obvious since V¢r and V¢ are not “jointly stationary”. In order to avoid this
difficulty, Otto and the first author have used a somewhat different strategy. We have pro-
ceeded in two steps: we first replace ¢ by its standard regularization ¢, unique stationary
solution to the modified corrector equation

pby —V* - AE+Ve,) =0  inZd
for some small > 0. Then, ¢, is replaced by ¢, g, the unique weak solution to

{M¢M,R_v*'A(§+V¢M,R) =0 in Qr NZ4,
¢ur = 0 on Z%\ Qg.

The advantages are twofold:

e V¢ and V¢, are jointly stationary, which is of great help for the analysis,

e ¢, is accurately approximated by ¢, r on domains of the form Q1 = (—L/2, L/2)¢
provided that (R—L),/fz > 1, due to the exponential decay of the Green’s function
associated with g — V* - AV in Z¢ (see [2]), so that we only focus on ¢, and not
¢u,r from now on.

In particular, we may approximate Ayom by the following average
€ Aunat = [ (4900 A+ o,
L

where x7, is a smooth mask supported on @, and of mass one. In [3], we have proved that
the L2-norm of the error in probability takes the form

2

(6 A1 = € Anom)”) = var[€- A1 n€] + (€ (Aur — Awom)€)®s (13)

where

13 'Au,1§ = <(§ + V(bu) : A(§ + V(bu» .
The first term of the r. h. s. of (1.3) is stochastic in nature and corresponds to the
variance of the approximation of the homogenized coefficients, whereas the second term
is a systematic deterministic error related to the fact that we have modified the corrector
equation.

In [3], we have proved that the stochastic error depends on the dimension and has the
scaling of the central limit theorem (in other words the energy density of the corrector
behaves as if it were independent from site to site): there exists ¢ depending only on the
ellipticity constants «, 3 such that
Ty if d=2
1/2 < L= In%p i ,
var [AIMLL] ~ L—d/2 if d > 2. (14)
2
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The systematic error has been identified in [4]. It also depends on the dimension for d < 5,
but saturates at d = 5: there exists ¢ depending only on the ellipticity constants «, 3 such

that
pln?p=t if d=2,

32 if d=3

_ < :U’ 1 9
|A“71 Ahom| ~ MQ ln,u_l if d:4, (15)

p?oif d > 4.

These two estimates are optimal (up to some possible logarithmic corrections for d = 2).
In order to use ¢, g as a proxy for ¢, on @, at first order we may take pt~ L2~ R2
Hence, the stochastic error dominates up to d = 8, so that the convergence rate of the
numerical strategy is optimal (it coincides with the central limit theorem scaling, which
is an upper bound):

2\ 1/2 L7'In?L if d=2,
<(£ : AL_Q,I,Lg =& Ahomg) > 5 ‘ Lfd/2 if 2<d<s.

Yet, for d > 8, the systematic error dominates and the numerical strategy is not optimal
any longer:

<(5 “Ap—2116-§- Ahom€)2>1/2 < Lt if 8<d.

The aim of this paper is to introduce new formulas for the approximation of Ay, using
the modified corrector ¢, (possibly with different p’s) in order to reduce the systematic
error. In early and seminal papers on stochastic homogenization (for instance [9] and [5]),
spectral analysis has been used to prove uniqueness of correctors, and devise a spectral
representation formula for Aypoy,. In particular, denoting by —L the generator of the
environment viewed by the particle, and by ey its spectral measure projected on the local
drift @ = V* - A (see Section 3), we have

€ Apom€ = (€ A€) - / Laes(n

As noticed by the second author in [8], A, 1 can also be written in terms of the spectral
measure e, (see Section 2 for details):

A
€ ALE = <£-A£>—/R+( A2 4,

M+>\)
= é_Ahomg_{':U’/ )\ )

The key idea of the present paper is to use this spectral representation in order to design
approximations of Ay, at an abstract level first, and then go back to physical space and
obtain formulas in terms of the modified correctors ¢,. We shall actually introduce, for
every integer k > 1, an approximation A,y of Apeym defined in terms of ¢y, ..., dor-1,,
and prove that, up to logarithmic corrections, the difference |Ayom — A, k| is bounded in
our discrete stochastic setting by

2(A)

dea()\)

Mmin{Qk,d/2} if d< 67

Mmin{Zk,max(?),d/Z—?))} if d> 6, (16)

(see Theorem 3 for a more precise statement). The systematic error associated with the

new approximations can be made of a higher order than (1.5) as soon as d > 4. The proof
3



4 A. GLORIA & J.-C. MOURRAT

of these estimates relies on the observation that the systematic error is controlled by the
edge of the spectrum e;((0, ). In turn, the systematic error also controls the edge of the
spectrum (see Theorem 4 for a precise statement), so that estimating the systematic error
is equivalent to quantifying ey((0, i)).

As we shall also prove, the variance estimate (1.4) is unchanged if A, is replaced by
Ay for all k& > 1. In particular, if we keep p~! ~ L2, we obtain a numerical strategy
whose convergence rate is optimal with respect to the central limit theorem scaling in
the stochastic case, for any d > 2. This improves and completes for d > 8 the series
of papers [3, 4, 2] by Otto and the first author on quantitative estimates in stochastic
homogenization of discrete elliptic equations. In turn, we also obtain “optimal” bounds
on e3((0, 1)) up to d = 6 (see Theorem 5), thus improving the corresponding results of the
second author in [8].

Note however that the bounds (1.6) are not yet optimal: the systematic error is expected to
behave as ,umin{%’d/ 2} in any dimension (up to logarithmic corrections), see also Remark 1
for the equivalent statement in terms of the edge of the spectrum. We wish to address
this issue in a future work.

The article is organized as follows. Although the main focus of this work is on stochastic
homogenization of discrete elliptic equations, we first describe the strategy on the elemen-
tary case of periodic homogenization of continuous elliptic equations in Section 2 (this new
strategy may indeed be valuable to numerical homogenization methods, see in particular
[1] for related issues). We introduce the spectral decomposition formula for the homog-
enized coefficients. The binomial formula then provides with natural approximations of
the homogenized coefficients in terms of the associated spectral measure. We conclude
the section by rewriting these formulas in physical space using solutions to the modi-
fied corrector equation, which yields new computable approximations of the homogenized
coefficients. In particular, this generalizes the method introduced in [1] and makes the
systematic error decay arbitrarily fast. Some numerical tests displayed in Appendix B
illustrate the sharpness of the analysis.

We turn to the core of this article in Section 3: the stochastic homogenization of discrete
elliptic equations. We first recall the spectral decomposition of the generator of the en-
vironment viewed by the particle. The algebra is the same as in the continuous periodic
case, so that the formulas we obtain in Section 2 adapt mutatis mutandis to the discrete
stochastic case. Yet, the error analysis is more subtle. We show that the asymptotic
behavior of the systematic error is driven by the behavior of the edge of the spectrum of
the generator. Using results of [8] in high dimension, and results in the spirit of [4] (see
Lemma 5 and Appendix A) in low dimension, we obtain estimates on the edge of this
spectrum, which show that the systematic error is effectively reduced in high dimensions
(although our bounds are not optimal when d > 6). We then note that the variance esti-
mates derived in [3] also hold for these approximations, thus concluding the error analysis
of the numerical strategy.

We will make use of the following notation:
e d > 2 is the dimension;
e In the discrete case, fzd dz denotes the sum over z € Z?, and I p dz denotes the

sum over = € Z% such that € D, D open subset of R?;
4
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(-) is the average in the periodic case, and the expectation in the stochastic case;

e var [] is the variance in the stochastic case;

e < and 2 stand for < and > up to a multiplicative constant which only depends
on the dimension d and the constants a, § (the ellipticity constants of the matrix
A, see Definitions 1 and 5) if not otherwise stated;

e when both < and 2 hold, we simply write ~;

e we use > instead of 2 when the multiplicative constant is (much) larger than 1;

(e1,...,eq) denotes the canonical basis of RY.

2. THE CONTINUOUS PERIODIC CASE

Definition 1. Let A : RY — My(R) be a Q-periodic symmetric diffusion matrix which is
uniformly continuous and coercive with constants § > a > 0: for almost all x € @ and
all € € R, |A¢| < Bl€] and € - AE > al€|?. The associated homogenized matrix Apgpy, is
characterized for all ¢ € R¢ by

5 : Ahom£ = <(£ + v¢) ’ A(£ + v¢)>
- /Q (€ + V) - A€ + Vg)da,

where () denotes the average on the periodic cell @, and ¢ is the unique @-periodic weak
solution to

~V-AE+Ve¢) =0 (2.1)

with zero average (¢) = 0.

Let us define £ : H! (Q) x H!.(Q) — RT, (¢, %) fQ Vi) - AVxdz the bilinear form

per per
associated with A. We call the quadratic form ¢ — E(1),v) the Dirichlet form. One may
write the homogenized matrix as

£ Apomé = (£ AE) — E(0,9). (2.2)

Indeed, the weak formulation of (2.1) implies
/ Vo A+ Vo)dz = 0, (2.3)
Q

and therefore

29) _

/g-Awdx = / Vo Acdr 2 /w-Awdx = —&(¢, ).
Q Q Q

The objective of this section is to use a spectral decomposition to design approximations

for £(¢, ¢).

2.1. Spectral decomposition.

Definition 2. Let A be as in Definition 1. We let £~! denote the inverse of the el-
liptic operator £L = —V - AV with periodic boundary conditions on L%(Q) = {v €
L?(Q) | fQ v(x)dr = 0}. It is a well-defined compact operator by generalized Poincaré’s

inequality, Riesz’s, and Rellich’s theorems.
5



6 A. GLORIA & J.-C. MOURRAT

By Hilbert-Schmidt’s theorem, there exist an orthonormal basis {1;};~0 of L3(Q) and
positive eigenvalues {);};~o (in increasing order) such that for all i > 0, L7 1y; = )\%Q/)Z
By definition, 1; € Héer(Q). Setting ¥g = 1 and A\g = 0, one may then characterize
Héer(Q) as

Z(l + N)a? < oo} .

1€EN

Héer ) = {u = Zaﬂ/}z

1€N

By Riesz’s representation theorem, this also implies for the dual Hper(Q) of H!..(Q):

per
Hper( {f > B Z oy } (2.4)
ieN 1€N
Hence, for all f € H 1(Q) such that (f,1),-1 ;1 = 0, the unique weak solution u €
per»*iper
1
Hper(Q) to
-V -AVu = f
is given by
(f, ¥y
_ pery per
w= ' Z i Wi
1eN\{0}

For all f € H 1(Q) such that (f,1) -1 i, = 0, we define the spectral measure ey of £

per

projected on f by
er = D (L) g m, O (2.5)
€N
where 0y, is the Dirac mass on \;. The above characterizations of H I'and H~! then allow
us to give a mathematical meaning to the formal functional calculus

O sy, = [ FOMes (N,

pers
for every continuous function ¥ : [0, +00) — R such that AU(A) < 1 as A — oc.

We are now in position to express the Dirichlet form of the corrector ¢ in terms of the
spectral measure projected on the “local drift”

0:=V- A € H(Q). (2.6)

In particular,

PeT7 per

_ (LE*D,L 1°>Hper,Hpe,

- /R ) Sdeo(M) 2.7)

Let us then turn to the approximation of Ay, used in [1], that is

§-Aug = (€4 Vou) - A€+ Vo)), (2.8)

(@) is the unique weak solution to the modified corrector equation

b =V AlE + V) = 0 (2.9)

where ¢, € H!

per
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that we more compactly write as (1 + £)¢, = 9. In this case, the weak formulation of
the equation implies

[ Vou- A€+ Vode = —n [ da, (2.10)
Q Q

so that the defining formula for A, turns into

€Al = (€ AL) — E(du 0p) — 2 (], - (2.11)

Proceeding as above, we rewrite the last two terms of the r. h. s. of (2.11) as
EGu b)) = (Llu+L)70, (1 +L£)710) o i1

per
= (LE+L) 70y m

per

A
_ /R e ) (2.12)

and
(Gp) = ((+L)7"0, (n+L)70) 0 1
= <D’(M+[’)_20>H_l H1

perstdper

1
/R e (2.13)

The combination of (2.2), (2.7), (2.11), (2.12) & (2.13) allows us to express the difference
between A, and Apem in terms of the spectral measure of £ projected on the local drift
0, as observed in [8, Addendum]:

§- (A,u - Ahom)g = E(gb, gb) - 5(¢u? gbu) —2u <¢i>
N SO S EA
a /w (A (b +A)? (M+)\)2> desld)

12
L 3oy

Not only does this identity suggest that |A, — Anom| ~ p* (as proved by a different
approach in [1]), but it also gives a strategy to construct approximations of Ay, at any
order. In particular, for all k£ € N, we write

(14N
+ A+ A

A 2k _ 2k
= e - [ S da) - [ e

€ Apom = (€ A) — /R de(N)

and set
i . (1 + NP — "
g'AM,kg = (AL — /R+ Mp + N2k dep(A)
2k—1 2% Mj)\Qkflfj
= <§ : A§> - Z (] ) /R+ Wdea()\). (2.14)

j=1
7
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Note that the only operator which has to be inverted to compute Au,k is indeed p + L,
and not L, as desired. In addition, this definition implies
2k

§- (Au,k — Apom)é = /R+ Wdea()‘),

which suggests that the error is now of order p2*.

In view of formula (2.14), the effective computation of (1 + £)~*d is needed in practice
to obtain Amk- This is a big handicap for the numerical method since the numerical
inversion of 1 + £ has to be iterated k times, which dramatically magnifies the numerical
error. Fortunately, one may use a sligthly different approximation of Ay, which avoids
this drawback, as shown in the following subsection.

2.2. Abstract approximations. Let us first introduce functions 9, 3, which are defined
as linear combinations of ¢, ..., gor-1, (and therefore easily computable) and will serve

as substitutes for (u + £)~%0.

Definition 3. Let A and @, £, and ? be as in Definition 1, Definition 2, and (2.6),
respectively. For all p > 0, the sequence of functions 9, € Hrl)er(Q) is defined by its first
term

1 =du=(u+L)", =1, (2.15)
and by the induction rule

_ 2 -
Okt = Chft Ok — Do)y Chp1 = <a + 1> - (2.16)

Defined this way, the functions 0, satisfy the following fundamental properties:
Proposition 1. Let 0, be as in Definition 3, then for all ;>0 and k > 1, we have

Vi1 = (W+L) o, (2.17)
ACDM,]C_H = (1+ Ck)agmk — Ck0p k- (2.18)
Proof. Identity (2.18) is a direct consequence of (2.16) & (2.17), and we only need to prove
the latter. We proceed by induction. Let us first check that it is indeed true for k = 1.
By definition of 9, 1, we have
(n+ L)y =0, (2.19)
and as a consequence,
(M + E)DQ,M =0—p 0gy1- (2.20)
Combining (2.19) and (2.20), one obtains :
(14 L)(Op1 = d2u1) = 11 02,1,
from which it follows that 9,2 = (u+L£)"'02,,1. Let us now assume that (2.17) is satisfied
at level £ > 1. Similarly, we have
(4 L)0y k1 = 02,

(1 + L)y k1 = Oap ke — M 02p kg1
Using these equalities, together with the definition (2.16) of 0, 41, we are led to

2
(1 + L)Opups1 — V2p k1) = Vopk — Oapk + 1 V2p 1 = [ (a + 1) 024 k41
8
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and thus, 0, 12 = (n+ E)*IDQWCH. O
In order to be consistent with (2.17), we set 9,0 = 0 for all 1 > 0.

We are now in position to define a suitable approximation of Ayoy,. The idea is to use the
identity

1 (p+A2@u+ A2 2 u+ )2

A A A2+ (2R N2
in (2.7), expand, and take advantage of Proposition 1 to efficiently compute terms of the
form 0, = (u+ L) '2p+ £)7L... (28 1u + £)71o. This gives rise to the following
(abstract) approximations of Ayem, and systematic errors:

Theorem 1. Let A and Anom be the Q-periodic diffusion matriz and the associated homog-
enized diffusion matriz of Definition 1. For any fived £ € R? such that |£| = 1, we denote
by ey the spectral measure (2.5) of L = —V - AV projected on the local drift o = V - AE.
For all k € N, we let P, : R x R — R be the polynomial given by

Py(p,A) = A7 ((u + A2+ A 2+ A)? - 2’“(’“’”u%> : (2.21)

and for all p > 0, we define the approzimation A, of Anom by

£ Appb = (€ AS) /]R+ (MJF/\)Q(QMJ”\)Q._.(QkflﬂJr/\)Qdea(/\). (2.22)
Then the systematic error satisfies
1 2k
0 < 5 (Aﬂvk - Ahom)g < 2k(k_1) <|A|2> <W> ,MQk. (223)

Proof. Starting point is the identity

_ 1 By(p, A)
g- (Aﬂ,k - Ahom)§ - /R+ (X - ()\ T M)Q . ()\ T Qk_lu)2> dea()\)
2k(k71)u2k

/W A+ )2 (A 4 26 Tp)2

which is a direct consequence of (2.2), (2.7), and (2.22). From this identity, and using Def-
inition 2, we infer that the systematic error is smaller than and asymptotically equivalent
to Cpu?* (as p tends to 0), where C' > 0 is given by

dea()\),

2
1 <Da ¢i>H*1 H1
P k(k—1 _ k(k—1 pers er
R ieN i
In order to estimate C via (2.24), we compare the spectral gap A of £ to the spectral gap
A} of —A on H!..(Q). By comparison of the two Dirichlet forms, we have

per
A > al.

The spectrum of the Laplace operator on H'. (Q) is explicitly known, and the spectral gap

per

given by A} = 472, Hence, recalling that (9,1)
9

g1 = 0 and using the characterization

—1
Hpeh per
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(2.4) of H .1(Q), one may bound the r. h. s. of (2.24) by

per
2
0, T’Z)Z'>nglr,H1

1 (
k(k—1) or
¢ S 2 (a)\O)QkZ i -
1 ieN v

1o\ 2k
= Qk(kﬂ)HaHzgelr (—40m2>

1 2k
2k(k—1) <|A|2> ( ) ,

dam?

IN

as desired. O

2.3. New formulas for the approximation of homogenized coefficients. In this
subsection, we show how to rewrite the approximations A, ; of Ay, introduced in The-
orem 1 in terms of the modified correctors ¢, oy, ..., dor-1,. We proceed by induction.

Proposition 2. Let ¢ be as in Definition 3. We define the sequence {ak,i}@l’ie{o,___’k,l}
by a10 =1 and the induction rules

ak4+1,0 = CgQg,0,
1—k -
Qg1 = Crg; — 2 "Craki—1 forie{l,k—1},
1—k
g1k = —2° "Cplpf—1-

Within the assumptions and notation of Theorem 1, the approximations A, of Anom
satisfy the formula: for all € € R?,

E-Aur = ((E+ Vo) A&+ Vo)
k—1k—1

k-1
> Tk <¢§iﬂ> F > Y kg (Gaiudain) s (2:25)
i=0

=0 7>
where the {¢q:, }ien are the modified correctors associated with & through (2.9), and the co-

efficients {n.i tk>1,0<i<ks, and {Vi,; jtrk>2.0<j<ko0<i<;j ore defined by the initial value m o =
0, and the induction rules

Mk+1,i = Mki+ (k=i _ 2’“2“)@%“7@- forie {0,k —1},
Me+1k = _2k2a%+17k7
Vktlik = (Qk(kfl)ﬂ —3x 2k2)ak+1,iak+1,k,
Vktl4,j = Vkij+ (Qk(kfl)@i +27) — 2k2+2)ak+1,iak+1,j for j € {0,k —1}.

Note that {vy; j}k>1,0<j<k0<icj does not require further initialization.
Proof. We proceed in four steps.
Step 1. Proof that for all k > 1,

_ 2
€ Apgrr€ = & A€ — 2R E @, Dpn) — 2V P00 4 0) . (2:26)
In order to prove (2.26), we first note that the polynomials Py defined in (2.21) satisfy the
identity
Pryi(i,3) = (250 + N2 P, X) + 28F= D02 4 oh* 41 2041 (2:27)
10
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Hence, formula (2.22) implies

/ P/H-l(/% >‘) d
R+ (,U + )\)2(2,[1 + )\)2 o (QkM + )\)2
(€ A€) — / (2"p + A)? Py, A)

r+ (L N)2(20 + N)2 - (2kp 4 \)2

/ ok(k=1) )2k 4 ok +1 ), 2k+1
r+ (A2 2+ A)% - (2Fp + N)?

(2.22) ok(k=1) \ 2k 1 2k2+1ﬂ2k+1
= §- Au,kg / - 5
(A2 2u+A)? - 2k +A)

E-Aurpé = (§-AE - ea(N)

(2.27)

deg()\)

dea()\)

deg()\).
From (2.17) in Proposition 1, we infer that (u+ £)~%--- (284 4+ £) 710 = 0, 4+1, so that
the above identity turns into

€ Appmé = - Ay g — 2k <£0“k+170u,k+1>Hp_eth

per

_ok?+1 2k+1 (D

K pok+15 Du,/’f+1>Hpe,,Hper

= €A —28EDRE QR V) — ok*+1 2k (02 1)

7

as desired.

Step 2. Proof that for all £ > 1,

k—1
P = an it (2.28)

1=0

We proceed by induction, and assume that (2.28) holds at step k. The induction rule
(2.16) then yields at step k + 1

T R A CPV Y
= e — ck21_k(2,u)k_102“7
k-1
= kY kit — k2" kZakmng
1=0 1=0

1-k
= CrakoPu + (ch ari =2 ag 1)y > — k2 g 10k

so that Mkau,k—kl = Zf:o g, i$oiy, as desired. It remains to recall that 9,1 = ¢, to
conclude the proof of (2.28).

Note that azo = 1 and ag 1 = —1. In particular, az o + a1 = 0 and the property

k—1
> ag; =0 (2.29)
=0

follows by induction, for all £ > 2.
11



12 A. GLORIA & J.-C. MOURRAT

Step 3. Proof that for all 7,7 > 1,
1
E(Paip, boip) = (€ AE) — B < €+ Vi) - A(§ + V¢2zp)>

€+ Vow,) - A€+ Vo) )
_M2i_1 <¢2¢u(¢2iu + ¢27p)> - :U‘2j_1 <¢21ﬂ(¢21ﬂ + ¢21u)> . (230)

We can easily see that (2.30) holds when ¢ = j. From (2.8) and (2.11), we have indeed
that

as desired. For general 7, j € N, we have, using (2.10) first for ¢2i,, and then for ¢y,

EGrudn) = (Voru AVn)
= (Voo - A€+ Vn) = (Vo - AS)
O 2 (i) — (Vi - A€+ V3i,)) + (Vniy - AV, )
=211 (Db + 211 (BB, ) + E (D2 D)
~2 1 (i) — 20 (D)
+ (€ AE) — (€4 Vo) - A(E + Vi) -

(2.10)

(2.31)

We conclude the proof of (2.30) by changing the roles of ¢ and j.

Step 4. Proof of (2.25).
In view of (2.26), we have to estimate two terms. We begin with the Dirichlet form:
inserting (2.28) in the integral yields

Kok
PRE@u k1, 0uki1) = DD r1,ihi1,5E (Do, Bi)-
i=0 j=0

We then appeal to (2.30) to turn this identity into

1P E® o1, O kr1)

k 9 kok
= (Z ak+1,i> (€A =D > 2+ 2)aky itk 115 (Do)
i=0 i=0 j>i
k .
- Z ,UQZaiH,z’ <¢§i“>

1=0

k k
=S anens( Cansns ) (2 () + (€4 Vom) - Al + Do) ).
i=0 j=0

12
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Taking into account (2.29), we finally have
1PFE@ k1, Okt 1)
== Z Z (1(2° + 2)ag 110k 41,5 (PoipP2ip) — Z p2'ai <¢§w> - (2.32)
i=0 j>i P

We now turn to the last term of the r. h. s. of (2.26) and appeal to (2.28):

k k k
M2k+1 <Di7k+1> = Z ,uaerLi <¢§,M> + 2 Z Z Hak41,i0k+1,5 <¢2¢M¢2ju> . (233)
1=0

i=0 j>i
We then prove (2.25) by induction, recalling that
Apr = €+ Veu) - A€+ V).
Let us assume that (2.25) holds at step & > 1. Combined with (2.32) & (2.33), (2.26)
turns into
E Appié = & Aup = 2 CDRE @1, ) — 2T (0 )
= €+ V) - A(E+ Vo))

k—1 k—1k—1
+HZ Mk i <¢§iu> +p Z Z Vhij (D2ipBaip)
=0 i=0 j>i
+2PED LN N2 2 ags k15 (o) + 27V 2Ry <¢§iﬂ>
i=0 j>i i=0
k ko k
2 2
D SRV C IS ST D) DITSERUSERICAR I
i=0 =0 j>i
from which we deduce that (2.25) holds at step k + 1. O

Proposition 2 yields the following formulas for the first four approximations of Apom:

§- Al = ((€+ Vo) A€+ V),
£ A€ = ((E+ V) - A€+ V) —3u(ey) — 20 (3,) + 5 (dud2u) |

€ Aust = {6+ V6 AC+V9) — 2 (6h) — 8u(dh,) — o (3,

41 22 10
o (Pudou) — N (Pudau) + SH (P2 Pap) »

3655 128 16
§-Apal = ((€+ V) A€+ V) = Tn(93) = =51 () — 54 (64)
8 1325 370 184
“ M <¢§u> + 3 M (Pud2u) — —5 1 (Pudan) + a1
44 20
+?N <¢2;¢¢4,u> - @/‘ <¢2,u¢8,u> + é:u <¢4u¢8u> .
13

441
63 H <¢u¢8u>
82



14 A. GLORIA & J.-C. MOURRAT

2.4. Complete error estimate. In this subsection, we combine the approximation for-
mulas A, ; with the filtering method used in [1]. The filters are defined as follows.

Definition 4. A function x : [-1,1] — R™ is said to be a filter of order p > 0 if
(i) x € CP([-1,1]) n WPHLo((=1,1)),

(i) J', x(z)da =1,
(iit) x®(=1) = x® (1) =0 for all k € {0,...,p — 1}.

The associated mask yr, : [-L, L]¢ — R* in dimension d > 1 is then defined for all L > 0
by
d
(@) = LA (L),
1=1

where z = (z1,...,24) € R%

Let now A and Ay be as in Definition 1. For all k > 1, 4 >0, p >0, and R > L > 0,
we define the approximation A, i g 1 of Apom as

§-Aurriré = ((+Vour) A+ Vour))L
k—1k—1

k-1
A Y i3 VL + 1D ki (b reir) L, (234)

i=0 i=0 j>i

where the coefficients 7, ; and vy ; ; are as in Proposition 2, the modified correctors ¢qi,, r
are the unique weak solutions in H(Qr) to

2i1u¢2iu,R -V A(£ + v¢2iu,R) = 0’

and ((-))z denotes the average with mask xr:

(s = [ baptos

The combination of [1, Theorem 1] with Theorem 1 and Proposition 2 then yields

Theorem 2. Let d > 2, A and Anom be as in Definition 1, k > 1, x be a filter of order
p >0, and A, g1 be the approvimation (2.34) of the homogenization matriz, where
R?>u'>R, R>L~R~ R—L. Then, there exists c > 0 depending only on «, 3 and
d such that we have

|Au,k,R,L - Ahom| 5 Li(erl) + lu’2k + M71/4 exXp (_C\/ﬁ(R - L)) . (235)

In order to illustrate Theorem 2, we provide the results of numerical tests in a periodic
discrete case in Appendix B. They confirm the sharpness of the analysis.

3. THE DISCRETE STOCHASTIC CASE

We start this section by defining the discrete stochastic model we wish to consider.
14
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3.1. Notation and preliminaries. We say that z,y in Z¢ are neighbors, and write z ~ v,
whenever |y — z| = 1. This relation turns Z?¢ into a graph, whose set of (non-oriented)
edges we will denote by B. We now turn to the definition of the associated diffusion
coefficients, and their statistics.

Definition 5 (environment). Let Q = [a, 5]%. An element w = (w)eep of Q is called an
environment. With any edge e = (z,y) € B, we associate the conductance w; , := we (by
construction wy , = wy 5). Let v be a probability measure on [, 3]. We endow 2 with the
product probability measure P = v®B. In other words, if w is distributed according to the
measure P, then (w,)ccp are independent random variables of law v. We denote by L?(Q)
the set of real square integrable functions on Q for the measure P, and write () for the
expectation associated with P.

In the framework of Definition 5, we can introduce a notion of stationarity.

Definition 6 (stationarity). For all z € Z9, we let 6, :  — Q be such that for all w € Q
and (z,y) € B, (0, w)z,y = Watsy+eo- This defines an additive action group {6, },cz4 on Q
which preserves the measure P, and is ergodic for P.
We say that a function f : Q x Z¢ — R is stationary if and only if for all z,z € Z% and
P-almost every w € €2,

flz+z,w) = f(z,0, w).
In particular, with all f € L?(Q), one may associate the stationary function (still denoted
by f) Z¢ x Q — R, (z,w) — f(8, w). In what follows we will not distinguish between
f € L*(Q) and its stationary extension on Z% x Q.

It remains to define the conductivity matrix on Z%.

Definition 7 (conductivity matrix). Let Q, P, and {6.},cz« be as in Definitions 5 and 6.
The stationary diffusion matrix A : Z¢ x Q — My(R) is defined by

A(I’, w) = dla‘g [wx,l‘-i-eiv v 7wx,x+ed] .
For each w € §2, we may consider the discrete elliptic equation whose operator is
-V* A(,w)V,

where V and V* are defined for all v : Z¢ — R by

u(z +ep) — u(x) u(z) —u(z —eq)

Vu(z):= | : , Viu(z):= | ¢ , (3.1)

u(r +eq) —u(z) u(z) —u(z — eq)
and the backward divergence is denoted by V*:, as usual. The standard stochastic ho-
mogenization theory for such discrete elliptic operators (see for instance [7], [6]) ensures
that there exist homogeneous and deterministic coefficients Ajn such that the solution
operator of the continuum differential operator —V - Ay V describes P-almost surely
the large scale behavior of the solution operator of the discrete differential operator
—V* - A(,w)V. As for the periodic case, the definition of A}y, involves the so-called

correctors ¢ : Z% x Q — R, which are solutions (in a sense made precise below) to the
equations

—V* - Alz,w)(€ 4+ Vo(z,w) =0, z€Z (3.2)

for ¢ € R%. The following lemma gives the existence and uniqueness of the corrector ¢.
15



16 A. GLORIA & J.-C. MOURRAT

Lemma 1 (corrector). Let 2, P, {0.},czqa, and A be as in Definitions 5, 6, and 7. Then,
for all € € RY, there exists a unique measurable function ¢ : Z% x Q@ — R such that
#(0,:) =0, V¢ is stationary, (Vo) = 0, and ¢ solves (3.2) P-almost surely. Moreover,
the symmetric homogenized matriz Anom s characterized by

¢ Anomé = ((§+ Vo) - A§ + Vo). (3.3)

As mentioned in the introduction, the standard proof of Lemma 1 makes use of the regu-
larization of (3.2) by a zero-order term p > 0:

pou(z,w) = V- A(z,w)(§ + Vou(z,w)) = 0, z e 74, (3.4)

Lemma 2 (modified corrector). Let 2, P, {0.},cz4, and A be as in Definitions 5, 6, and 7.
Then, for all 1 > 0 and & € RY, there exists a unique stationary function du € L?(Q) which
solves (3.4) P-almost surely.

In order to proceed as in the periodic case and use a spectral approach, one needs to
suitably define an elliptic operator on L?(€2) (which is the stochastic counterpart to the

space Hl (Q) of Section 2). Stationarity is crucial here. Following [9], we introduce

differential operators on L?(Q): for all u € L?(Q), we set
u(be,w) — u(w) u(w) — u(f_ew)
Du(w) = | : , D*u(w) :== | ¢ . (3.5)
u(fey) — u(w) w(w) = u(f-e,w)

We are in position to define the stochastic counterpart to the operator of Definition 2.

Definition 8. Let Q, P, {6.},.cz4¢, and A be as in Definitions 5, 6, and 7. We define
L:L2(Q) — L2(Q) by

Lu(w) = —D"-A(w)Du(w)
= D woa(u(®) - u(b )
z~0

where D and D* are as in (3.5).

In probabilistic terms, the operator —L is the generator of the Markov process called the
“environment viewed by the particle”. This process is defined to be (fx, w), where (X;)
is a random walk whose jump rate from x to a neighbor y is given by w; ,.

Using Definition 8 and the stationarity of ¢,, Lemma 2 implies that ¢, is the unique
solution in L2(9) to the equation

(nw+L)p, =0, (3.6)
where
d(w) := D" -A(w)&. (3.7)
At the level of the corrector ¢ itself (which is not stationary), the weak form of (3.6)
survives for u = 0: for every v € L?(Q2), we have

(Dy-AD¢) = (Do - Af). (3.8)
For all f € L?(Q2), we let £(f, f) be the Dirichlet form associated with £, defined by
EU F)=(LF 1) = (D AD ) = 23 (w0 (F0: )~ @) (39)
z~0
16
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As in the periodic case, the homogenized diffusion matrix satisfies the identity

§- Ahom§ = <§ ’ A§> - 5(¢7 ¢) (310)

The proof is formally the same as for (2.2), provided we use the weak form (3.8) of the
corrector equation, which holds for ¢ in place of ¥ (although ¢ is not stationary).

We refer the reader to [7] for the proofs of the statements above.

3.2. Spectral representation and approximations of the homogenized coeffi-
cients. The operator £ is bounded, positive, and self-adjoint on L?(£2). By the spectral
theorem, for any function f € L?(§2), we can define the spectral measure e 7 of L projected
on f, that is such that for any bounded continuous function ¥ : Ry — R, one has

ey = [ B des.

As in the periodic case, we can express the homogenized diffusion matrix in terms of the
spectral measure projected on 0.

Lemma 3. Let Q, P, {0.},c74, A, and L be as in Definitions 5, 6, 7, and 8. We let Apom
denote the associated homogenized diffusion matriz (3.3), and 0 be the local drift (3.7).
Then, the following identity holds

€ Anom = (¢ 48— |5 dea(0),

where ey is the spectral measure of L projected on 0.

Proof. In view of formula (3.10), we need to show that

£0.0) = [ 5 deold).

This is either a consequence of Kipnis and Varadhan’s arguments (see in particular [8,
Theorem 8.1]), or a consequence of [4, Corollary 1 & Remark 2]. We detail the second
argument. [4, Corollary 1 & Remark 2] imply that lim, .o Vé, = V¢ strongly in L?(Q),
hence

};11»1%) E(Qbu, Qs,u) = g(gb, gb)

Besides, for all © > 0, we have by definition of the spectral decomposition

A
E(Dy, = ——— def(N),
((bu ¢u) /[R+ ()\+M)2 f( )
and the result follows by the monotone convergence theorem. O

From Lemma 3, we deduce that the approximations A, ; introduced in Theorem 1 and
further characterized in Proposition 2 may also be used in this discrete stochastic case,

provided the notation (-) is understood as the expectation (instead of periodic average).
17



18 A. GLORIA & J.-C. MOURRAT

3.3. Suboptimal estimate of the systematic error. We let 9, ;, Py, and A, be as
in Section 2. In order to quantify the systematic error, we introduce, for any D, q, k > 0,
the function Errp 4 : R — R defined by

uk if k < D/4,
Brrp () = | s n59(u) it k= D/4
P2 (uty it k> D/A4,
where we write In; (z) = max{Inx, 1}. The purpose of this section is to show the following
theorem.

Theorem 3. Let ), P, {0,},c74, A, and L be as in Definitions 5, 6, 7, and 8, and ey be
as in Lemma 3. We let Anom denote the associated homogenized diffusion matriz (3.3),
and A,y be the approzimation (2.22) of Anem for p >0, and k > 1. Then, there exists
q >0 (depending on o and 3) such that for all £ € RY with |¢| =1,

Err2,q,k(u) lfd =2,

Errd,O,k(M) lf5 > d > 2,
0 < 5 : (Au,k - Ahom)£ S Errﬁ,l,k(:u') lfd = 67

Errg o 5 (1) if 12 > d > 6,

Errg_¢or(p) ifd>12.

In order to prove Theorem 3, we need to introduce some vocabulary. For all v > 1 and
q > 0, we say that the spectral exponents of a function f € L?(€2) are at least (v, —q) if
we have

m
| des) g rmt u),
0

Note that, if (7', —¢") < (v, —q) for the lexicographical order, and if the spectral exponents
of f are at least (v, —¢), then they are at least (7', —¢’). Hence, the phrasing is consistent.

In order to prove Theorem 3, we first express the systematic error in terms of the spectral
exponents of 0. This is the object of Theorem 4. We then prove estimates on these
exponents in Theorem 5, which concludes the proof of Theorem 3.

Theorem 4. Within the notation and assumptions of Theorem 3, the following two state-
ments hold: for all ¢ € R with |¢] =1,
(1) If the spectral exponents of 0 are at least (v, —q), then
uk if y > 2k +1,
0<¢- (Au,k - Ahom)f S ,U2k ln}:'q(/fl) if v=2k+1,
pr1 lni(ufl) if v < 2k + 1.
(2) Conversely,

n
§ : (A,u,k - Ahom)g 2/ M2k + Ml/ deb()‘)'
0

This theorem extends [8, Proposition 9.1]. We begin by proving the following result.

Lemma 4. If the spectral exponents of 0 are at least (7y,—q), then

2

0< & (Apk — Apom)é S 2 + 0! /OH_ ( O () ™) (3.11)

1+ u)2k
18
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Proof of Lemma 4. First, recall that

1
(A, — Ay = 2b(1) 2k/
& (Auk hom )€ H Rt A+ A)2 e (261 4 X)

The integral of the r. h. s. is non-negative and bounded by

1
/R oy el (3.12)

We perform a sort of integration by parts on this integral. To this aim, we let f/(\) be
given by

5 dea(N).

oy =2 L (e e+ R+ )N
O TES N A2(p + M)k '

We then rewrite the integral (3.12) in terms of f’, and use Fubini’s theorem:

1 +oo +o0o ,

/R+ 7)\(,“ FSVEE dea(N) = //\:0 /5:)\ f1(6) dé dey(N)
400 , 6

= /5:0 1(0) /}\:0 dep(N) do.

We split this double integral in two parts, and treat the cases ¢ € (1,400) and ¢ € (0, 1]
separately. We begin with the case when § ranges in (1, +00). We bound the inner integral

1) 00
/ deg()\) < / deg()\) - <02> < 4B2 g 1,
A A

=0 =0

by definition of the projection of the spectral measure on 9. This yields for the first part
of the double integral

+oo d 1
O [ de)as S o S
5=1 A=0 (p+1)%
We now turn to the case when § ranges in (0, 1]. The assumption on the spectral exponents
of 0 implies

1 5 1
! €d < "(5)67 In?(6~1 . .
f (5)/}\ dey(A) do < /0 £1(6)67 In%(67 ") do (3.13)

§=0 =0
Noting that
1
"0) < 2k +1)5——t
F(0) < 2k + 1) s
we bound the r. h. s. of (3.13) by (2k + 1) times

1 5'y—2 1

A change of variables yields the announced result. O

Proof of part (1) of Theorem 4. We first assume that v > 2k + 1. In that case, we let
~' be such that 2k + 1 < 4/ < . Since the spectral exponents of ? are at least (v/,0),
Lemma 4 ensures that

—1 1_9

’_ K ’U,fy
0< € (App— Anom)e < 12 + 400 1/ :
0

2k
1+u)?* '
19
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We now turn to the case when v < 2k + 1. We need to estimate the integral of the r. h. s.
of (3.11). To this aim, we note that

() 1) = (In() — In(w))? < 29 (1n9() + ()| ),
so that the integral in (3.11) may be estimated by

ph 2 It (=) ify =2k +1
- q(,—1 q < n (lu’ ) iy + )
/0 (1+ u)2k (In?(") + In(w)]?) du < ‘ In?(p~ 1) ify<2k+1,

as desired. 0
Proof of part (2) of Theorem 4. Let § > 0 be such that

/0(S dey(A) > 0.

By the non-negativity of the spectrum and of the integrand,
2k(k—1)lu2k
L e

ok(k—1) 2k 5
— / dea(A)-
S(puA40)%--- (2t +6)? Jo

§ : (A,u,k - Ahom)§

3 dea()\)

Hence,
§ : (Au,k - Ahom)f 2/ MQk-
In addition, there exists C' > 0 such that for all A € (0, u], one has

/1'2k - C
)\(M+)\)2"'(2k_1ﬂ+)\)2 = Iu'
Therefore,
I
€ (ue— Aom) 20" [ dea(),
0
which concludes the proof of the theorem. O

It remains to estimate the spectral exponents of 0.

Theorem 5. Within the notation and assumptions of Theorem 3, there exists ¢ > 0
depending only on the ellipticity constants o and B such that the spectral exponents of 0
are at least

( 7_Q) if d =2,

(d/2+1,0) if5>d>2,

(4,-1) if d =6,

(4,0) if 12 > d > 6,

(d/2 —2,0) ifd>12.

Remark 1. We conjecture that the spectral exponents of d are in fact (d/2 + 1,0) for
d > 2. If true, this would imply that the systematic error is in fact bounded by Errg g (1)
for any d > 2 and k.

In order to prove Theorem 5, we will make use of the following result.
20
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Lemma 5. Within the notation and assumptions of Theorem 3, there exists ¢ > 0 de-
pending only on the ellipticity constants o and 5 such that

pPnd () ifd =2,

1 d/2-3 if5>d>?2

2 )2) = deas(N) < | H L= ’
(( M,Q) ) /]R+ (M+)\)2(2M+)\)Z (V) S Iny (n) if d =6,
1 if d > 6,

where 0,2 is as in Definition 3.

Lemma 5 is a consequence of the results of [4]. Its proof, which is slightly technical, is
deferred to Appendix A.

Proof of Theorem 5. For all A < p, one has

il

(1 + A2 (2p+ A)?

1
> —.
— 36
Hence,

1

/ ' dey(N) < 36 / dep(N).
0 - rt (B4 A2 (20 + A)?

The announced bounds then follow from Lemma 5 for d < 12.

For d > 13, we use instead [8, Theorems 2.3 and 2.4], which ensure that there exist C' > 0
such that for all u > 0,
“w
/ A dey(N) < Oopd/?=3,
0
This shows that the spectral exponents of 0 are at least (d/2 — 2,0), since

/M dep(N) < /M A tdey(N).

0 0
u

3.4. Complete error analysis. As for the periodic case, ¢, can be accurately replaced by
®u,Rr, the solution of the modified corrector equation on a finite box @) g with homogeneous
Dirichlet boundary conditions. We refer the reader to [2] for details.

In order to perform a complete error estimate, one still needs to estimate the variance term
in the r. h. s. of the identity corresponding to (1.3). This is the object of the following
theorem.

Theorem 6. Let Q, P, {6.},c74, and A be as in Definitions 5, 6, and 7. We let Apom
denote the associated homogenized diffusion matriz (3.3), and for all k > 1, u > 0, and
L >0, we define the approvimation A,y 1, of Anom as

3 'Au,k,Lé = ((+ V(JS“) A+ v¢u)>>L
k—1k—1

k—1
10> el @3, Ve + 1YY vk (Boibai s
=0

i=0 j>i
where the coefficients ny; and vy ; are as in Proposition 2, the modified correctors ¢q:,
are as in Lemma 2, and ((-))1, denotes the spatial average

b (s = [ b (eds,
21
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where x — xr(z) is an averaging function on (—L,L)? such that [,, xr(z)dz = 1 and
IVxLllzee < L™, Then, there exists an exponent ¢ > 0 depending only on «, 3 such
that
L2+l p=t if d=2
< | - )
var [A,u,kyL] ~ L—d + /LQL_CH—Q Zf d> 2.

Theorem 6 is a direct consequence of [3, Theorem 2.1 & Remark 2.1] applied to each term
of A} in the form (2.25) of Proposition 2.

3.5. Polynomial decay of the variance along the semi-group. We end this section
with a short remark concerning some results of [8]. Let (S¢):>0 be the semi-group associ-
ated with the infinitesimal generator —L introduced in Definition 8. In [8], the asymptotic
decay to 0 of the variance of S;f is investigated. A slight modification of [8, Theorem 2.4]
reads as follows.

Theorem 7. Let f € L*(Q) be such that (f) = 0, and let v > 1, ¢ > 0. The following
two statements are equivalent :

(1) The spectral exponents of f are at least (v, —q) ;
(2)
((Se/)?) St77 i (b).

From Theorem 5, we thus obtain the following result, which strengthens [8, Theorem 2.3
and Corollary 9.3] when 4 < d < 12.

Corollary 1. Within the notation and assumptions of Theorem 3, there exists ¢ > 0
depending only on the ellipticity constants o and 3 such that

2 l(t) ifd=2,
—d/24) s> d > 2,
—4 ln+(t) ’lfd = 6,
—4 if 12>d > 6,
—(d/2=2)  rd > 12.

~

¢
¢
((S)*) S|t
¢
t
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APPENDIX A. PROOF OF LEMMA 5

We adopt the notation of [4]. In particular, we set T = !, denote by G the Green’s
function associated with the elliptic operator T~ — V* . AV, ¢7 the associated modified
corrector, and we set ¢ := 9, 2. Note that Gr and ¢ depend on the diffusion coefficients
A. The claim of the lemma, is equivalent to

T?In?T if d=2,
T3-4/2 if 5>d>2
2 < fl )
1) InT if d=6,

1 if d>6.
22
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Since (¢r) = 0, it holds that (¢7) = var [¢p]. From the identity r = T(¢7 — dor) we
learn that ¢)r depends continuously on the diffusion coefficients by [3, Lemma 2.6] so that
one may apply the variance estimate of [3, Lemma 2.3|. In particular,

ovr(0)\
< E = , A2
var [¢T] ~ - <S(L161:) < awe ( )
where the sum runs over the edges of Z%.

We proceed in four steps.

Step 1. Proof of

sup M' S (IVYr(2)| + pa(T)(1 + [Voor(2)]) Gr(0, €)

we Owe

(L4 [Vear(2)) /Z Gr(0,w)Gr (e, wydw, (A3)

where e = (2,2 + €;), Gr(0,¢) := Gr(0,z + €;) — Gr(0,2), Gr(e,w) = Gr(z + e;,w) —
Gr(z,w), and pug(T) = ln+7; i Zi ;’ Estimate (A.3) is a direct consequence of [4,
(3.10) & (3.21)], and [3, (2.14) & (2.16)].

Step 2. Proof of

/Zd {(IVYr(2)]? + pa(T)* (1 + [Vor(2)]*)Gr(0,e)*) dx

2?7 if

- T if
~ InT if
1 if d>

I
NONNQIICI

(A4)

ST Y
I

)

where ¢ only depends on the ellipticity constants «, 3. To prove (A.4), we first replace
the gradient of the Green’s function by the Green’s function itself and appeal to the
deterministic optimal pointwise estimate of [3, Lemma 4]:

|Gr(z,e)] < Gr(z,2) + Gr(z,z+e) < pa(T)(1 + |z — 2))> 4 min{1, VT|z — 2|~}
By stationarity, (|[Vr(2)]*) = ([Vir(0)[?), and (|[Véar(2)[*) < 4 (|¢2r(0)[*), so that by
[3, Proposition 2.1] and [4, (3.27) & (3.29)],
/Zd <(|V¢T(2)|2 + ,ud(T)Q(l + |V¢2T(z)|2)GT(0, e)2> dx

S (Ver(IR) + pal T (oarF) [ pa@R0+ ) min1, VTl 2}

pa(T)UT + )T if d=2,
VT +D)VT if d=3,
InT+1 if d=4,

1 if d> 4,

which yields (A.4) for T > 1.

N
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Step 3. Proof of

2 / / /
/Zd<(1+yv¢2T(z)y )/Zd } GT(O,w)GT(O,w)]GT(e,w)HGT(e,w)\dwdw>dz

T?°I?T if d=2,

o T3 5>d> 2,
~ InT if d=6,
1 if d>6.

(A.5)

where ¢ only depends on the ellipticity constants a, (.
We first estimate the Green’s function using the deterministic pointwise estimate of [3,
Lemma 4]:

/ <(1+yv¢2T(z)y2)/ GT(O,w)GT(O,w’)]GT(e,w)HGT(e,w')]dwdw'> d
7.4 74 J74d
S [ @R ) ) mindL, Vel mindt, V]

zd Jz4d
< [ (04 Vo) PIGr (e w)[Gr(eu)]) dedudu’ — (A0)
Z
for some k£ > 1 to be fixed later (k = 5 will be enough). We then deal with the inner
integral, and appeal to the Meyers’ estimate of [3, Lemma 2.9] and the bounds of [3,
Proposition 2.1] on the moments of the modified correctors. We let p > 2 be the Meyers’

exponent. By Hoélder’s inequality in probability with exponents ((p — 2)/p,2/p), Cauchy-
Schwarz’ inequality, and stationarity of VG, we have

[ {0+ IVon PG, w)Gr(e.u)) dz
S [ (141900 ) (Grle ) )7 (Gr(eu)P) P s
Zd
< [ (14 90 PO ) (9.6t = w,0) 7 (V.G — ' 0)F) P dz
7.4
S w1 [ V.Gl = w o)) (V.61 (e~ ' 0P) P . (A7)
7.4
The combination of (A.6) & (A.7) with [3, Lemma 2.9] yields
[ {as1vor P [ [ 610060006 wlicr (e w)dude’ ) as
7.a 7d J74
S @ [ [ ar(bar(uhe(: = whe(: - w)dzdud’,

where gr(t) = (14 )2~ min{1,v/Tt~"}*, and hp is such that: for R ~ 1,

/ hr(z)? < 1,
|z|<R

and for all R> 1 and all j > 1,

/ hy(x)?de < (27 R)424D min{1, VT2 k.
2/ R<|z|<2/+1R
24
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As we shall prove in the next step, this implies (A.6). Combined with Step 1 and Step 2,
this proves the lemma.

Step 4. Proof of

L, L, [ orttubar(uDin(: = wiha (s - u)dsdude’

T?’InT if d=2,

o | T3Y2 0 5>d>2,
~ InT if d=6,
1 if d>6.

The proof of (A.8) is made technical because the bounds on Az do hold integrated on
dyadic annuli, and not pointwise. In line with the bounds on Ay, we prove the claim by
using a doubly dyadic decomposition of Z? x Z? combined with the results of [3, Proof
of Lemma 2.10, Steps 1, 2 & 4], that we recall for the reader’s convenience: there exists
R ~ 1 such that for all i € N,

/ / hr(2)hr(z — x)dzdz
2 R< x| <21 R J 2| <|z—x]

< | @R)?max{l,In(VT(2'R)™ )} if d=2, (A.9)
~ | (2'R)? if d>2, '
InT if d=2,
/||<4R/||< |hT(z)hT(z—x)dzdx < 1“ ;f P (A.10)

We first use the symmetry with respect to w and w’ to restrict the set of integration to
|w’| > |w|, and we make a change of variables

/Zd /Zd /Zd gr(jw|)gr (W) hr(z — w)hr(z — w')dzdw'dw

= 2/ / / gr(|w)gr (|w')hr(z — w)hr(z — w')dzdw'dw
wezd Juw ezt Ju'|>|w| Jz4
- 2/ / / gr(|w])gr (|w'|)hr(2)hr(z — (w — w'))dzdw'dw,
weZd Jw—w'€Z,|w'|>|w| JZd

25
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followed by the associated doubly dyadic decomposition of space

/Zd / / gr(|w))gr(|w')hr(z — w)hr(z — w")dzdw'dw
S 2> 30 N

1€N jeN

gr(|w])gr (lw')

w—w'| <29TR

R < |
[w'| > |wl]
X /Zd hr(2)hr(z — (w — w'))dzdw'dw  (A.11)

) [ R
'LU =

JEN |>||

X /Zd hr(2)hr(z — (w — w'))dzdw'dw  (A.12)

+ / / - gr(uler())
Z 2iR<jw|<2itiR J W W IR

i€N w'| > Jwl

X / hr(2)hr(z — (w — w'))dzdw'dw  (A.13)
74

/|<R/|ww’l<R (lw))gr (Jw')

w'| > |wl

X / hr(2)hr(z — (w — w'))dzdw'dw, (A.14)
7d

where R ~ 1 is as above. We begin with the last term (A.14) of the sum, and appeal to
(A.10) and the definition of gr:

/ |<R/|w—w <R ’w’)gT(’w ’) /Zd hT(Z)hT(Z - (w - w/))dzdw/dw

=
< / / hr(2)hr(z — (w — w'))dzdw’
|lw—w'|<R JZ4

InT if d=2,
1 if d>2. (A.15)

~

We continue with (A.13). Since |w — w'| < R, gr(Jw’'|) ~ gr(Jw|), and we have using
(A.10) and the definition of gr:

3 Lononcmonn ot 9r(tolor (el [ ha(Giirte - o whpazdula

i€N w'| > |l

< Z/ gr(|w])2dw / / h ()b (= — (0 — w'))dede!
ieN Y 2P R<|w| <27 IR |lw—w'|<R J7Z4
TInT if d=2,
VT if d=3
< 9
S| T if d=4, (A.16)
it d> 4
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For (A.12) we note that |w| < R and 2/ R < |w —w'| < 277! R imply that |w'| ~ 2/ R, and
we appeal to (A.9):

Z/| <R/2jR<|ww’<21+1R gT(|w|)9T(|w/|)/Zd hT(Z)hT(Z—(w—w/))dzdw'dw

JEN [w'| = |w]

S O Y gr@R) [ |
JeN 21 R<|w—w'|<29+1R
TInT if d=2,
VT if d=3,
InT if d=4, (A-17)
1 if d> 4.

/ hr(2)hr(z — (w — w'))dzdw’
7d

N

The dominant term is (A.11). We split the double sum into three parts according to the
range of 7 and j:

e the diagonal part: |i — j| <1,
e the off-diagonal parts: ¢ > j+ 2 and j > i+ 2.

For |i — j| <1, we use the inequality |w| < |w'| < |w|+ |w — w'[ so that for the it" term
of the sum, |w'| ~ 2"R. In particular, using (A.9), this yields for the diagonal term

/
Z Z /2iR<w|§2i+1R/2jR<|wW'<2”1R gr([w|)gr(jw')

i€N [j—i|<1 w'| > |

X /Zd hr(2)hr(z — (w — w'))dzdw'dw

< Z(Q’R)dgT(QiR)Q/ /hT(z)hT(z—(w—w'))dzdw'
ieN 2i-1 R<|w—w’|<24+2R J 724
< S RHED min{1, VIR R) (2 R)Ppa(T)
1€N
— ™) Y@ R min{1, VT (2 R) 1)
€N
T?>InT if d=2,
VT it d=3,
T if d=
< ; A.18
~ VT if d=05, (A.18)
InT if d=6,
1 if d>6.

We turn to the first off-diagonal term: those integers i, 7 such that ¢ > j 4 2. In this case,

we use the estimate [w —w'| — Jw| < |w'| < |w —w'|+ |w], which shows that for the (i, j)"

term of the sum, |w'| ~ 2'R. In particular, using (A.9), this yields for the first off-diagonal
27
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term

/
Z /R<w|<2i+1R/2jR<wW’<2HIR gr(|lw|)gr(|w'])

€N j<i—2 |[w'| > |w]|

X /Zd hr(2)hr(z — (w — w'))dzdw'dw

< 2R / /hTthz— w —w))dzdw
lGZN( ];2 21 R<|w—w'|<27+1 R J7¢ ( ) ( ( ))
< ST@ R D min{1, VTZRIY S (29 R)u(T)
ieN J<i—2
< SC@ R min{1, VTR Y (2 R) ()
iEN
T?’InT if d=2,
VT if d=3,
T if d=4
- , A.19
~ VT if d=5, (A.19)
T if d=6,
1 if d>6.

We now treat the last term of the sum, that is those integers ¢, j such that j > i + 2.
Then, similarly to (A.19) we deduce that for (i, ) term of the sum, |w’| ~ 2/ R. Hence,

using (A.9), we obtain

>/

/
2IR<|w|<2HFIR /2 ‘R < \w—u/\ < 2itIR gr(Jw])gr(Jw'|)
— ’

(A.20)

i€N j>i+2 w'| > [wl
X hr(2)hr(z — (w — w"))dzdw'dw
7.4
< Z(TR)dgT(?iR) Z gT(ZjR)/ / hr(2)hr(z — (w — w'))dzdw’
ieN J>it2 27 R<|w—w'|<2it1R J 74
= Z gT(ZjR)/ / hr(2)hr(z — (w — w'))dzdw’ Z (2'R)%gr(2'R)
S ) gr(@R)(2ZR)ua(T) > (2'R)%gr(2'R)
JEN i<j—2
T?InT if d=2,
VT if d=3,
_ T it d=4,
~ VT if d=5,
InT if d=6,
1 if d>6.

as for the first off-diagonal term.

Estimate (A.8) then follows from the combination of (A.11)—(A.14) with (A.18)—(A.20)

and (A.15)—(A.17).
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FIGURE 1. Periodic cell in the discrete case

APPENDIX B. NUMERICAL TESTS IN THE DISCRETE PERIODIC CASE

Numerical tests of [1] have confirmed the sharpness of Theorem 2 for the approximation
Au 1,1 on a discrete periodic example. In the present work, we consider the same discrete
example, and numerically check the asymptotic convergence of A, 2 r 1 to Anom. As
expected, the systematic error is reduced, and the limiting factor rapidly becomes the
machine precision. The discrete corrector equation we consider is

~V*- A+ V) =0 in Z2,
where V and V* are as in (3.1), and
A(.%') := diag [wx,x-i—elawx,x-i-eg] .

The matrix A is [0, 4)2-periodic, and sketched on a periodic cell on Figure 1. In the example
considered, wy z4e; and wy 46, represent the conductivities 1 or 100 of the horizontal edge
(xz,z+e1) and the vertical edge (z, z+e2) respectively, according to the colors on Figure 1.
The homogenization theory for such discrete elliptic operators is similar to the continuous
case (see for instance [10] in the two-dimensional case dealt with here). By symmetry
arguments, the homogenized matrix associated with A is a multiple of the identity. It can
be evaluated numerically (note that we do not make any other error than the machine
precision). Its numerical value is Apon = 26.240099009901 . ... To illustrate Theorem 2
in its discrete version (which is similar, see [1] for related arguments), we have conducted
a series of tests for A, 9. In particular, we have taken p ~ R332 L = R/3, and a filter of
infinite order. In this case, the convergence rate is expected to be of order 3 for A, 1, and
of order 6 for A, 5. This is indeed the case, as can be seen on Figure 2, where R denotes
the number of periodic cells and ranges from 6 to 400 (that is log(R) up to 2.6).
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