
HAL Id: inria-00510175
https://inria.hal.science/inria-00510175v1

Submitted on 13 Oct 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Billboard Clouds for Extreme Model Simplification
Xavier Décoret, Frédo Durand, François X. Sillion, Julie Dorsey

To cite this version:
Xavier Décoret, Frédo Durand, François X. Sillion, Julie Dorsey. Billboard Clouds for Extreme Model
Simplification. Proceedings of the ACM Siggraph, 2003, San diego, United States. �inria-00510175�

https://inria.hal.science/inria-00510175v1
https://hal.archives-ouvertes.fr


Billboard Clouds for Extreme Model Simplification
Xavier Décoret
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Frédo Durand

MIT LCS
François X. Sillion

Artis INRIA
� Julie Dorsey

Yale University

(a) (b) (c) (d)

Figure 1: Example of a billboard cloud: (a) Original model (5,138 polygons) (b) false-color rendering using one color per billboard to show
the faces that were grouped on each (c) View of the (automatically generated) 32 textured billboards (d) the billboards side by side.

Abstract

We introduce billboard clouds – a new approach for extreme sim-
plification in the context of real-time rendering. 3D models are sim-
plified onto a set of planes with texture and transparency maps. We
present an optimization approach to build a billboard cloud given a
geometric error threshold. After computing an appropriate density
function in plane space, a greedy approach is used to select suitable
representative planes. A good surface approximation is ensured by
favoring planes that are “nearly tangent” to the model. This method
does not require connectivity information, but instead avoids cracks
by projecting primitives onto multiple planes when needed. For ex-
treme simplification, our approach combines the strengths of mesh
decimation and image-based impostors. We demonstrate our tech-
nique on a large class of models, including smooth manifolds and
composite objects.

CR Categories: I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

Keywords: Billboard, model simplification, LOD, image-based
rendering, error-driven simplification, real-time rendering

1 Introduction

An important challenge in computer graphics is to adapt the repre-
sentation of a model to the available resources, by constructing a

�
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simplified model that guarantees an “optimal” combination of im-
age quality and rendering speed. Note that model simplification is
not required solely for performance reasons. As models become
more precise geometrically, they typically incorporate smaller de-
tails, and the limited resolution of the display produces aliasing.
The model should therefore be pre-filtered to minimize artifacts
such as flickering and disappearing objects.

Mesh decimation has dramatically progressed, and techniques
such as edge collapse permit efficient and accurate simplification,
e.g., [Heckbert and Garland 1997; Puppo and Scopigno 1997; Lue-
bke 2001]. However, these methods work best on finely tessellated
smooth manifolds, and often require mesh connectivity. Moreover,
the quality of the simplified model becomes unacceptable for ex-
treme simplification (less than a couple hundred polygons): The
nature of the simplification primitives – opaque triangles – makes
it difficult to treat complex, disconnected objects such as trees. An-
other great difficulty with extreme simplification is maintaining vi-
sual detail. Large models combining many different textures are es-
pecially difficult to simplify, since some vertices have to be retained
in the model because they play a special role as texture coordinate
holders. Therefore in situations such as game authoring, extremely
simplified models have to be optimized manually.

On the other hand, image-based acceleration is very efficient for
distant scenery, as it can naturally fuse multiple objects, but of-
fers only limited parallax effects. As a special case, billboards are a
popular representation to represent complex geometry such as trees.
They consist either in a single texture-mapped rectangle kept par-
allel to the image plane, or in two rectangles arranged as a cross.
They work well in the distance, but the planes become unaccept-
ably conspicuous when the viewpoint gets closer, resulting in the
“cardboard-set look,” about which gamers complain.

This paper introduces a new approach for extreme simplification,
i.e. the simplification of complex static 3D models to a few prim-
itives. We propose a new representation for the model, composed
of a set of planar polygons with texture and transparency maps. We
call this representation a billboard cloud to emphasize the complex
and uncorrelated geometry of the billboards. Previous techniques
typically perform well only on either smooth connected manifolds
or on distant geometry with few parallax effects. Billboard clouds
effectively bridge this gap and permit extreme simplification of ar-
bitrary models, with good visual fidelity including appropriate par-



allax and silhouettes. We stress that our method is not competing
with mesh decimation for the creation of finely tessellated simpli-
fied models. Rather it is complementary and aimed at extreme sim-
plification, where the small number of primitives in the simplified
model makes mesh simplification less attractive.

1.1 Previous work

Our technique is related to a large body of work, since it offers a
continuum of simplification – from a single billboard to a geometric
representation similar to face clustering.

Mesh decimation, e.g. [Heckbert and Garland 1997; Puppo and
Scopigno 1997; Luebke 2001] has mostly focused on the simplifi-
cation of single manifolds, where the simplified model has the same
topology as the input. Silhouette clipping [Sander et al. 2000] dra-
matically improves the rendering quality, but suffers from the same
limitation to manifolds. There are notable exceptions that merge
different manifolds, such as vertex clustering [Rossignac and Bor-
rel 1993; Luebke and Erikson 1997; Low and Tan 1997], the use
of lower-dimensional manifolds [Popovic and Hoppe 1997; Low
and Tan 1997], or the use of virtual edges [Garland and Heck-
bert 1997; Erikson and Manocha 1999]. These techniques work
extremely well when the size of the simplified representation is
moderate (several hundreds or thousands of polygons). However,
for extreme simplification, they suffer from the inherent limitation
of opaque polygons or simplices for representing complex geome-
try. Moreover, the handling of multiple textures is not trivial, and
basically requires the computation of new textures [Cohen et al.
1998; Cignoni et al. 1998; Sander et al. 2000]. While our approach
does also require new textures, we make this texture computation
an inherent part of the representation, which essentially decouples
texture and geometric complexity, while allowing complex trans-
parency effects.

Our technique is closely related to superfaces [Kalvin and Tay-
lor 1996] and face clustering [Garland et al. 2001; Sheffer 2001],
which group connected sets of nearly coplanar faces. Computer
vision has also studied techniques to cluster a range image into pla-
nar regions, e.g. [Faugeras et al. 1983]. These approaches require
appropriate triangulation to be rendered by current graphics hard-
ware, increasing the number of primitives. A key difference is that
our technique does not require connectivity of the clustered faces.
This allows us to treat a larger class of inputs, such as vegetation
and small parts of objects, and to perform more aggressive simpli-
fication. Moreover, our use of transparency provides a much more
flexible and faithful planar primitive.

Maciel and Shirley proposed to replace distant geometry with
view-dependent or view-independent impostors [1995], which was
later extended to a hierarchy of cached images facing the viewer
[Schaufler and Sturzlinger 1996; Shade et al. 1996]. Meshed im-
postors, e.g. [Sillion et al. 1997; Darsa et al. 1997], layered depth
images [Shade et al. 1998; Popescu et al. 1998] and layered im-
postors [Schaufler 1998; Décoret et al. 1999] have been developed
to better capture parallax effects, at the cost of increased rendering
complexity. Other techniques permit better transitions between im-
postors and geometry, e.g. [Aliaga 1996; Aliaga and Lastra 1998].
The The Delta tree proposes an encoding of reference views from
which new views can be efficiently generated [Dally et al. 1996].
Talisman graphics hardware system also uses an image-based strat-
egy to reduce the load of the 3D engine [Torborg and Kajiya 1996].
The approach by Aliaga et al. [1999] and Wilson et al. [2002] is
particulary related to our technique. They use an optimization strat-
egy to choose the placement of impostors. Their methods however
are based on sample views, while ours relies on a direct analysis of
the model.

Oliveira et al. proposes an efficient pre-warping scheme for
rendering complex geometry using textured quads [Oliveira et al.
2000]. Parallel textured planes similar to layered impostors have
also been used to render volumetric objects such as trees or hair

[Meyer and Neyret 1998; Lengyel 2000]. Max et al. [1999] have
developed specialized techniques to exploit the natural hierarchy
of trees. Point-based rendering, e.g., [Levoy and Whitted 1985;
Grossman and Dally 1998; Rusinkiewicz and Levoy 2000], and
surfels [Pfister et al. 2000] are other alternative representations for
fast display that work well with complex objects such as vegeta-
tion. Our technique combines both the flexibility of the latter un-
structured representation and the efficiency of the more structured
image-based techniques.

1.2 Billboard clouds

We introduce the billboard cloud as an alternative representation of
a complex static 3D model. This representation consists of a set
of textured, partially transparent polygons (or billboard), with in-
dependent size, orientation and texture resolution (see Figure 1). A
billboard cloud is built by choosing a set of planes that capture well
the geometry of the input model, and by projecting the triangles
onto these planes to compute the texture and transparency maps as-
sociated with each plane of the billboard. Textures can also include
more than simple color information (e.g., normal maps for pixel
shaders). Billboard clouds are rendered by rendering each polygon
independently.

A major advantage of billboard clouds is that no topological in-
formation (such as polygon connectivity) is required. Moreover the
visual complexity of the billboard cloud results mainly from the tex-
ture, and no complex boundary description is necessary. Many pre-
vious techniques for accelerated display of complex models have
employed the notion of multiple, partially transparent polygons,
and can indeed be seen as special cases of billboard clouds.

We express the generation of a billboard cloud from a 3D model
as an optimization problem defined by an error function, and a cost
function. We use an error metric based on the Euclidean L∞ norm;
it is computed in object-space and is view-independent. The cost
function involves the number of planes and the compactness of tex-
tures.

We then use an error-based construction strategy. A maximum
tolerable error ε is set, and the aim is to build the billboard cloud
respecting this threshold with the minimum cost. Our algorithm is
a greedy optimization in that we iteratively select planes that can
“collapse” the maximum number of faces. This selection is based
on a density computed in a discretized version of plane space: The
density tells us the amount of faces that can be simplified by a plane.
Faugeras et. alhave studied this problem of fitting planes to a set of
primitives [Faugeras et al. 1983]. Their approach is to successively
merge adjacent primitives while enforcing the error bound. This
approach is also used by Garland et. alto cluster faces [Garland
et al. 2001]. Our solution does not rely on merging but on a repre-
sentation of plane space where dominant planes of the model can
be directly identified.

In Section 2, we define density and explain how to rasterize this
quantity onto a grid in plane space. Our greedy plane selection is
then described in Section 3.

2 Density in plane space

In order to estimate the relevance of planes, we compute a density in
plane space. Density is defined using three important notions: va-
lidity, coverage and penalty. Validity is binary and assesses whether
a plane is a valid simplification of a face. Coverage includes an ad-
ditional notion of representation quality. Finally, penalty prevents
undesirable planes. We define the density d

�
P � of a plane P as :

d
�
P ��� C

�
P ��� Penalty

�
P � (1)

where C
�
P � is the coverage, that is the “amount” of faces f for

which P is a valid representation. We will see in Section 2.2 how
this is estimated. We clamp d

�
P � to zero to ensure positive values.



We consider oriented planes, that is, the orientation of the normal
matters.

2.1 Validity

We use the following error criterion: the Euclidean distance be-
tween a point and its simplification should be less than ε. This
means that a point is allowed to move only in a sphere of radius ε.

We say that a plane P yields a valid representation of a point v
if there exists a point p on P such that �	� vp �
��� ε. We define the
validity domain of v as the set of planes that can represent it, which
we denote by validε

�
v � . It is the set of planes that intersect the

sphere of radius ε centered on v.
A plane is valid for a polygon if it is valid for all its vertices. The

validity domain validε
�
f � of a face f is the intersection of the va-

lidity domain of its vertices. Geometrically, this corresponds to the
set of planes intersecting a set of spheres. We will interchangeably
say that a face is valid for a plane, and that the plane is valid for the
face. Each plane P is associated with a set of valid primitives called
its validity set, which we note validε

�
P � . Without loss of general-

ity we will consider all polygons to be triangles, although a major
benefit of our approach is that models need not be triangulated.

The notion of validity defines our simplification problem as a
geometric cover: We want to find a minimal set of planes  Pi �
such that for each primitive f of the scene, there exists at least one
i such that f � validε

�
Pi � . Geometric cover problems are known

to be NP-hard, and the discrete version, the set cover problem, is
NP-complete [Hochbaum 1997].

2.2 Coverage

The size of the validity set of a plane is a good initial estimate of its
relevance. Using only this estimate, however, would label a plane
covering several very small faces as more relevant than one cover-
ing a single large one, which we obviously do not want. Therefore
we weight each valid face by its projected area areaP

�
f � , defined

as the area of the orthographic projection of the face in the direction
orthogonal to plane P . This puts more weight on large faces, and fa-
vors planes parallel to the faces. The coverage used in equation (1)
is therefore computed with :

C
�
P ��� ∑

f � validε � P �
areaP

�
f � (2)

2.3 Penalty and tangency

We introduce a penalty that prevents planes that miss primitives in
their neighborhood. This addresses the classical pitfall with greedy
algorithms: A choice for one iteration might be locally optimal,
but can result in poor overall performance because the remaining
problem is less well conditioned. In our case, the missed primi-
tives would then be hard to simplify. In contrast, our penalty favors
planes that are quasi-tangent to the model, and that do not miss
primitives in one direction.
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Figure 2: Near-tangency and penalty due to missed primitives.

Consider the example of Fig. 2 where we want to simplify a tes-
sellated sphere. The plane with optimal coverage is the one that

covers exactly a spherical lens (Fig. 2 (a)). However, due to the dis-
cretization we use to evaluate coverage we might select a slightly
translated plane ending up with a billboard as indicated on Fig. 2
(b). To prevent this, we let each face of the model penalize the
planes that would “miss” them. Consider for examples face f on
Fig. 2 (c). For a given normal direction �n, the valid planes for f are
the ones between P1 and P2. On the left of P2, planes will “miss” f .
We introduce the missing set missε

�
f � as the set of planes that are

“almost” valid for f . More precisely, a plane P with unit normal �n
misses f if P �� validε

�
f � and if there exists a plane P ��� validε

�
f �

such that P � is the image of P by a translation of a �n with 0 � a � ε
(Fig. 2). Thus, in a given direction, validε

�
f � and missε

�
f � are two

contiguous segments of length 2ε and ε. Note that missε
�
f � is on

only one side of validε
�
f � . This direction dependency is quite im-

portant for the robustness of the method. The quasi-tangents on the
left are captured by the opposite direction ���n.

The constraint 0 � a � ε defines the width for miss
�
f � . Choosing

an infinite width would have restricted us to planes that are quasi-
tangent to the convex hull of the input, while our width of ε allows
us to capture features and holes larger than ε inside the convex hull.

The penalty formula is then similar to the coverage, but it is
weighted more heavily.

Penalty
�
P ��� wpenalty ∑

f � miss � P �
areaP

�
f � (3)

In practice, we use wpenalty � 10, but we note that the behavior of
the method is robust to the setting of wpenalty : we simply need a
weight that is large enough to strongly prevent the choice of planes
that miss primitives.

2.4 Discretization of plane space

We estimate density in a discretized plane space. We parameterize
planes using the spherical coordinates

�
θ � ϕ � for the normal direc-

tion, and the distance ρ to the origin. This is the 3D equivalent of
the Hough transform [Hough 1962]. This parameterization is not
uniform and has singularities at the poles, but this is not a prob-
lem for our approach: Some portions of plane space will simply be
oversampled.

In this parameter space, the set of planes going through a point of
the primal space defines a sheet ρ � f

�
θ � ϕ � , as shown in Fig. 3(b).

The validity domain of a vertex is the envelope defined by the sheet
translated by � ε and � ε in the ρ dimension (Fig. 3(c)). The validity
domain of a triangle f is the intersection of the envelopes of its three
vertices.

We use a uniform discretization of this parameter space into bins
Bθiϕ jρk , and compute a density value for each bin. A naı̈ve ap-
proach would use the density in the center of the bin (sampling).
This would result in artifacts because some contributions would be
overlooked. We therefore use a more conservative rasterization. For
a given face f , we consider all bins that intersect validε

�
f � . Such

bins are said to be simply valid in the sense that there exists one
plane in the bin that is valid for f . This can also be seen as using a
box filter before sampling. We use this plane-space density only as
a guide for the selection of planes, and if a bin is simply valid for
a large number of faces, there is usually a plane in the bin or in its
neighborhood that is valid for a large subset of them.

The density of a bin d
�
B � is obtained by summing the cover-

age and penalty values contributed by the set of faces validε
�
B � for

which it is simply valid. This can be computed efficiently, with iter-
ations only on the θ � ϕ coordinates, avoiding a full θ � ϕ � ρ loop. For
each face f , and each direction

�
θi � ϕ j � , we conservatively compute

the range [ρmin, ρmax] that intersect validε
�
f � (see appendix). We

compute C
�
f � , which is constant for the given direction, and add it

as a coverage value to the bins between ρmin and ρmax (in blue on
figure 4) and as a penalty to the bins between ρmin � ε and ρmin (in
red). To account for aliasing, C

�
f � is weighted by the percentage

of the bin that is covered (bins i, j and k on figure 4).



(a) (b) (c) (d) (e)

Figure 3: Density in plane space. (a) Scene with face f and its three vertices highlighted. (b) Set of planes going through each vertex.
represented in plane space. The plane of f corresponds to the intersection of the three sheets. (c) Validity domain of each vertex. (d)
Discretized validity domain of f . (e) Coverage for the whole house. We clearly see 6 maxima (labelled) corresponding to the 4 side faces and
the 2 sides of the roof. Note in addition the degenerate maximum that spans a whole row for φ � π � 2. All values of θ match the same plane:
the plane of the ground.
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k

Figure 4: Rasterization in plane space.

Greedy (input model, threshold ε)
set of faces F =input model
billboard cloud BC = /0
while F �� /0

Pick bin B with highest density
Compute validF

ε � B �
Pi = RefineBin (B , validF

ε � B � )
UpdateDensity(validF

ε � Pi � )
F = F � validF

ε � Pi �
BC = BC  Pi

Compute textures(BC )

Figure 5: Pseudocode of the greedy selection of planes.

3 Greedy optimization

Now that we have defined and computed a density over plane space,
we present our greedy optimization approach to select a set of
planes that approximate the input model. We iteratively pick the
bin with the highest density. We then search for a plane in the bin
that can collapse the corresponding set of valid faces. This may re-
quire an adaptive refinement of the bin in plane space as explained
below. Once a plane is found, we update the density to remove the
contribution and penalty due to the collapsed faces, and proceed to
the next highest-density bin. Once all the faces have been collapsed,
we compute the corresponding textures on each plane.

3.1 Adaptive refinement in plane space

Our grid only stores the simple density d
�
B � of each bin, and for

memory usage reasons, we do not store the corresponding set of
faces validε

�
B � . We iterate on the faces that have not yet been col-

lapsed to compute those that are valid for B . Further computations
for the plane refinement are performed using only this subset of the
model. We note quantities such as density or validity set restricted
to such a subset of faces F with the superscript F .

Recall that the density stored in our plane-space grid uses the
simple validity, and that the faces that are simply valid for a bin are
not necessarily valid for all its planes. We therefore need to refine
our selection of a bin to find the densest plane. We subdivide bins

RefineBin (bin B , set of faces F )
plane P = center of B
if (validF

ε � P � �!� validF
ε � B � )

return P
bin Bmax=NULL
for each of the 27 neighbors Bi of B

Subdivide Bi into 8 sub-bins Bi j

for each Bi j // there is a total of 8*27 such Bi j

Compute dF � Bi j �
if (dF � Bi j �#" dF � Bmax � )

Bmax
� Bi j

return RefineBin (Bmax , validF
ε � Bmax � )

Figure 6: Pseudo-code of recursive adaptive refinement in plane
space.

adaptively until the plane at the center of a sub-bin is valid for the
entire validity set of the sub-bin (Fig. 6).

We allow the refinement process to explore the neighbors of the
bin as well. Indeed, because we use simple validity, the densest
plane can be slightly outside the bin we initially picked, as illus-
trated by figure 7. We use a simple strategy: We subdivide the bin
and its 26 neighbors, and pick among these 27 $ 8 sub-bins, the one
with highest simple density.

   
    

     
    

  

   
    

  

 
    

valid(f2)valid(f2)

valid(f3)

B1 B2

P

Figure 7: Simple density in plane space. Although bin B1 has max-
imum simple density, the densest plane is P , which is in bin B2.

Bins are then updated to remove the contributions and penalties
of the collapsed faces. We iterate over the faces collapsed on the
new plane and use the same procedure described in Section 2.4,
except that contributions and penalties are removed. The algorithm
then proceeds until all faces of the model are collapsed on planes.

3.2 Computing textures

Each plane Pi is assigned a set of collapsed faces validF
ε
�
Pi � during

the greedy phase. We first find the minimum bounding rectangle of
the projection of these faces in the texture plane (using the CGAL
library[CGA n. d.]), then we shoot a texture by rendering the faces



using an orthographic projection. Texture resolution is automati-
cally selected according to the object-space size of the bounding
rectangle.

For proper alpha-compositing and mip-mapping, we use a black
background and precomposited alpha [Porter and Duff 1984]. We
also compute a normal map when relighting is desired.

We observe that as with any geometric cover technique, faces
can belong to the valid set of several planes. A natural solution
to minimize “cracks” between adjacent billboards is therefore to
render such faces onto the textures of all planes for which they are
valid. This operation is easily performed by rendering the entire
scene in the texture, using extra clipping planes to restrict imaging
to the valid zone around the plane. This treatment is legitimate since
by definition the reprojection error in this valid zone is sufficiently
small.

3.3 Optimizing texture usage

In this section, we show how we can also optimize the compactness
of textures. We note that the contribution of a plane as defined by
Eq. 2 can be due to primitives that are widely separated. This could
lead to billboards that contain mostly empty spaces. In order to
alleviate this, we include a step that restricts the set of triangles that
are projected onto a plane to a compact set.

We modify the greedy algorithm and restrict validF
ε
�
B � to a

maximal compact subset. We note that compactness issues are
usually due to different components of the scene being collapsed
onto the same plane. We can therefore analyze the validity set
validF

ε
�
B � into clusters and use only the cluster with the highest

density.
The bucket-like partitioning algorithm by Cazals et al. [Cazals

et al. 1995] is ideally suited to this task. We project all the facets
in validF

ε
�
B � onto the plane in the center of bin B . We iteratively

attempt to separate this set along a direction �d. If the projection
of the facets along �d contains an empty interval, we split the set
validF

ε
�
B � into two components and only keep the largest one. The

same procedure is recursively applied until the set cannot be sepa-
rated. In practice, we use a discretization of the 2D direction space
into four directions separated by 45 % .

The rest of the greedy algorithm remains unchanged. It is impor-
tant to note that primitives in validF

ε
�
B � that were not selected in

the largest compact set will be handled by subsequent iteration of
the greedy selection. A plane might therefore be selected multiple
times to handle different clusters.

4 Implementation and results

We demonstrate the results of our greedy optimization technique.
We have focused on the visual quality of the results, without nec-
essarily optimizing for resource usage. The technique always con-
verges and yields a billboard cloud where all original faces have
been collapsed on (at least) a billboard, while enforcing the error
bound. It is also robust with respect to internal parameter choices,
such as the resolution of the discrete plane space.

The only input parameters to our algorithm are (a) an (object-
space or image-space) error threshold ε and (b) the desired texel size
τ in object space. In practice we advise to use τ � 5ε because the
texture alpha map encodes the complexity of the silhouette, which
leads to visually richer simplification.

In all the examples shown below, we characterize the cost of the
billboard cloud representation by (a) the number of billboards used
and (b) the number of texels used for the entire collection of tex-
tures. We note that traditional mesh simplification also requires the
storage of additional texture if the appearance of the object is to be
preserved, e.g. [Cohen et al. 1998; Cignoni et al. 1998; Sander et al.

2000]. In particular, if the original object contains multiple tex-
tures, they need to be resampled in order to prevent object vertices,
in their role as texture-coordinate holders, to impede simplification.
Billboard clouds require more texels than traditional appearance-
preserving simplification because of empty texels. Recall, however,
that this use of transparency yields a higher-quality preservation of
the visual richness of silhouettes. Also note that texture compres-
sion can typically reduce memory requirements by a factor of 4 to 8.
The technique by Kraus and Ertl [2002] for adaptive textures could
also be used to dramatically reduce the cost of empty portions.

We used a simple greedy packing algorithm [E. G. Coffman et al.
1997] to store all the textures of an entire billboard-cloud into a sin-
gle texture, which optimizes memory usage and minimizes texture
switch.

Figure 8 shows images of a number of models and their corre-
sponding billboard clouds. Note that we are in the range of extreme
simplification, since we typically obtain fewer than 200 billboards.
Still, both the silhouette and important 3D structure of the objects
are well captured (also see accompanying video).

We studied the number of billboards needed as a function of the
maximum error (Fig. 9). From the curve in log-log units, we ob-
serve that the number of billboards appears to be roughly in 1 � ε.
The regularity of these curves is important because it suggests that
our error-based algorithm can be used in a budget-based fashion by
inverting the curve. The non-monotonicity at the end of the curve
is due to the greedy nature of our optimization method.
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Figure 9: Cost/error curves for the castle, dinosaur and a tree. The
x axis is the value of ε (percentage of the bounding box) and the y
axis is the number of billboards. The leftmost curves are in linear
units, while the rightmost curve is in log-log units.

# of error # of # of comp.
polys bound planes texels time (s)

Castle 4,064 6% 167 944 k 49
Dino 4,300 6% 110 3,151 k 51

Madcat 59,855 6% 171 1,638 k 529.0
Eiffel 13,772 6% 40 658 k 23

Figure 10: Statistics for the simplifications presented in Figures 8
and 11. Timings measured on a 2 GHz Pentium IV processor with
NVidia GeForce 4 Ti4600 with 128MB.

Figure 11 shows a case where parallax and transparency effects
are visually important, which would be extremely difficult to sim-
plify using other techniques.

As shown in the table in Figure 10, computation times are rea-
sonable for pre-computation, but too long for online simplifica-
tion. The complexity of the method is essentially O

�
kn � where n



Castle (167 billboards) Dino (110 billboards) Madcat (171 billboards)

Figure 8: Results for multi-textured, possibly non-manifold models. Top row: polygonal model. Bottom row: billboard clouds.

Figure 11: An example with complex parallax and transparency
through object parts. Left: polygonal model. Right: 40 billboards.

is the size of the input, and k the number of planes in the billboard
cloud (density computation is O

�
n � , and each iteration costs an-

other O
�
n � ). Note that the density computation could be greatly

accelerated by using only a random subset of faces. Since density
is used only as a guide for plane selection, this should not affect the
behavior of the method.

Table 1 provides rendering speed data for a billboard cloud. We
must emphasize that rendering time measurements are always hard
to interpret, because of large variability with hardware, context
switches, and measurement protocols. Here we rendered many in-
stances of a billboard cloud multiple times and took the average of
the framerate to deduce a rendering time per billboard cloud. Dis-
play lists were used, and the texture binding was performed for each
instance (which incurs a penalty compared to a context-sort of the
objects). The projected width of the billboard was approximately
128 pixels, which is in the range expected for extremely simplified
objects. Informal comparisons show that the rendering time for a
60-plane billboard cloud is comparable to that of a 250-polygon
simplified mesh. The precise validity domain of billboard clouds
and simplified meshes, however, deserves further study because of
the rendering speed variations discussed above. In particular, bill-
board clouds are usually limited by fill rates and the cost of context
switching. However using a billboard cloud with a larger number of

planes often does not significantly impede rendering performance.
Similarly, using a large number of instances can dramatically re-
duce the cost of each instance, because it greatly reduces the num-
ber of context switches.

If normal maps are computed together with the textures, a bill-
board cloud can be relit in real-time using bump mapping and pixel
shaders, e.g. [Wynn n. d.], as demonstrated in Fig. 12. Billboard
clouds can also be used for simple shadow effects, by projecting
them onto the ground plane or using projective texture mapping
[Segal et al. 1992] or textured polygons using only the alpha value
of the billboard textures.

Figure 12: Relighting and shadow example (29 billboards).

In order to discuss the potential artifacts generated by image-
based techniques, we use the typology proposed by Décoret et al.
[Décoret et al. 1999]: Billboard clouds do not suffer from defor-
mation because an error-bound is used for their construction. No
resolution mismatch occurs because texture resolution is adaptive
in object space. More importantly, we completely alleviate the in-
complete representation issue since our image-based representation
is constructed in object space and represents all triangles. This is
at the cost of potentially displaying parts of the model that are not
visible. A strategy such as image- or visibility-driven simplification
could alleviate this limitation [Lindstrom and Turk 2000; Zhang and
Turk 2002]. Our method does not suffer from rubber sheet effects
thanks to both our object-space construction and our maximum er-
ror bound. The cracks are the only artifacts that are not explic-
itly prevented by the method. They are however greatly minimized
by projecting triangles on multiple planes. We are working on re-
ducing crack artifacts by redistributing triangles and re-optimizing
plane locations in a final relaxation step.

Indeed, when the number of billboard becomes too small, a



# billboards 31 60 86 128 141 183 210 263 315 416 552
ms/frame 0.068 0.072 0.094 0.097 0.098 0.114 0.130 0.129 0.159 0.220 0.208

Table 1: Rendering time (in ms) for different number of billboards in the cloud. Bounding box of screen projection is about 128 $ 128.

7 billboards 45 billboards 110 billboards

Figure 13: Evolution of the cracks with respect to the number of
billboards. 7 billboards are not enough to produce a high-quality
simplification. The general appearance is well-captured, but cracks
and the billboard structure become problematic, for example in the
legs. In addition, some features such as the top of the head or the
tail seem doubled. With more billboards the cracks are noticeable
only when zoomed.

view-independent approach cannot faithfully capture the appear-
ance of an object and cracks occur (see Fig. 13 where the use of
only 7 billboards results in cracks).

We must emphasize again that billboard clouds are not intended
to replace mesh simplification for closeups of objects. Instead, they
are intended for distant geometry and complex objects, when mesh-
simplification techniques become less attractive. In a typical appli-
cation, we believe that billboard clouds and meshes should co-exist
in the same way that games currently use both meshes and cross-
billboards for trees.

5 Conclusions

We have introduced the billboard cloud as a new representation of
3D models, which effectively decouples the visual or geometrical
properties of the scene from its original description. By operating
in plane space, the algorithm gains a lot of flexibility. We have pre-
sented a greedy optimization procedure for constructing billboard
clouds in an error-based approach using either an object-space or
image-space error metric.

Billboard clouds are effective in simplifying complex models
with multiple textures into a small number of textured polygons.
Compared to other simplification methods, billboard clouds main-
tain precise silhouettes as well as interesting parallax effects even
into the range of extreme simplification. Additionally, the texture
resampling step and the replacement of detailed geometry by tex-
tures allows much better filtering of complex models, and dramati-
cally reduces aliasing artifacts.

Our results demonstrate the potential of this representation, as
well as its flexibility. We plan to extend our approach to the con-
struction of view-dependent billboard clouds, where the simplifi-
cation is valid for a restricted region of space. We believe that
view-dependent billboard clouds will facilitate even higher levels
of simplification.

We believe that there exist many other applications for billboard
clouds, where the expression of a complex scene as a small set of
planar primitives simplifies further operations; thus there is ample
room for interesting future work. This includes collision detection,
but also soft shadows, where the planar nature of billboard clouds
might lead to efficient approximations.

Many different error metrics should be tested with the method,
including application-dependent criteria. A budget-based optimiza-
tion method, providing the “best” billboard cloud for a given poly-
gon/texture budget, would be extremely useful and only involve a
modification of the optimization stage.

Depth ordering improves the rendering of semi-transparent poly-
gons. We plan to investigate whether we can apply the idea of BSP
trees, e.g. construction to enhance billboard cloud quality. Relight-
ing can be improved by better combining the normal and shading
model stored with each billboard. We currently use a simple diffuse
model, and the correct handling of specularity requires the filtering
of different specular components that project onto the same pixel.
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Appendix - Computation of ρmin & ρmax

For each vertex Mi of the face, for a direction dj among of the 4
directions delimiting a bin in

�
θ � φ � , we compute the range ' ρ (i ) j � ρ *i ) j +

of planes that intersect the sphere centered in Mi. It is given by
ρ ,i ) j � VMi - dj . ε. We union these ranges on j and intersect them
on i, that is ρmin � maxi min j

�
ρ (i ) j � and ρmax � mini max j

�
ρ *i ) j � . In

the view-dependent case, we use ρ ,i ) j � VPi, - dj where 'Pi* Pi( + is
the validity segment of Vi.
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