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A Unified Hierarchical Algorithm for Global Illumination with Scattering Volumes and Object Clusters

François X. Sillion

Abstract—This paper presents a new radiosity algorithm that allows the simultaneous computation of energy exchanges between surface elements, scattering volume distributions, and groups of surfaces, or object clusters. The new technique is based on a hierarchical formulation of the zonal projection, and efficiently integrates volumes and surfaces. In particular, no initial linking stage is needed, even for inhomogeneous volumes, thanks to the construction of a global spatial hierarchy. An analogy between object clusters and scattering volumes results in a powerful clustering radiosity algorithm, with no initial linking between surfaces and fast computation of average visibility information through a cluster. We show that the accurate distribution of the energy emitted or received at the cluster level can produce even better results than isotropic clustering at a marginal cost. The resulting algorithm is fast and, more importantly, truly progressive as it allows the quick calculation of approximate solutions with a smooth convergence towards very accurate simulations.

I. Introduction

The recent introduction of hierarchical formulations of the radiosity method has been a major step in allowing rapid simulation of energy exchanges between surfaces. In this paper, we first demonstrate that a similar formulation is possible for volume transfers, and propose a unified algorithm that transparently deals with scattering volumes and surfaces. We recognize that inhomogeneous volumes can be inserted in a global hierarchy, which dramatically reduces the computational cost of the simulation by removing the initial linking stage. We then suggest that the same operation can be performed for groups of surfaces, or clusters. The resulting radiosity algorithm is orders of magnitude faster than traditional hierarchical radiosity and efficiently simulates volume and surface scattering.

Previous work

Hierarchical algorithms attempt to limit the amount of subdivision of surfaces by selecting the proper level of detail needed to represent each energy transfer within a given error tolerance [12]. The exchange of energy between a pair of surfaces is represented using a hierarchy of links that connect some of their components. Links are created in an adaptive refinement procedure that recursively attempts to link two sub-surfaces. The error incurred when representing the energy transfer using a single link is estimated (a variety of error measures are available to choose from) and the link is actually established if that error falls below some threshold. Otherwise one of the two sub-surfaces is subdivided and the procedure is called recursively for each of the new components.

The benefit of hierarchical radiosity methods is that the number of links created in the adaptive procedure is linear with respect to the final number of surface elements [11]. This is a major advantage compared to the quadratic matrix of form factors needed to completely represent the possible energy transfers with “conventional” radiosity. However, typical hierarchical radiosity methods proceed in a top-down fashion, by selectively subdividing a set of input surfaces. Each pair of input surfaces must still be linked in a preliminary “initial linking” stage, resulting in a quadratic cost with respect to the number of input surfaces. Furthermore, no exchange of energy is computed until the entire “initial linking” phase has terminated.

Clustering

When complex scenes are to be simulated, this quadratic cost rapidly becomes overwhelming, and a bottom-up hierarchical method becomes necessary. One possibility to avoid the quadratic cost is to compute energy exchanges (i.e., establish links) between groups of objects in a single operation. This concept is commonly referred to as “clustering”. We thus create abstract objects that act as representatives of a group (or cluster) of neighboring objects in lighting calculations. Clustering works by introducing a hierarchy above the input-surface level, creating a set of abstract entities that exchange energy. Previous efforts to simplify the radiosity algorithm have either attempted to treat subsets of the scene independently in a divide-and-conquer approach [37], [1], or manually constructed groups of patches used as representatives for their contents [24], [16]. Current research efforts focus on the combination of clustering and hierarchical radiosity [29], [34] and automatic construction of clusters. In particular, independent work by Smits et al [34] suggested a clustering algorithm very similar to the one presented below. In this paper we propose a hierarchical algorithm that borrows ideas from volume scattering methods to express the hierarchical exchanges between clusters, and completely automates the creation of clusters. The originality of the present work comes from realizing that since clusters contain several surfaces of arbitrary orientation, they can be represented as volumetric objects. The
the difficulties associated with volume representation and the initial linking stage. Section V discusses the problems associated with volume elements, surface elements, and object clusters.

Paper overview

The paper is organized as follows. First we show in Section II how the zonal method — for the computation of energy exchanges between homogeneous isotropic volumes and diffuse surfaces — can be reformulated as a hierarchical algorithm. Section III explains how inhomogeneous objects should be treated in a hierarchical algorithm and introduces the notion of a complete hierarchy to avoid initial linking. In Section IV we propose to represent surface objects by homogeneous isotropic radiosity algorithms, allowing the complete elimination of the initial linking stage. Section V discusses the difficulties associated with volume representation and suggests solutions. The specific issues encountered in estimating the volumetric properties of clusters are reviewed and solutions are suggested.

II. Hierarchical formulation of the zonal method

In this section we present a hierarchical formulation for the simulation of energy exchanges between isotropic scattering volumes and diffuse surfaces. We begin by presenting the governing equations for light transfer with participating media, and continue with a brief account of the traditional zonal method [25]. We then explain how to combine the zonal method and a hierarchical radiosity algorithm [12]. A similar combination, limited to homogeneous media, has been described elsewhere [5]. The algorithm described here is more general in that it accommodates arbitrary density distributions as shown in Section III.

A. Energy transfer in volume densities

The presence of a participating medium can have a number of effects on the distribution of light, as evidenced by the appearance of fog, haze, smoke and dust. Radiance can be reduced by absorption or scattering and enhanced by emission or scattering from other directions. Thus scattering can account for both a decrease or an increase of radiance along a path as:

\[
\frac{dL}{ds} = -\kappa_t L + \kappa_a L_e + \kappa_s \int_{\Omega} L_i(\Theta) f(\Theta) d\Omega ,
\]

where \(s\) is the path variable (a measure of the distance traveled along the path from the origin), and \(\Omega\) denotes the entire sphere of directions [15]. The various terms of this equation correspond to the following physical phenomena:

- \(-\kappa_t L\) represents the attenuation of radiance due to absorption or out-scattering. \(\kappa_t\) is called the extinction coefficient and is defined as

\[
\kappa_t = \kappa_a + \kappa_s .
\]

The properties of the medium are represented by the two scalar functions \(\kappa_a\) (called the absorption coefficient) measuring the fraction by which radiance is reduced per unit length due to absorption, and \(\kappa_s\) (the scattering coefficient) measuring the fraction by which radiance is reduced per unit length due to out-scattering. Both quantities have dimensions of inverse length.

- \(\kappa_a L_e\) represents the increase in radiance due to emission by the medium. \(L_e\) is the emitted radiance, and the presence of \(\kappa_a\) is a consequence of reciprocity principles from thermodynamics [28].

- The integral term represents the increase in radiance due to in-scattering, that is the effect of light coming from all directions and scattered into the direction of interest. \(f(\Theta)\) is the phase function, describing the directional probability distribution for scattering from direction \(\Theta\) into the direction of the path.

A.2 Transmittance

Consider a pencil of light traveling from a surface into a participating medium (see Fig. 2). Only a fraction of the light leaving the surface will pass through the medium without being absorbed and scattered, and this fraction (called the transmittance) can be computed by considering the extinction term alone in Equation 1:

\[
\frac{dL}{ds} = -\kappa_t L .
\]

This simplified equation can be integrated to yield the radiance at a distance \(s\) into the medium

\[
L(s) = L(0) e^{-\int_0^s \kappa_t(s') ds'} .
\]
Therefore the transmittance of the medium along the path is given by:
\[
\tau(s) = e^{-\int_s^0 \kappa_s(u) du}.
\] (4)

B. Principles of the zonal method

One difficulty in the formulation of the problem using Equation 1 is that radiance is both produced locally in the medium as a result of emission and in-scattering, and transmitted through it. Thus it is not a local quantity, which precludes the use of most solution techniques based on finite elements.

B.1 Formal solution using source radiance

A formal solution of the general transfer equation is obtained by introducing a new quantity to describe the local production of light, and expressing the relationship between radiance and this quantity. Equation 1 can be rewritten using for example a ray tracing pass and volumes (with \( B_k = \pi J_k \)). The source radiance \( J \) does not depend on direction since the method assumes that the medium has isotropic scattering and emission.

Using these notations, the total power emitted by a element is given by [25]
\[
P_i = A_i B_i \quad \text{for a surface element} \quad (8)
\]
\[
P_k = 4 \pi \kappa V_k B_k \quad \text{for a volume element} \quad (9)
\]
In these equations, \( A_i \) is the area of the corresponding surface patch, \( V_k \) is the volume of the volume element, and \( \kappa_k \) is the average extinction coefficient for that volume element. Thus the quantity 4\( \pi V \) can be seen as the “equivalent area” of a volume element.

As in the traditional radiosity method, the zonal method proceeds by setting up a linear system of equations to express the coupling between all variables based on Equation 1 [25], [23]:
\[
B_p = F_{pq} + \rho_q \sum_q F_{pq} B_q. \quad (10)
\]
Here the summation is carried out both over a set of surface patches, and a set of volume elements, each of which is assumed to possess a uniform radiosity value. \( \rho \) denotes either the diffuse reflectance (for a surface) or the albedo (for a volume). The expression of the form factor \( F_{pq} \) depends on the physical nature of elements \( p \) and \( q \).
Using Equation 7 to express the incident radiance, we have

\[ B(s) = \pi J(s) = \pi \left[ (1 - R(s)) L_r + \frac{R(s)}{4\pi} \int_{\Omega} L_i(\theta) d\omega \right]. \]  

(11)

Using Equation 7 to express the incident radiance, we have

\[ B(s) = (1 - R(s)) B_r + \frac{R(s)}{4} \int_{\Omega} J(u) \tau(s-u) \kappa_i(u) d\omega. \]  

(12)

Consider the contribution to \( B(s) \) of a given homogeneous volume \( V_q \) (Fig. 2). Computing the integrals in Equation 12 over \( V_q \) and changing the integration variable \( (dV = r^2 dud\omega) \) we obtain

\[ B_{i\rightarrow q}(s) = R(s) B_{i\rightarrow q} + \frac{\pi}{4\pi} \int_{V_q} \tau(s-u) \kappa_i(u) \frac{dV}{4\pi} d\omega. \]  

(13)

The form factor between a surface \( V_i \) and a volume \( V_q \) is obtained by estimating the total power received by \( V_i \) (integrating the quantity \( 4\kappa_i(s) B_{i\rightarrow q}(s) dV_q \)) and dividing by its equivalent area:

\[ F_{i\rightarrow j} = \frac{1}{V_i} \int_{V_i} \int_{V_q} \frac{\tau \kappa_j \kappa_i u dV_i dV_q}{4\pi}. \]

B.2.b Other form factors. The four possible cases for the form factors are summarized in Table I. In this table \( \tau \) is the transmittance between differential elements, \( A_i \) is the area of patch \( i \) and \( V_q \) is the volume of volume \( q \) (Fig. 3).

This presentation differs from the original zonal method in that it favors the simplicity of the transfer equation over that of the form factor and the reciprocity relations. The resulting equation is identical to the surface radiosity equation [33] and allows a very smooth integration of surfaces and volumes in a unified algorithm.

### C. Hierarchical zonal algorithm

In this section we show that the hierarchical radiosity algorithm is easily adapted to a mixture of surfaces and volumes. We assume that the scene is described as a set of surfaces and a set of volume elements containing participating media. We further assume that a hierarchical subdivision mechanism is available for both types of objects. In the case of surfaces, a quadtree in parameter space is often used to represent this subdivision. For volumes a variety of structures are possible, including octrees and binary trees.

In our implementation we have used a tri-dimensional k-d tree [4], [27].

In the remainder of this paper we will refer to portions of surfaces and volumes as generic Hierarchical Elements or H-elements. We now show that the hierarchical radiosity algorithm of Hanrahan et al. applies easily to such H-elements, and that most operations are generic in the sense that they do not need to know whether they apply to volumes or surfaces. In particular this is the case with the hierarchical refinement, gathering and Push-Pull procedures.

#### C.1 Hierarchical radiosity for H-elements

Let us review the basic operations of a hierarchical radiosity procedure as proposed by Hanrahan et al. [12].

C.1.a Hierarchical refinement. The core of the hierarchical radiosity algorithm is a recursive refinement procedure: considering two H-elements, it decides whether the transfer of energy between them can be correctly represented. If yes, it establishes a link between them and computes their form factor (this computation is explained in Section II-C.2), otherwise it subdivides one of the elements and recurses.

The decision to subdivide is typically based on a computed bound on the error incurred by a link at the current level. This can be done either by bounding the form factor alone[11], by bounding the radiosity transfer (BF refine-
A. Hierarchical representation of energy exchanges for inhomogeneous objects

A typical assumption of radiosity algorithms is that a surface patch has a uniform reflectance. The Push-Pull procedure described above relies on this assumption, since it propagates radiosity received by a patch at a given level of the hierarchy in a uniform manner to all its children.

The introduction of participating volumes stresses the unnecessary limitation imposed by the homogeneous assumption: in many cases participating media are described by a varying density or albedo distribution. A volume with inhomogeneous density or albedo is in fact the radiative “equivalent” of a textured surface: in both cases the hierarchical distribution of energy exchanges must take into account the varying optical properties.

Consider an H-element that has been linked to a light source. The link represents the fact that some energy is received at that level. However if the H-element is not homogeneous in terms of reflectance/albedo, some areas
will reflect more of this energy than others. Thus radiosity can not be simply pushed down the hierarchy. Using the terminology of Arvo et al. [2], the local reflection operator must consider the inhomogeneous reflective character of the surface.

Fortunately, this can be accomplished quite simply by using the underlying hierarchy to apply this local reflection operator. In effect all the necessary information is propagated down the hierarchy to allow the application of the local reflection operator only at leaf H-elements. In this manner the correct balance of energy is always maintained. Density and albedo informations are not used in the same way, thus while albedo information is only used at leaves of the hierarchy, density values are volume-averaged throughout the structure. This ensures that a proper “equivalent area” can be used for all H-elements.

In practice, the gathering procedure is modified so that Irradiance, or incoming energy per unit area, is gathered across a link. The irradiance received by H-element \( p \) across a link to H-element \( q \) is \( I_{pq} = F_{pq} \). The Push-Pull procedure is also modified to push irradiance down the hierarchy, transform irradiance into radiosity at leaf H-elements, then pull radiosity up the hierarchy. A similar algorithm was described by Gershbein et al. for wavelet-based radiosity [9].

Note that in the case of volume elements, the “area”-averaging performed when pulling up radiosity values uses the “area factor” described above, thereby ensuring proper distribution of energy for volumes of inhomogeneous density. The gathering procedure is described with pseudo-code in Appendix A.

B. Self linking

In surface-based radiosity, surfaces are generally not allowed to interact with themselves\(^2\). Thus no form factor is computed from a surface to itself, and no link is ever established from a patch to itself. For volumes the situation is different, and the volume-volume form factor \( F_{mk} \) in Table I is non-zero when \( m = k \). Therefore in general there must be a link from a volume to itself (called here a self-link), that represents all the interactions taking place inside the volume.

The subdivision of a self-link is slightly different from that of a link between two different elements: In this case links must be created between all possible pairs of hierarchical children, thus including a self-link for each child, as illustrated in Fig. 4.

By combining the improved treatment of inhomogeneities and the notion of self-links it is possible to eliminate the cost of initially linking all pairs of volumes: the distribution of scattering volumes in the scene can be integrated in a tridimensional hierarchical structure (using for example a k-d tree or an octree). The entire initial linking phase is replaced by the creation of a single link, from the root of the hierarchy to itself. This unique initial link represents all the energy transfers between volumes and is refined by the usual recursive procedure just like any other link.

The elimination of initial linking is the source of a major speedup for the simulation system, since the explicit quadratic dependency in the number of volume elements is eliminated. Initial links between pairs of surfaces, or between surfaces and the root volume, will be eliminated similarly by the clustering mechanisms described in Sections IV and V.

C. Results

The images in Fig. 5 demonstrate the application of the hierarchical radiosity algorithm to volumes and surfaces. A cloud, modeled by a fractal density distribution, is placed in a room with two obstacles, also modeled as volumes. In each row of images the extinction coefficient of the cloud is proportional to its density, with different scaling factors to produce varying scattering conditions. Note that shadowing by the cloud and shadowing of the cloud (both by obstacles and by itself) are automatically simulated thanks to the transmittance calculations.

Different cloud densities produce different strengths for the shadow of the cloud, and dramatically different variations of the cloud’s illumination. Note in particular how the denser medium “captures” more light in its upper layer and acts as a powerful secondary emitter towards the upper parts of the scene. The horizontal obstacle has a transmittance of \( 25\% \), and the vertical obstacle is virtually opaque (\( \tau \approx 1\% \)).

Direct lighting solutions for these images took between 10 to 12 minutes to compute on an SGI Indigo R4000 workstation (all timings were computed on this machine). Three multigrid iterations were run to obtain a complete solution in 20 to 25 minutes. For each solution about 350,000 links were established (out of a total of about 4 billion potential links).

Images were obtained by direct volume rendering (splatting) according to Equation 7.

The image in Fig. 6 was computed using our algorithm with a scene composed of 1,200 polygons and four different density distributions to model the fire and smoke. Computation time was 2 hours and 18 minutes. Note that a volume distribution was used as a light source to model the fire. In the absence of a physical model for the fire, the

---

\(^2\)This is a byproduct of the common use of convex surfaces. Nothing in the radiosity equations prevents energy exchanges from a surface to itself, but the form factor is null for convex patches.
Fig. 5. Simulation of energy transfers in a fictitious density distribution, for different cloud densities. The top three images describe the various components of the scene. In particular, the view of the volumes against a colored background shows the partial transparency effects while the view of the surfaces demonstrates shadows cast on the surfaces by the volume densities.
same cloud model as above was used.

These results show that the hierarchical radiosity algorithm described in this section provides a new tool for the simulation of energy transfer, including multiple scattering, in scenes containing both surfaces and isotropic volume scatterers. This approach complements previous ones based on ray casting or discrete ordinates methods [6], [20].

Fig. 6. Radiosity solution for a scene with volumes and surfaces.

IV. Unification of Surfaces and Volumes using Object Clusters

The analysis of the complexity of hierarchical radiosity algorithms shows that the number of links created is $O(p + k^2)$, where $p$ is the resulting number of leaf H-elements and $k$ is the number of input objects. Clearly, this makes hierarchical radiosity particularly beneficial for scenes where a small number of input objects are subdivided in many elements. However, for complex scenes with many small independent objects, the complexity gain over standard radiosity techniques is marginal.

Clustering, the operation of grouping together independent objects for the purpose of computing energy exchanges, provides a means to reduce the overall complexity of the simulation [29], [34]. The key issues for clustering are the definition of object clusters, and the calculation of energy transfers between clusters and surfaces.

In this section, we propose to build upon the volume scattering ideas presented above and the corresponding hierarchical algorithm: object clusters are treated as volumes that scatter light, and the radiosity of surfaces is obtained from the solution of the volume scattering problem.

A. Creating a Volume Model

We first consider the case of a large number of “small” objects. This model can be used to represent a number of natural situations such as foliage, as noted by Patmore [22]. The value of this model is that, as objects become smaller, the behavior of the medium resembles more and more that of a density distribution. In this section, we therefore model the radiative properties of surface clusters using equivalent isotropic scattering volumes.

In order to use the above algorithm, a transition from surface clusters to equivalent volumes must be modeled. Rushmeier et al. compute reflectance properties of manually constructed clusters using Monte Carlo simulation [24]. Since we are using a large number of automatically constructed clusters, we need a faster correspondence between surfaces and volume densities, which can be based on the notion of “equivalent area”. As noted above, an isotropic scattering volume element has an equivalent area of $A = 4\pi V$. Reciprocally, if a number of objects of total surface area $A$ are placed in a volume $V$, an equivalent extinction coefficient is computed as:

$$\kappa = \frac{A}{4V} \quad (15)$$

The assumption that objects are “small” allows for a simple construction for the cluster hierarchy: each input surface is inserted in a leaf cell of the 3D hierarchical structure (octree or k-d tree). Equivalent extinction coefficients are then computed using Equation 15 for all leaves, and averaged upwards throughout the hierarchy.

B. Radiosity Solution Based on Scattering Volumes

The equivalence between a collection of small surfaces and a volume density is used in the following sequence of operations. First, a volume density is constructed as explained above. Second, a volume radiosity solution is computed using the hierarchical method of Section II-C. Third, an image is computed with the surfaces shaded according to the volume solution.

We refer to the resulting algorithm as “isotropic clustering”, since object clusters are considered isotropic scatterers. This simple procedure allows two major performance improvements over traditional hierarchical radiosity. Suppression of the initial linking stage results in linear time and space complexity, and a fast approximation to visibility can be computed using extinction properties. However, we shall see that the isotropic assumption produces approximate radiosity distributions, adequate for global illumination but possibly insufficient for final display.

B.1 Complexity of Isotropic Clustering

The cost of establishing a link between two volumes is independent of volume size or density, therefore isotropic clusters can be linked in constant time. Considering the

Note that in the case of a distribution of infinitely small spheres or cubes, this formula is exact in that it gives the probability of interception of a ray per unit length [13].
expression of the equivalent area of a cluster, and the formula used for its extinction coefficient (Equation 15), the bound computed on the radiosity transfer from an isotropic cluster is equivalent to that of Smits’ “beta-link” [34]. It is simply a coarse upper bound neglecting all orientation and intra-cluster visibility effects.

Each cluster is linked to at most some constant number of other clusters [12], [34], and in the simple scheme described above, the number of clusters is at most linear in the number of input surfaces. Therefore the overall complexity of isotropic clustering is $O(p + k) = O(p)$.

B.2 Visibility calculation

The hierarchy of clusters, equipped with their equivalent volume extinction properties, offers an interesting alternative for the estimation of visibility factors.

The transmittance factor in Equation 14 can be understood as a probability of uninterrupted traversal for a ray striking a cluster. Thus the computation of transmittance using extinction coefficients in effect performs a statistical average over the distribution of objects in each cluster. This is interesting whenever an exact visibility computation is not absolutely necessary, since the computation of volume transmittance is cheaper by more than one order of magnitude.

In our implementation transmittance is computed by traversing the hierarchical structure (possibly for a number of sample rays) while accumulating opacity along the way, and then evaluating the negative exponential.

B.3 Obtaining surface radiosity

After the hierarchical radiosity algorithm has finished, volume radiosity is transferred to the surfaces in each leaf cell of the hierarchical structure. Because of the isotropic assumption for the volume, radiosity is simply copied from the volume to the contained surfaces.

C. Results

Fig. 7 shows two different solutions using the isotropic clustering approach, for a test scene containing 6,000 input polygons. The reference image at the top requires over 6 hours of initial linking due to the large number of input polygons. With the clustering strategy described above, equivalent volume scattering properties were assigned to the cells of a spatial subdivision structure, which were then used as clusters in the simulation. Two different error thresholds were selected, resulting in different levels of subdivision. The values of these thresholds correspond to an upper bound on the radiosity transferred over each link. See also Fig. 9 which shows some of the links leaving clusters. The suppression of initial linking results in a dramatic speedup. Also note that the approximate visibility calculation produces fairly good results, for a scene with such a random distribution of objects.

In these images, since the radiance of a volume element is assumed isotropic, it is much lower than the maximum radiance that a single surface would have when subjected to the same irradiance $I$: a perfectly reflective diffuse surface perpendicular to the incoming direction would have a radiance of

$$L_{\text{surf}} = \frac{I}{\pi},$$

and the volume element has a radiance of

$$L_{\text{vol}} = \frac{I}{4\pi},$$

thus a difference of a factor of four. In addition, all faces of a cube are shaded according to the same volume, therefore the three-dimensional nature of the objects is not apparent.

Both these issues are addressed in the next section.

However the impact on the environment is similar when a large number of cubes is considered. In particular, consider the fact that the entire volume of the cluster participates in secondary transfers, which compensates for the lower radiosity. This suggests that the solution of the volume algorithm is valuable to compute global interreflection effects, although it is not adequate for the direct computation of high-quality images. A “local” shading step can always be added to improve the illumination accuracy on the visible surfaces [19]. However such local computation is typically very expensive, and for many applications defeats the purpose of clustering, that is to quickly obtain approximate solutions while controlling accuracy. The next section shows that it is possible to obtain good quality images without a local pass using a more general clustering strategy.

V. A general clustering strategy

The representation of complex groups of surfaces using isotropic volumes is not satisfactory in general. The main reason for this is that the radiance distribution leaving a cluster is generally not uniform. Even when all surfaces are ideally diffuse, reflected radiance can have a strong dependence on direction.

Another important issue with finite-sized surfaces is that when surfaces are not infinitely small, the visibility (transmittance) function becomes more of a binary quantity. Thus the approximation of clusters by semi-transparent media is only valid in the limit of extremely small surfaces. A general clustering algorithm must therefore incorporate a mechanism that computes visibility using either surfaces or volumes, whichever is the most appropriate.

We now describe how to compute energy exchanges between surfaces of arbitrary size using a suitable hierarchy of clusters, and show that the isotropic assumption can be lifted with reasonable cost.

A. Organizing the hierarchy of clusters

We now lift the assumption that all objects are small, and consider the general case of an arbitrary distribution of surfaces and scattering volumes. As shown above, successful clustering requires that a complete hierarchy be constructed, suitable for the recursive refinement procedure of links.
Fig. 7. Isotropic clustering solutions obtained for a test scene with 6,000 input polygons. (top) reference solution, computed with traditional hierarchical radiosity: 6 hours of initial linking, 17 minutes for refinement and solution. (left column) clustering solutions for two different error thresholds: $\varepsilon = 3.49$ and $\varepsilon = 0.28$. (right column) equivalent volume solutions, shown to help understand the analogy between clusters and scattering volumes.
To accommodate the most general situations, we construct a hierarchy of H-elements, starting with a root cluster (volume), and obeying the following rules:

- A volume H-element (cluster) may contain a number of surface H-elements. These surface H-elements are considered its children in the hierarchy, in addition to its "normal" volume children, if any.
- Surface H-elements are organized in a classical hierarchy of surfaces.

This general hierarchy is pictured in Fig. 8. When a cluster is subdivided for refinement, it produces a list of children elements that can consist of volume children (if the cluster is not a leaf of the hierarchy) and/or surface children (if surfaces are contained in the cluster). Note that a volume H-element may be a leaf from the point of view of the hierarchical volume structure, yet contain surface children (this is also apparent in the pseudo-code of Appendix A). Also, a volume H-element possesses an extinction coefficient, composed in part of the contribution of the contained surfaces, and in part of that of the participating medium, if any.

The complete hierarchy of clusters and surfaces is used with the combined surface/volume algorithm of Section II-C. Because the hierarchy encompasses all objects, link refinement proceeds from the root cluster in a top-down manner, and initial linking is completely avoided. In the course of link refinement, arbitrary pairs of surfaces and volumes are considered in a transparent way. The proposed algorithm thus handles surface-cluster, cluster-surface, cluster-cluster and surface-surface energy transfers automatically using procedure overloading.

B. Hierarchical clustering algorithm

The complete hierarchy of clusters and surfaces is used with the combined surface/volume algorithm of Section II-C. Because the hierarchy encompasses all objects, link refinement proceeds from the root cluster in a top-down manner, and initial linking is completely avoided. In the course of link refinement, arbitrary pairs of surfaces and volumes are considered in a transparent way. The proposed algorithm thus handles surface-cluster, cluster-surface, cluster-cluster and surface-surface energy transfers automatically using procedure overloading.

B.1 Refinement criteria

Fig. 7 showed that the simple estimation of radiosity transfer using isotropic clusters produces approximate results.

One possibility to avoid this difficulty, is to represent directional information at the cluster level. Several data structures have been developed for the simulation of non-diffuse surfaces [30] and could be used to store radiance distributions and scattering functions for each cluster. The benefit of this approach would be to maintain the constant-time linking operation, but the tradeoff with the important cost of the directional structure must be carefully investigated [32].

Smits et al. showed that clustering remains attractive even if more work is performed for each link, as long as the total cost of a link is linear in the total number of surfaces in the clusters being considered [34]. Thus a relatively simple way around the problems of isotropic clusters is to allow "smart" energy exchanges between a cluster and its contained surfaces. This is accomplished by modifying the refinement routine, the energy gathering routine and the bidirectional sweep routine (Push-Pull) used to distribute energy in the hierarchy. As mentioned above, the "area"-averaging performed with the modified area factor ensures that the energy is always properly distributed, even when a cluster has a mixture of surfaces and other clusters as its children. The goal is to model the following phenomena in the interaction between two clusters:

- How the radiosity of each surface (and sub-cluster) of the cluster contributes to the energy leaving the cluster.
- How the irradiance on the receiving cluster is distributed among the surfaces and sub-clusters.

As a first approximation, we can ignore all visibility relationships in a cluster and simply take into account the relative orientation of each individual element, with respect to the general direction of transfer. Thus the dot product of each surface's normal vector and the direction of transfer is used to modulate the irradiance or radiosity (See the pseudo-code in Appendix A). Since the transmittance factor is still only evaluated between the clusters, the additional cost remains reasonable. This is functionally equivalent to Smits et al.'s "alpha-link".

Better criteria can probably be devised, but should remain very simple to implement, to avoid losing all the benefits of clustering. Current work includes the definition of

![Fig. 8. Hierarchical structure: volumes can have both surface and volume children (left), while surfaces only have surface children (right).](image-url)
adaptive criteria taking into account a degraded notion of visibility inside the cluster [31].

B.2 Visibility and transmittance

In our current implementation, transmittance is computed using either volumes or surfaces. Thus the choice is between a fast and approximate method (with volumes and their “equivalent extinction”), and an expensive but more accurate one. A natural extension of this work consists of developing better visibility algorithms that switch automatically from one description to the other. In particular, importance methods [35] should be used to select the appropriate representation for each surface. The hierarchy of clusters also provides the basis for a multi-resolution representation of visibility [31].

C. Results

Fig. 9 shows results obtained with the improved clustering algorithm for the same scene as in Fig. 7. The directional shading of each surface in a given cluster dramatically improves the appearance of the cubes. Careful comparison with the reference solution shows that ignoring all visibility issues inside a cluster produces unwanted illumination of some of the cubes in the lower area. Local visibility can in fact be taken into account in such a way that the total cost of a link remains linear in the number of surfaces in both clusters [31].

The right-hand column shows two sample links from the solutions. As expected, a lower error threshold produces more subdivision, and links are created between smaller clusters. Also note that some of the links connect a cluster to a surface. This is handled transparently by the generic algorithm.

Fig. 10 shows two solutions for a fairly complex scene consisting of about 10,000 input polygons. The radiosity solution is rendered directly using graphics hardware4. The combination of clustering and approximate visibility computation allows the calculation of a rough solution in less than 30 seconds, demonstrating that radiosity is a useful tool for preview in design applications. The high-quality solution shows that it is possible to compute fairly accurate images without resorting to a very expensive “local pass”. Note however that the algorithm still depends on the quality of the mesh generated on the surfaces. Light leaks are possible whenever mesh boundaries are not properly positioned with respect to the radiosity function [3]. Using importance weighting with clustering will help directing the computational effort to visible areas, while other areas can be treated as large clusters.

Fig. 11 shows some sample links for the solution of Fig. 10. Links to the two distant light sources to the back of the viewer are created first, and links to the other two light sources are created at lower levels of the hierarchy. All light sources have the same power, therefore the bound on the energy transfer is primarily driven by the distance to each light source. For this scene the hierarchy of clusters was automatically constructed using a modified hierarchy of bounding volumes currently under development.

VI. Conclusions and future work

A unified algorithm has been proposed for the simulation of energy exchanges between diffuse surfaces, isotropic participating media and object clusters. This comprehensive algorithm can be applied in all fields that require accurate simulation of combined surface/volume illumination. It also provides an avenue for the development of efficient clustering algorithms, by establishing a correspondence between volumes and groups of surfaces.

Results were presented for two automatic clustering methods, showing that clustering can significantly accelerate radiosity calculations by effectively removing the need for a complete initial linking phase. The proposed algorithm completely integrates volumes and surfaces, and allows the quick addition of new cluster types thanks to its object-oriented nature.

Future directions include the study of better criteria to make linking decisions between clusters. In particular the derivation of tighter error bounds could dramatically reduce the number of links. More accurate methods are needed to distribute energy from a cluster to its elements (and reciprocally), taking into account for instance intra-cluster visibility. The development of efficient algorithms for the calculation of visibility and transmittance factors is another promising research direction. In particular we hope to use the automatic correspondence between surfaces and volumes to compute error bounds on transmittance estimates. In general the use of mixed representations combining surfaces and volumes will allow each representation to be used in specific areas of the computation. Finally, a number of cluster properties are in fact functions of direction in space, and could be stored as such. The use of such explicitly directional clusters allows constant-time linking operations, but requires important storage capabilities [32].
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Fig. 9. General clustering solution for the same test scene as before. (top) reference solution (same as in Fig. 7). (left) general clustering solutions for two different error thresholds: $\varepsilon = 3.49$ and $\varepsilon = 0.28$. (right) Sample links shown to illustrate the varying level in the hierarchy at which a link can be established, based on the subdivision error threshold.
Fig. 10. Clustering solution for a complex environment (10,000 input polygons). (left) high-quality solution (directly rendered from the radiosity computation): 2 hours and 4 minutes. (right) approximate solution, obtained by using a higher error threshold and approximate visibility calculation using extinction coefficients: 28 seconds.

Fig. 11. For the solution shown above, links to the various light sources have been established with different clusters. From left to right we see that as the light source becomes closer, the link is created at a lower level of the cluster hierarchy. The three clusters shown are children of one another.
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```
for each link c arriving at p do
    GatherIrradiance( p , c )
end for
```

The functions above suffice for surface radiosity or isotropic clustering. However in the general clustering case the irradiance received across each link comes from a differ-
ent direction, and cannot simply be added to a global irradiance value. Therefore it must be distributed to each cluster’s contents. This is accomplished by overriding the GatherIrradiance procedure for clusters only:

```
GatherIrradiance ( H-Element p , Link l )
    p.Irradiance ← p.Irradiance + l.Source.Radiosity × l.FormFactor
end for
```

Note that all radiosity values are defined with the Spectrum type. This simply indicates that they depend on wavelength. In our implementation the Spectrum type is represented by an array of floating point values. The ReceiverFactor term in this code is the orientation factor (cosine of the incident angle) described in Section II-C.2.
B. Push - Pull

Here we describe the Push-Pull procedure that redistributes contributions received at all levels of the hierarchy to ensure that each H-element has an accurate view of its radiosity, including what was received by its ancestors and children. As explained in the text, irradiance is pushed down the hierarchy, until a leaf H-element is encountered. In the case of a leaf surface, the local reflection operator is applied to transform irradiance into radiosity:

\[
\text{Spectrum PushPullRad}(\text{H-element } p, \text{Spectrum IrrDown}) \\
\begin{align*}
\text{Spectrum RadUp} & \\
\text{if } p \text{ is a leaf:} & \\
\text{RadUp} & \leftarrow \text{GetLeafRadiosity}(p, \text{IrrDown}) \\
\text{else:} & \\
\text{for each child } c \text{ of } p \text{ do:} & \\
\text{RadUp} & \leftarrow \text{RadUp} + c.\text{AreaFactor} \\
& \times \text{PushPullRad}(c, p.\text{Irradiance + IrrDown}) \\
\text{end for} & \\
\text{RadUp} & \leftarrow \text{RadUp} / p.\text{AreaFactor} \\
\text{end if} & \\
\text{p.Radiosity} & \leftarrow \text{RadUp} \\
\text{return} \text{RadUp} & \\
\end{align*}
\]

However for leaves of the cluster hierarchy, irradiance must be pushed down to the surfaces contained in the cluster, if any. In addition, the generic local reflection operator is also called to account for the possible volume scattering occurring in the cluster:

\[
\text{Spectrum GetLeafRadiosity}(\text{H-Cluster } p, \text{Spectrum IrrDown}) \\
\begin{align*}
\text{Spectrum RadUp} & \\
\text{if } p \text{ is empty:} & \\
\text{return NullSpectrum} & \\
\text{else:} & \\
\text{float localArea} & \leftarrow p.\text{AreaFactor} \\
\text{for each polygon } c \text{ in } p \text{ do:} & \\
\text{localArea} & \leftarrow \text{localArea} - c.\text{AreaFactor} \\
\text{RadUp} & \leftarrow \text{RadUp} + c.\text{AreaFactor} \\
& \times \text{PushPullRad}(c, p.\text{Irradiance + IrrDown}) \\
\text{end for} & \\
\text{Spectrum LocalRad} & \leftarrow \text{GetLeafRadiosity}(\text{H-element } p, \text{IrrDown}) \\
\text{RadUp} & \leftarrow \text{RadUp} + \text{localArea} \times \text{LocalRad} \\
\text{RadUp} & \leftarrow \text{RadUp} / p.\text{AreaFactor} \\
\text{return} \text{RadUp} & \\
\end{align*}
\]

In this pseudo-code the area factor due to the local scattering volume is computed by subtracting the contribution of all polygons to the total area.
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