N
N

N

HAL

open science

On the Roth and Ruckenstein equations for the
Guruswami-Sudan algorithm
Daniel Augot, Alexander Zeh

» To cite this version:

Daniel Augot, Alexander Zeh. On the Roth and Ruckenstein equations for the Guruswami-Sudan
algorithm. Information Theory, 2008. ISIT 2008.

Toronto, Canada. pp.2620-2624, 10.1109/ISIT.2008.4595466 . inria-00509209

HAL Id: inria-00509209
https://inria.hal.science/inria-00509209
Submitted on 10 Aug 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

IEEE International Symposium on, Jul 2008,


https://inria.hal.science/inria-00509209
https://hal.archives-ouvertes.fr

On the Roth and Ruckenstein Equations for the
Guruswami-Sudan Algorithm

Daniel Augot and Alexander Zeh
Team SECRET, INRIA Paris-Rocquencourt, France
{dani el . augot, al exander. zeh}@nria.fr

Abstract—In 2000 Roth and Ruckenstein proposed an Ex- resulting set of equations (see Secfion Mlll) can be removed
tended Key Equation for solving the interpolation step in the  For a low-rate RS code the gain is very high. In Secfich 1X

Sudan decoding algorithm. Generalizing their idea, a sequee of \ys describe how this reduced set of equations can be solved
key equations for the Guruswami-Sudan (GS) algorithm, whit fficiently. Finall lude in Sectidm X
is able to list decode a Reed-Solomon code with arbitrary ra, einciently. Finally, we conclude in sectionl A.

is derived.
This extension allows a reduction of the number of equationand II. THE GURUSWAMI-SUDAN PRINCIPLE
therefore a reduction of the algorithm’s complexity. Furthermore,
we indicate how to adapt the Fundamental Iterative Algorithm The Guruswami-Sudan principlel [5] is recalled shortly. Let
for block Hankel matrices and thus solving the GS-interpolaion {x1,...,7,} be the support of an], k] Reed-Solomon code,
step efficiently. where all thex; € F, are distinct. Letk be the dimension
I ndex Terms—Guruswami-Sudan algorithm, list decoding, (Ex- and d = n — k + 1 the minimum distance of the RS
tended) Key Equation, Reed-Solomon codes, polynomial infeo-  code under consideration. The received word is denoted by
lation y = (y1,...,y) and 7 is the number of errors that can be
corrected. The parameteris the order of multiplicity of the
I. INTRODUCTION bivariate interpolation polynomial in the GS-algorithmhéhn

The Sudan([1] list decoding algorithm is applicable to Reed€ GS-polynomial(X,Y’) has to fulfill the following three
Solomon (RS) codes with a code rafe < 1/3. It consists conditions:
of an interpolation and a factorization step. Beside their 0 Q(X,Y) #0;
well-known factorization method Roth and Ruckenstéih [2] O Q(X,Y) = Zf&:o Qu(X)Y", wheredeg Q¢(X) < N,
have also derived a so-called Extended Key Equation (EKE), with Ny, = s(n —7) — t(k — 1);
which is a generalization of the classical Key Equation for 0 mult(Q, (z;,%:)) > s,i=1,...,n.

unique decoding, by reformulating the interpolation céiodi e recall that the conditiofi] is the multiplicity condition
of Sudan. The EKE can be solved by an adaption of thgfined as follows: LeQ(X,Y) = Qo+Qi1+---+Qi+--- be
Fundamental Iterative Algorithm (FIA) (presented it [3)[ given, where, is homogeneous of degrésThe multiplicity
for the case of horizontally arranged Hankel-matrices (whergs () at the point(0, 0) is the smallest such that; # 0 and
L is the list size). ~_ the multiplicity of Q at the point(x;,;) is the multiplicity at
Guruswami and Sudahl[5] extended the originally interpofat (0,0) of the polynomialQ(X + z;,Y + y;).

approach by using multiplicities of higher order. This ie&ses Tnen for all £(X), corresponding to codewordssuch that

the decoding radius and can be applied to RS codes wiihy ) < 7 it holds, thatQ(X, f(X)) = 0. It is noted, that
arbitrary rate. Ruckenstein predicted in her thesis [6, 8h. 4 — { iy the case of Sudan.

that the resulting set of equations for the GS-case can bedol

in quadratic time.

We generalize the idea of Roth and Ruckenstéin [2] and
obtain a set of key equations for the GS-case, which allows a

[1l. THE EXTENDED KEY EQUATION (EKE) FOR THE
SUDAN-ALGORITHM

reduction of the decoding algorithm’s complexity. In this section, the derivation of the Extended Key Equation
In the next section we recall shortly the GS-principle and iof the Sudan algorithm_[1], which was presented [ih [2], is
Section 1] the derivation of the EKE. summarized. Moreover, the principle of the algorithm swodyi

We reformulate the condition for the interpolation steplud t this key equation is mentioned.

GS-algorithm in Sectiof IV to get an appropriate basis fer thThe initial point of the derivation of Roth and Ruckenstéh |
derivation of the set of key equations, which is presentetén is that conditiorl] for s = 1 is equivalent to the existence of a
sectiongV an@ V1. The corresponding syndrome polynomigielynomial B(X), such that the following relation holds. The
are defined in Section MIl. In the same way as in the cagpelynomial R(X) is the Lagrange interpolation polynomial
of the EKE for the Sudan-algorithm, some variables of thguch thatR(z;) = y; andG(X) := [/ (X — 2;):
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Introducing the reversed polynomial®(X), G(X), B(X) matricesS?! has a time complexity of(I72) and a space
and A(X) for Q,(X) for all ¢t = 1,...,1 in Equation [(1) complexity of O(iT).
and with the reductionnod X“"=*) we obtain the following It should be mentioned that for the preprocessing of the
intermediate equation: syndrome polynomials, an explicit expression of the synaro
! coefficientsS} was derived:
D AX) - XD (R(X)) = B(X) - G(X) .
:Zy§njx§, t=1,...,01,1>0, (20)
mod X'™=%)_(2) j
The formal power series’, (X) forall t = 1,...,1 is defined Wheren; ' =Ileq oy 7@ —27). The missingQo(X)
by can be mte_rpolated witiNg = n — 7 pairs (z;, y;), because
(R(X))* 1) o of the relation:
a(X) = X000 S (X)) + Ui(X), 3) 1
. ) ) Qol(z;) = —Q (zi,y:) = Z dz)yl, i=1,....n
whereU;(X) € F;—1)n—1)[X] is the entire part of the partial =
fraction decomposition.
The degree of the syndrome polynomi] (X) in Equa- IV. UNIVARIATE EQUATIONS
tion (2) can be limited (ta- + N; — 1) and the corresponding We now consider the general casesaf 1. Let QI”(X,Y)
truncated polynomial is thus denoted B¥(.X ). Inserting this denote the-th Hasse derivative (segl[7] for definition) of the
definition in [2) and dividing withx (=Y("=*) leads to the bivariate polynomial)(X,Y’) with respect to thé” variable:
final expression of the Extended Key Equation of Roth and .

Ruckenstein for the Sudan algorithm: Bl(X V) — t )yt
QU(X.Y) tz:; p | QXY
D AX) - XEDED L SHX) = Q(X) mod X", (4)  wherel is the Y-degree ofQ(X,Y). There exists a Taylor
formula of the form:

where
degQ(X)<n—k—r. (5) QXY +y;) = ZQ[b] (X, u)Y (11)

Equation [[4) (where the RHS is zero) can be written in a )
more explicit form (see Equatiofl(6)). Notice that the numbe Let 12(X) be the Lagrange |nterpolat|0n polynomial such

of unknowns (compared with the interpolation conditiorior that Z(z;) = y; andG(X) be the polynomia[ [, (X — z;)
s = 1) has been reduced by — . From [3) we obtain (as defined in Sectidn lll). Using the Taylor formula with the
Hasse derivatives, we can formulate the following proposit

I No—1
t _ .
DD QuerSi=0, 0<i<r 6 proposition 1: One has mulQ, (zi, ;) > s,i=1,...,n
= e=0 if and only if
To get an idea of the algorithm, which solves Equatidis (6) by A b]
efficiently, it is helpful to consider the matrix represdita GX)7IQV(X, R(X)), b=0,...,s—1 (12)
of the equation. Thus the interpolation conditioil can be replaced by the
We write the coefficients of the shortened bivariate interp@gngition: for eacts = 0, . — 1, there exists a polynomial

lation polynomial Q*(X,Y) (where Q(X,Y) = Qo(X) + By(X) such that:

Q*(X,Y)) as a vectoQ*: l
Q1 QY (X, R(X Z( ) (X)i

. Q2 t=b
Q" = | (7) = By(X)G(X)*?, (13)

Q with deg B,(X) < I(n — k) — 7s + b, as it can be found by

where counting the degrees.

= T 8
Qr = (@ro, Qe Quni—1) (8) V. REMOVING THE DIAGONAL TERMS

Equivalent to this representation the syndrome polynanial \we use the Roth and Ruckenstein reversion of the coeffi-
S*(X) lead tol Hankel matricesS’ = [S] ]i .Vt =1,....1. cients technique and writ&,(X), R(X), G(X) and B,(X)

The number of rows of the matrice is = and the number for the reciprocal polynomial of);(X), R(X), G(X) and

of columns is \V;. Finally, we recall the following matrix p, (x) respectively, which are obtained by reversing the order
representation for the EKE: of the coefficients. Then the Equatidn{13) leads to

Sl S2 . Sl . * = 0. 9 !

Based on the former work of Feng and Tzefg [8], [4] the
proposed algorithm in_[2] for an horizontal band lofHankel (14)



for b = 0,...,s — 1. Let us write EKE(b) for such an consider S**(X) = S%/(X) mod X (=b)(n=k)=(=t)(n=k)
equation. Obviously we can consider the equation module. S**(X) = S%(X) mod X~ (»=k) Thus Equatior({18)

X (=b)(n=k) "tg get the equation EK): is equivalent to:
l
Z At(X) (t)X(l—t)(n—k)R(X)t—b = Bb(X)G(X)é—b Z At < )X(l t)(n—k) Sb t( ) Bb(X)
t=b+1 b t=b+1
mod X (=) (n=k) (15) mod X (=0)(n=k) (19)

Let T;,(X) denote (})X(-9(=kgbt(X) Then Equa-

Proposition 2: Let b be such thatst — bd > 0. If tion (19) leads tosT — bd equations:
Apr1(X), Apio(X),...,Ay(X) is a solution to EKEb) then !

there existsA;(X) such thatA,(X), Ay 1 (X), ..., Ay(X) is Y (M(X)Th (X)), =0,
a solution to EKE(b). t=b+1
Proof: Consider the equation in th@;(X)'s as in Equa- Where
tion (I3). Isolating@,(X), we get i = deg By(X) 41, (I— b)(n— k).

l and whereP(X); denotes thei-th fficient of iven
Qu(X) + <Z> Qi(X)R(X)'™" = By(X)G(X)*™". ponnomiaIP(( ))“NOW coeflicient of a give
t=b+1 (16)
and thusQ,(X) is the remainder of the Euclidean divi- (Ae(X)Tp e (X ZAW i Tb.4155
sion of 371, 1 (D Qu(X)R(X)'~" by G(X)*~*, as long as
deg Qp(X) < deg G(X)*~°, which givess(n—7)—b(k—1) < and the condition — j < N; has to be fulfilled. From the
(s —b)n i.e. st —bd > 0. m inequalityi > deg B,(X) + 1, we can bound:
The polynomialsG(X )~ are invertible modXx (:~t)(n=Fk),

S - ) _ J>i— Ny
Thus, after division byG (X )*~?, Equation [Ib) implieg/ —
b)(n — k) — deg B, linear equations on the coefficients of the >Un—k)+b+1—sn+t(k—1) (20)
At(X). Or (I—b)(n—k)—deg B, >0 <= s7—bd >0.Let SinceT}; = (;)X(~9(=Rgbt(X), this amount take the

bo be the maximunb such thatst — bod > 0, i.e.by = [ 57 |. coefficient of S**(X) of index larger than:
(l(n—k)+b+1—sn+t(k—1))—(I—t)(n—k) = b+1—sn—t+nt

VI. THE MATRIX FORM 21)
It can be shown that the Equation{13) leads to a lineto account. On the other hand, we express the Eu-
system, which can be written in block form: clidean division of R(X)"~" by G(X)*~" as R(X)"" =
g0.0  go.1 go.l Upo(X)G(X)*=% + V3, 4(X). In the following partial fraction
0 gl gl Ao decomposition:
' =0 RX) - Vi,t(X)
: - : ' L SE(X) = g = Une(X) + 5 (22)
0 ... 0 S§sLs-1  gs-ll A G(X)s—b G(X)s0

(17) the entire parl, ,(X) has degreén —1)(t —b) — (s —b)n =
where each matri€®* has(s—b)n rows (number of equations b+1—sn—t+nt which exactly one less than in Equatignl(21).
for each ordeb of the derivation), andeg Q; < N; columns. This means that the entire part has not be taken mto account
In the case of = 1 the matrix has only one horizontal blockand that only the coefficients of the fractidh, (X)/G (X
and the optimization of Roth and Ruckenstein was to remo@&index higher than or equal o+ 1 — sn — ¢+ nt has t0 be
the Qo (Ao) term in the first equation. In our case, we cagomputed. Then we have (frorl [8]):

remove theA; for i < by. Vot (X) n Vo, )
GX)—b Z” (1 — 2 X)* b
VIIl. EXPLICIT EXPRESSION OF THE SYNDROMES 1;1 o _
SinceG(X) is relatively prime toX (‘- (»=k) it admits an = D niVeela; ) (S -v - ])ngj
inverse modulaX (=)("=k)_ By §b!(X) the Taylor series of i=1 =0 J
R(X)!"/G(X)*~? is denoted. Then the Equatidn115) gives, s b1+
forb=0,...,s—1: = Z( ) Zmet
j=0

l
t _ s

At(X)( )X“—W—k)sgg()() = By(X) s=b—1+j b :

t:;H b = Z Zmy xi X7
mod X (=0)(n=k)_ (18) 7

) ) _ Z ght xi
Since all the terms of degree higher th&in— b)(n — k) Lt ’
are discarded by the modulo operation, it is sufficient to -



which corresponds to the “syndrome polynomials” of Ruckwhere each matrix8®/ has (s — b)n and N; columns. The
enstein’s thesi< [6]. gain can be expressed by the number of equations. The linear
system[(2b) consist of

VIII. SUBSTITUTING BACKWARDS

N = Z (s —bn
With the previous statements we can subdivide the algo- b=bo+1
rithm solving the interpolation step of the Guruswami-Suda ~ E(S ~bp)?
principle in two stages. 2
First, the reduced system, consisting of the equations N ns? 1T 2
EKE(by + 1),...,EKE(s — 1) with the polynomials T2 ( a E)

Apy41(X),. Al( ), is solved (see SectiofJX). In the equations.

second step the missing polynomials;(X) V i < bo Assuming that one wants to reach the maximum radius, i.e.
can be iteratively calculated. For instance suppose that (1 _ /R)n and withd = (1 — R)n, we can express the

Api1(X),..., Ay(X) are known (withb < bo). Then one can number of equations in terms of the rate:
use Equatlor'[(]9) to geB;,(X): )
2 _
z , ) N:E<1_1 ‘/E) . (26)
Z At(X) (b) X(l—t)(n—k)sb,t(X) = Bb(X) 2 1-R
t=b+1

mod X(=D0=h)_ (23) In Fig.[ the factorv(R), whereN = 2--a(R), is illustrated.

Then, to getA,(X), Equation [(TH) is rewritten:

0.25 T T T T
MEOXE - 3 Ao (Yx0evRe o) -
t=b+1
+By(X)G(X) ", (24) 015 ¢ y
which means that the coefficient 4 (X ) are read on thev, 0.1r 7
highest terms of the RHS of (R4). These “substitutions* only 0.05 L i
involve polynomial multiplications. '
O 1 1 1 1

0 0.2 04 06 0.8 1
Code RateR

IX. SOLVING THE REDUCED SYSTEM

In this section we have a closer look at the reduced system:
Fig. 2. The factoro in dependence of the code rafe

Qbo+1,bo+1  gbo+1,l Ab0+1
: . : =0, (25) It was hinted in the PHD thesis of Ruckenstein [6] that the
S§s—Lbotl  ~ gs—Li Ay matrix in Figure[1 has a structure of a block Hankel matrix
0,0 0,0
i
“n 527'0 . 527'N0_1 go.1 . S0,
0,0 . 0,0
Ssn 0 SSH.N[}*I
T.T T.T
R
0 (s-1)n el R R st o su

1,1 1,1
S(sfl)n.,O. o S(sfl)n,lel

0 - 0 (S_bo)n{sbo,bo - Sbo,l

(.] . 0. n{ssfl,sfl . Ss;l,l

Fig. 1. The standard matrix for determining the bivariaterpolation polynomialsQ (X, Y) of the Guruswami-Sudan algorithm



and can be solved with a quadratic complexity in terms of3] G.-L. Feng and K. K. Tzeng, “A generalization of the Bé@enp-Massey

its number of rows, either with the FIA]9][[4] or with an

adaptation of the Sakata’s algorithm[10],[11]. As mengidn
in Sectior1l and explained in [6] a block Hankel linear syste

can be solved using a variant of the Fundamental Iterativiél
Algorithm tailored for structured matrices. The main idsa i

to preprocess the matrix, by interleaving properly the rang

the columns. This is a combination of the idealih [2] which
deals with the case where only one horizontal block of Hankel
matrices is regarded and of the idealofl [12].][13] dealindwit [6]

one vertical band of Hankel matrices.

We have generalized Roth and Ruckenstein's approach @f Joachim and J. Gerhardviodern Computer Algebra.
the Sudan decoding algorithm of Reed-Solomon codes, with
multiplicity s = 1, to the general case of the Guruswami-

X. CONCLUSION

Sudan algorithm, with higher multiplicities. While Rothdan

Ruckenstein have obtained one single key equation, which

is the generalization of the classical key equation for

codes, we obtained key equations (one for each order

of multiplicity). Although this is quite satisfactory frorthe

mathematical point of view, we also gain in terms of the

number of equations that indeed have to be solved, while the
other can be solved by simple polynomial multiplicatiorfs. I[11]
the code rate approaches zero, the gain in terms of the number
[12]

of equations that truly need to be solved is very high.
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