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Parallel GMRESwith a multipliative Shwarz preonditionerDesire NUENTSA WAKAM � ∗ Guy Antoine ATENEKENG KAHOU†Theme : Observation and Modeling for Environmental SienesÉquipes-Projets SageRapport de reherhe n° 7342 � version 2 � initial version Juillet 2010 � revised versionSeptembre 2010 � 24 pagesAbstrat: In this paper, we present an hybrid solver for linear systems that ombinesa Krylov subspae method as aelerator with some overlapping domain deompositionmethod as preonditioner. The preonditioner uses an expliit formulation assoiated toone iteration of the lassial multipliative Shwarz method. To avoid ommuniations andsynhronizations between subdomains, the Newton-basis GMRES implementation is used asaelerator. Thus, it is neessary to divide the omputation of the orthonormal basis into twosteps: the preonditioned Newton basis is omputed then it is orthogonalized. The �rst stepis merely a sequene of matrix-vetor produts and solutions of linear systems assoiated tosubdomains; we desribe the �ne-grained parallelism that is used in these kernel operations.The seond step uses a parallel implementation of dense QR fatorization on the resultedbasis.At eah appliation of the preonditioner operator, loal systems assoiated to the sub-domains are solved with some auray depending on the global physial problem. Weshow that this step an be further parallelized with alls to external third-party solvers.To this end, we de�ne two levels of parallelism in the solver: the �rst level is intended forthe omputation and the ommuniation aross all the subdomains; the seond level of par-allelism is used inside eah subdomain to solve the smaller linear systems indued by thepreonditioner.Numerial experiments are performed on several problems to demonstrate the bene�tsof suh approahes, mainly in terms of global e�ieny and numerial robustness.Key-words: domain deomposition, preonditioning, multipliative Shwarz, ParallelGMRES, Newton basis, multilevel parallelism
∗ INRIA, Campus universitaire de Beaulieu, 35042 Rennes Cedex. E-mail : de-sire.nuentsa_wakam�irisa.fr
† INRIA and LRI, Par Orsay Université, 91893 Orsay Cedex. E-mail : atenekeng�yahoo.om



GMRES parallèle préonditionné par ShwarzmultipliatifRésumé : Dans et artile, nous présentons un solveur hybride pour la résolution dessystèmes linéaires sur des arhitetures parallèles. Le solveur assoie un aélérateur baséesur les sous-espaes de Krylov à un préonditionneur basé sur une déomposition de domaine.Le préonditionneur est dé�ni à partir d'une formulation expliite orrespondant à uneitération de Shwarz multipliatif. L'aélérateur est de type GMRES. Dans le but de réduirela ommuniation entre les sous-domaines, nous utilisons une version parallèle de GMRESqui divise en deux étapes la onstrution de la base du sous-espae de Krylov assoiée: Lapremière étape onsiste à generer les veteurs de la base dans un pipeline d'opérations àtravers tous les proesseurs. Les prinipales opérations ii sont les produits matrie-veteuret les résolutions des sous-systèmes linéaires dans les sous-domaines. La deuxième étapepermet d'e�etuer une fatorisation QR parallèle sur une matrie retangulaire formée parles veteurs onstruits préédemment; ei permet d'obtenir une base orthogonale du sous-espae de Krylov.Les sous-systèmes issus de l'appliation du préonditionneur sont résolus à di�érentsniveaux de préisions par une fatorisation LU ou ILU, en fontion de la di�ulté du prob-lème sous-jaent. De plus, ette étape peut être faite en parallèle via des appels aux solveursexternes. Pour ela, nous utilisons deux niveaux de parallélisme dans notre solveur global.Le premier niveau permet de dé�nir les aluls et les ommuniations à travers les sous-domaines. Le deuxième niveau est dé�nie à l'intérieur de haque sous-domaine pour larésolution des sous-systèmes issus du préonditionneur.Plusieurs tests numériques sont e�etués pour valider l'e�aité de ette approhe, enpartiulier pour les aspets d'e�aité et de robustesse.Mots-lés : Deomposition de domaine, preonditionnement, Shwarz multipliatif,GMRES parallèle, Base de Newton, parallélisme multiniveaux.



Parallel GMRES with a multipliative Shwarz preonditioner 31 IntrodutionIn this paper, we are interested in the parallel omputation of the solution of the linearsystem (1)
Ax = b (1)with A ∈ R

n×n, x, b ∈ R
n. Over the two past deades, the GMRES iterative methodproposed by Saad and Shultz [33℄ has been proved very suessful for this type of systems,partiularly when A is a large sparse nonsymmetri matrix. Usually, to be robust, themethod solves a preonditioned system (2)

M−1Ax = M−1b or AM−1(Mx) = b (2)where M−1 is a preonditioner operator that aelerates the onvergene of the iterativemethod.On omputing environments with a distributed arhiteture, preonditioners based ondomain deomposition are of natural use. Their formulation redues the global problemto several subproblems, where eah subproblem is assoiated to a subdomain; therefore,one or more subdomains are assoiated to a node of the parallel omputer and the globalsystem is solved by exhanging informations between neighboring subdomains. Generally,in domain deomposition methods, there are two ways of deriving the subdomains : (i) fromthe underlying physial domain and (ii) from the adjaeny graph of the oe�ient matrix
A. In any of these partitioning tehniques, subdomains may overlap. Overlapping domaindeomposition approahes are known as Shwarz methods while non-overlapping approahesrefer to Shur omplement tehniques. Here, we are interested in preonditioners based onthe �rst lass. Depending on how the global solution is obtained, the Shwarz methodis additive or multipliative [38, Ch. 1℄. The former approah omputes the solution ofsubproblems simultaneously in all subdomains. It is akin to the blok Jaobi method;therefore, the additive Shwarz method has a straightforward implementation in a parallelenvironment [13℄. Furthermore, it is often used in onjuntion with Shur omplementtehniques to produe hybrid preonditioners [14, 23, 34℄.The multipliative Shwarz method builds a solution of the global system by alternatingsuessively through all the subdomains; it is therefore similar to the blok Gauss-Seidelmethod on an extended system; Thus, ompared to the additive approah, it will theoreti-ally require fewer iterations to onverge. However, good e�ieny is di�ult to obtain in aparallel environment due to the high data dependenies between the subdomains. The tra-ditional approah to overome this is through graph oloring by assoiating di�erent olorsto neighboring subdomains. Hene, the solution in subdomains of the same olor ould beupdated in parallel[38, Ch. 1℄. Reently, a di�erent approah has been proposed [4, 6℄. Inthat work, the authors proposed an expliit formulation assoiated to one iteration of themultipliative Shwarz method. This formulation requires that the matrix is partitioned inblok diagonal form [5℄ suh that eah blok has a maximum of two neighbors; from thisexpliit formula, the residual vetor is determined out of the omputation of the new approx-imate global solution, and therefore ould be parallelized through sequenes of matrix-vetorproduts and loal solutions in subdomains.The �rst purpose of this paper is to present the parallelism that is obtained when thisexpliit formulation is used to build a preonditioned Krylov basis for the GMRES method.This is ahieved through the Newton basis implementation proposed in [7℄ and applied in[18, 37℄. Hene, the usual inner produts and global synhronizations are avoided aross allthe subdomains and the resulted algorithm leads to a pipeline parallelism. We will refer tothis as a �rst-level of parallelism in GMRES. The seond and main purpose of our work hereRR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 4is to further use parallel operations when solving loal systems assoiated to subdomains.To this end, we introdue a seond-level of parallelism to deal with those subsystems. The�rst observation is that for systems that arise from non-ellipti operators, the number ofsubdomains should be small to guarantee the onvergene. Consequently, the loal systemsould be very large and should be solved e�iently to aelerate the onvergene. The seondobservation omes from the arhiteture of the urrent parallel omputers. These two levelsof parallelism enable an e�ient usage of the alloated resoures by dividing tasks aross andinside all the available nodes. This approah has been reently used to enhane salability ofhybrid preonditioners based on additive Shwarz and Shur Complement tehniques [22℄.The remaining part of this paper is organized as follows. Setion 2 reall the expliitformulation of the Multipliative Shwarz preonditioner. After that, a parallel implemen-tation of the preonditioned Newton-basis GMRES is given. Setion 3 provides the seondlevel of parallelism introdued to solve linear systems in subdomains. As those systemsshould be solved several times with di�erent right hand sides, the natural way is to use aparallel third-party solver based on an (inomplete) LU fatorization. The parallelism inthese solvers is intended for distributed-memory omputers; we disuss the bene�ts of thisapproah. In setion 4, we provide intensive numerial results that reveal good performaneof this parallel hybrid solver. The matries of tests are taken either from publi aademirepositories or from industrial test ases. Conluding remarks and future diretions of thiswork are given at the end of the paper.2 A parallel version of GMRES preonditioned by mul-tipliative ShwarzIn this setion, the expliit formulation of the multipliative Shwarz method is introdued.Then we show how to use it e�iently as a parallel preonditioner for the GMRES method.A good parallelism is obtained thanks to the use of the Newton-Krylov basis.2.1 Expliit formulation of the multipliative Shwarz preondi-tionerFrom the equation (1), we onsider a permutation of the matrix A into p overlapping parti-tions Ai. We denote by Ci the overlapping matrix between Ai and Ai+1 (i = 1, . . . , p− 1).Here, eah diagonal blok has a maximum of two neighbors (see Figure 1.a). Assuming thatthere is no full line (or olumn) in the sparse matrix A, suh partitioning an be obtainedfrom the adjaeny graph of A by means of pro�le redution and level sets [5℄. We de�ne Āi(resp. C̄i) the matrix Ai (resp. Ci) ompleted by identity to the size of A (see Figure 1.b).If Āi and C̄i are nonsingular matries, then the matrix assoiated to one iteration of thelassial multipliative Shwarz method is de�ned [6℄ as :
M−1 = Āp

−1
C̄p−1Ā

−1
p−1C̄p−2 . . . Ā2

−1
C̄1Ā1

−1 (3)This expliit formulation is very useful to provide stand-alone algorithm for the essentialoperation y ←M−1x used in iterative methods. However, sine dependenies between sub-domains are still present in this expression, no e�ient parallel algorithm ould be obtainedfor this single operation. Now, if a sequene of vetors vi should be generated suh that
vi ← M−1Avi−1, then the algorithm would produe a very good pipeline parallelism. Forthe preonditioned Krylov method, these vetors are simply those that span the Krylovsubspae. However, to get a parallel proess, the basis of this Krylov subspae should beformed with the Newton polynomials as desribed in the next setion.RR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 5
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Figure 1: Partitioning of A into four subdomains2.2 Bakground on GMRES with the Newton basisA left preonditioned restarted GMRES(m) method minimizes the residual vetor rm =
M−1(b − Axm) in the Krylov subspae x0 + Km where x0 is the initial approximation, xmthe urrent iterate and Km = span{r0, M

−1Ar0, . . . , (M
−1A)mr0}. The new approximationis of the form xm = x0 + Vmym where ym minimizes ||rm||. The most time onsuming partin this method is the onstrution of the orthonormal basis Vm of Km; the Arnoldi proessis generally used for this purpose [32℄. It onstruts the basis and orthogonalizes it in thesame time. The e�et of this is the presene of global ommuniation between all the pro-esses. Hene, no parallelism ould be obtained aross the subdomains with this approah.However, synhronisation points an be avoided by deoupling the onstrution of Vm intotwo independent phases : �rst the basis is generated a priori then it is orthogonalized.Many authors proposed di�erent ways to generate this a priori basis [7, 40, 16℄. Forstability purposes, we hoose the Newton basis introdued by Bai et al [7℄ and used by Erhel[18℄:

V̂m+1 = [µ0r0, µ1(M
−1A− λjI)r0, . . . , µm

m∏

j=1

(M−1A− λjI)r0] (4)where µj and λj (j = 1, . . . , n) are respetively saling fators and approximate eigenvaluesof A. With a hosen initial vetor v0 = r0/||r0||, a sequene of vetors v1, v2, . . . , vm is �rstgenerated suh that:
vj = σj(M

−1A− λ1I)vj−1 j = 1 . . .m (5)where
σj = 1/||(M−1A− λjI)vj−1|| (6)To avoid global ommuniation, the vetors vj are normalized at the end of the proess.Hene, the salars µj from the equation (4) are easily omputed as the produt of salars

σj . These steps are explained in detail in the setion 2.2.1 and 2.2.2. At this point, we geta normalized basis Vm suh that
M−1AVm = Vm+1Tm (7)where Tm is a bidiagonal matrix with the salars σj and λj . Therefore, Vm should beorthogonalized using a QR fatorization :
Vm+1 = Qm+1Rm+1 (8)RR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 6As we show in setion 2.2.1 and following the distribution of vetors in Figure 3.(b), the
vis are distributed in bloks of onseutive rows between all the proessors; However, theiroverlapped regions are not dupliated between neighboring proessors. Thus, to performthe QR fatorization, we use a an algorithm introdued by Sameh [35℄ with a parallelimplementation provided by Sidje [37℄. Reently, a new approah alled TSQR has beenproposed by Demmel et al. [17℄ whih aims primarily to minimize the ommuniations andbetter use the BLAS kernel operations. Their urrent algorithm used in [27℄ is implementedwith POSIX threads and ould only be used when a whole matrix Vm is available in thememory of one SMP node. Nevertheless, the algorithm is SPMD-style and should be easilyported to distributed memory nodes.So far, at the end of the fatorization, we get an orthogonal basis Qm+1 impliitlyrepresented as a set of orthogonal re�etors. The matrix Rm+1 is available in the memory ofthe last proessor. To perform the minimization step in GMRES, we derive an Arnoldi-likerelation [32, Setion 6.3℄ using equation (7) and (8)

M−1AVm = Qm+1Rm+1Tm = Qm+1Ḡm (9)Hene the matrix Ḡm is in Hessenberg form and the new approximate solution is given by
xm = x0 + Vmym where the vetor y minimizes the funtion J de�ned by

J(y) = ||βe1 − Ḡmym||, β = ||r0|| e1 = [1, 0, . . . , 0]
T (10)The matrix Ḡm is in the memory of the last proessor. Sine m << n, this least-squareproblem is sequentially and easily solved using a QR fatorization of Gm. The outline ofthis GMRES algorithm with the Newton basis an be found in [18℄.2.2.1 Parallel proessing of the preonditioned Newton basisIn this setion, we generate the Krylov vetors vj , (j = 0, . . . , m) of Vm+1 from the equation(5). Consider the partitioning of the Figure 1 with a total of p subdomains. At this point,we assume that the number of proesses is equal to the number of subdomains. Thus, eahproess omputes the sequene of vetors v

(k)
j = (M−1A− λjI)v

(k)
j−1 where v

(k)
j is the set ofblok rows from the vetor vj owned by proess Pk. The kernel omputation redues to someextent to two major operations z = Ax and y = M−1z. For these operations, we onsiderthe matries and vetor distribution on Figures 2 and 3. On eah proess Pk, the overlappingsubmatrix is zeroed to yield the matrix Bi in Figure 2. In Figure 3.(b), the distribution forthe vetor x is plotted. The overlapping parts are repeated on all proesses. Hene, for eahsubvetor x(k) on proess Pk, x(k)u and x(k)d denote respetively the overlapping parts with

x(k−1) and x(k+1). The pseudoode for the matrix-vetor produt z = Ax follows then inAlgorithm 1.Now we onsider the matrix distribution in Figure 3.(a) for the seond operation y =
M−1z. Aording to relation (3), eah proess k solves loally the linear system Akt(k) = z(k)for t(k) followed by a produt y(k)d

= Ckt(k)d with the overlapped matrix Ck. However,the proess Pk should reeive �rst the overlapping part of y(k−1)d from the proess Pk−1.Algorithm 2 desribes the appliation of the preonditioner M−1 to a vetor z. The form ofthe M−1 operator produes a data dependeny between neighboring proesses. Hene theomputation of a single vetor vj = (M−1A− λjI)vj−1 is sequential overall the proessses.However sine the vj are omputed one after another, a proess an start to ompute itsown part of the vetor vj even if the whole previous vetor vj−1 is not available. We referto this as a pipeline parallelism sine the vetors vj are omputed aross all the proessesas in a pipeline. This would not be possible with the Arnoldi proess as all the globalRR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 7
0Bi =

Figure 2: Distribution for the matrix-vetor produt
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(a) : Distribution for the operation y ←M−1x (b) :Distribution of the vetorFigure 3: Matrix and vetor splittingsommuniations introdue synhronizations points between the proesses and prevent theuse of the pipeline; see for instane the data dependenies implied by this proess in Erhel[18℄.To better understand the atual pipeline parallelism, we reall here all the dependeniespresented in [39℄. For the parallel matrix-vetor produt in Algorithm 1, if we set z = h(x) =
Ax, then z(k) = hk(x(k−1), x(k), x(k+1)) and the Figure 4.(a) illustrates these dependenies.For the preonditioner appliation y ←M−1z as written in Algorithm 2, we set y = g(z) =
M−1z, then y(k) = gk(y(k−1), z(k), z(k+1)) and dependenies are depited on Figure 4.(b).Finally, for the operation y ← M−1Ax, if y = f(x) = AM−1x = h�g(x), then y(k) =
fk(y(k−1), x(k), x(k+1), x(k+2)) and we ombine the two graphs to have the dependenies onFigure 5.a. Hene the dependeny x(k−1) is ombined with that of y(k−1). In the pipeline�ow omputation vj = f(vj−1), the dependeny x(k+2) in Figure 5.b delays the omputationof the v

(k)
j until the subvetor v

(k+2)
j−1 is available. If there is a gool load balaning betweenRR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 8Algorithm 1 z = Ax1: /* Proess Pk holds Bk, x(k) */2: k ← myrank()3: z(k) ← Bkx(k); /* loal matrix-vetor produt */4: if k < p then5: Send z(k)d to proess Pk+16: end if7: if k > 1 then8: Reeive z(k−1)d from proess Pk−19: z(k)u

← z(k)u

+ z(k−1)d10: end if11: /* Communiation for the onsisteny of overlapped regions */12: if k > 1 then13: Send z(k)u to proess Pk−114: Reeive z(k+1)u from proess Pk+115: z(k)d

← z(k+1)u16: end if17: return z(k)Algorithm 2 y = M−1z1: /* Proess Pk holds Ak, z(k) */2: k ← myrank()3: if k > 1 then4: Reeive y(k−1)d from proess Pk−15: z(k)u

← y(k−1)d6: end if7: Solve loal system Aky(k) = z(k) for y(k)8: if k < p then9: y(k)d

= Cky(k)d10: Send y(k)d to proess Pk+111: end if12: /* Communiation for the onsisteny of overlapped regions */13: if k > 1 then14: Send y(k)u to proess Pk−115: end if16: if k < p then17: Reeive y(k+1)u from proess Pk+118: y(k)d

= y(k+1)u19: end if20: return y(k)all the subdomains and if τ denotes a time to ompute a subvetor x(k) inluding theommuniation overhead, then the time to ompute one vetor is
t(1) = pτ (11)and the time to ompute m vetors of the basis follows

t(m) = pτ + 3(m− 1)τ (12)RR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 9Finally, the �rst vetor is available after pτ and then, a new vetor is produed every 3τ(see Figure 6). The e�ieny ep of the overall algorithm is therefore omputed as :
ep =

mt(1)

pt(m)
=

pτm

p(pτ + 3(m− 1)τ)
=

m

p + 3(m− 1)
(13)Hene, the e�ieny is lose to 1/3 for a large value of m. However, this result stronglysuggest to keep very small the number p of subdomains, relatively to m.
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Figure 5: Dependeny graph for y = M−1Ax2.2.2 Computation of shifts and saling fatorsSo far, we have not yet explained how to ompute the shifts λi and the saling fators σi ofthe equation (5) and (6).As suggested by Reihel [31℄, the values λj should be the m eigenvalues of greatestmagnitude of the matrix M−1A in order to have a well-onditioned Krylov basis. Sine theseRR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 10
σ

(1)
3 = ||v

(1)
3 ||

(2)
2

P1

P2

P3

P4

σ
(3)
3 = ||v

(3)
3 ||

(2)
2 + σ

(2)
3

σ
(2)
3 = ||v

(2)
3 ||

(2)
2 + σ

(1)
3

v1 = (M−1A− λ1)v0 v2
v3Communiations for Ax Communiations for M−1y

y(1) = B1v
(1)
0 v

(1)
1 = C̄1Ā
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Figure 6: Double reursion during the omputation of the Krylov basiseigenvalues annot be heaply omputed, we perform one iteration of lassial GMRES(m)with the Arnoldi proess. Hene, the m eigenvalues omputed from the output Hessenbergmatrix are the approximate eigenvalues of the preonditioned global matrix [33, Setion 3℄.These eigenvalues are arranged using the Leja ordering while grouping together two omplexonjugate eigenvalues. Reently, Philippe and Reihel [29℄ proved that, in some ases, rootsof the Chebyhev polynomials an be used e�iently.The salars σi are determined without using global redution operations. Indeed, suhoperations introdue synhronisation points between all the proesses and onsequently de-stroy the pipeline parallelism. The Algorithms 1 and 2 ompute in some extent the sequene
vj = (M−1A − λiI)vj−1. We are interested in the salars σj = ||vj ||2. For this purpose,on proess Pk, we de�ne by v̂

(k)
j the subvetor v

(k)
j without the overlapping part. In theAlgorithm 2, after the line 8, an instrution is therefore added to ompute the loal sum

σ
(k)
j = ||v̂

(k)
j ||

2
2. The result is sent to the proess Pk+1 at the same time as the overlappingsubvetor at line 10. The next proess Pk+1 reeives the result and adds it to its own ontri-bution. This is repeated until the last proess Pp. Then at this step, the salar σ

(p)
j =

√
σ

(p)
jis the norm ||vj ||2. An illustration is given in the Figure 6 during the omputation of thevetor v3.3 Parallel omputation of loal systems in subdomainsDuring eah appliation of the operator M−1, several linear systems Aky(k) = z(k) shouldbe solved for y(k) with di�erent values of z(k) (see Algorithm 2 line 7). The matries Ak, k =

(1 . . . p) are sparse and nonsymmetri as the global matrix A. Hene, during the wholeiterative proess and inside eah subdomain, a sparse linear system with di�erent right handsides is being solved. On nowadays superomputers with SMP (Symmetri MultiProessing)RR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 11nodes and with the availability of numerous parallel third-party solvers, it beomes alsonatural to introdue another level of parallelism within eah subdomain. So, in this setion,we give �rst the motivations of using this seond level of parallelism. Then we disuss aboutthe appropriate solver to use in subdomains. Finally we give the main steps of our parallelsolver with these two levels of parallelism.3.1 Motivations for two levels of parallelismIn domain deomposition methods, the lassial approah is to assign one or several subdo-mains to a unique proessor. In terms of numerial onvergene and parallel performane,this approah has some limitations, as pointed out in [22, 24℄:� For some di�ult problems, suh as those arising from non-ellipti operators, thenumber of iterations tends to inrease with the number of subdomains. It is thereforeessential to keep this number of subdomains small in order to provide a robust iterativemethod. Moreover, with a �xed size m of Krylov basis, a better e�ieny is obtainedwith a small number of subdomains. By doing this, the subsystems are getting largeand ould not be solved e�iently with only one proessor in a subdomain. In thissituation, the seond level of parallelism is improving the numerial onvergene ofthe method while providing fast and e�etive solutions in subdomains. On the otherhand, the equation 13 suggests, with a �xed size m of the Krylov basis to use a smallnumber of subdomains.� In a wide range of parallel superomputers, eah ompute node is made of severalproessors aessing more or less the same global memory spae (see Figure 7.a).Usually, this spae is logially divided by the resoure manager if only a subset ofproessors is sheduled. As a result, the alloated spae ould not be su�ient tohandle all the data assoiated to a subdomain; it is therefore neessary to shedule formore proessors in a node to aess the amount of required memory. In this situation,with the one level of parallelism, only one proessor will be working (The proessor P0for instane in Figure 7.b). However, if a new level of parallelism is introdued insideeah sheduled node, all the proessors ould ontribute to the treatment of the datastored into the memory of the node(Figure 7.). Moreover, with this approah, dataassoiated to a partiular subdomain ould be distributed on more than one SMP node;In this ase, the new level of parallelism is de�ned aross all the nodes responsible fora subdomain (Figure 7.d).3.2 Loal solver in subdomains : Auray and parallelism issuesThe sparse linear systems assoiated to subdomains are in the sope of the preonditioneroperator M−1. Therefore, the solutions of these systems an be obtained more or lessaurately:� An aurate solution, with a diret solver for instane, leads to a powerful preondi-tioner, thus aelerating the onvergene of the global iterative method. This approahis usually known as hybrid diret/iterative tehnique. The drawbak here is the sig-ni�ant memory needed in eah subdomain. Indeed, not only the loal submatrix Akshould be stored but also the Lk and Uk matries from its LU fatorization. With thepresene of �ll-in during numerial fatorization, the size of those fators an inreasesigni�antly ompared to the size of the original submatrix.RR n° 7342
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Figure 7: Distribution of subdomains on SMP nodes� The problem of memory an be overome by using an inomplete (ILU) fatorization ofloal matries, thus produing fast solutions in subdomains with fair auray. In thisase, the global iterative method is more likely to stagnate for some omplex problems.An alternative ould be to used an iterative method inside eah subdomain. However,a large di�erene in the auray of loal solutions ould hange the expression of thepreonditioner between external yles of GMRES.So far, only the numerial auray and the memory issues have being disussed butnot the underlying parallel programming model. Beforehand, we assume that a paralleldiret solver is used within eah omputing node when there is enough memory, otherwisean inomplete solver is applied. On SMP nodes with proessors sharing the same memory,solvers that distribute tasks among omputing units by using thread model are of naturaluse (Spooles [3℄, PaStiX [25℄, PARDISO [36℄). On the other side, high performant sparsesolvers that use the message-passing model are intended primarily for distributed memoryproessors. Nevertheless, on SMP nodes, this approah an be used e�iently with the avail-ability of intranode ommuniation hannels for the underlying message passing interfae(MPI) [12, 21℄. These hannels are appropriate for the large amount of ommuniationsintrodued between proessors during the solution in subdomains; for instane the ompar-ative study in [2, Set. 5℄ give a volume and size of these ommuniations for some diretsolvers. As the exhanged messages are of small size, a good data transfer an be obtainedinside SMP nodes [11, 30℄. Moreover, it is possible to split a subdomain on more than oneSMP node. For all these reasons, we use primarily distributed diret solvers in subdomainsfor the seond level of parallelism.3.3 Main steps of the parallel solverThe solver is omposed of the same steps whether a omplete or inomplete fatorization isused for the subsystems:RR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 131. Initialization : During the �rst step, the global matrix A is permuted in blok diag-onal form by the host proess (see Figure 1). After that, the loal matries Ak and Ckshould be distributed to other proesses. If a distributed solver is used in subdomains,then the proessors are dispathed in multiple ommuniators. For instane, the Fig-ure 8 shows a distribution of four SMP nodes with four proesses around two levelsof MPI ommuniators. The �rst level is intended for the ommuniation aross thesubdomains. Hene in this ommuniator, the submatries are distributed to the level
0 proesses (i.e Pk,0 where k = 0 . . . p− 1 and p the number of subdomains). Then foreah subdomain k, a seond ommuniator is reated between the level 1 proesses tomanage ommuniations inside the subdomains (i.e Pk,j where j = 0 . . . pk − 1 and pkthe number of proesses in the subdomain k).
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Figure 8: MPI ommuniators for the two levels of parallelism2. Setup : In this phase, the symboli and numerial fatorization are performed onsubmatries Ak by the underlying loal solver. This step is purely parallel arossall the subdomains. At the end of this phase, the fators Lk and Uk reside in theproessors responsible for the subdomain k. This is totally managed by the underlyingloal solver. Prior to this phase, a preproessing step an be performed to sale theelements of the matrix.3. Solve : This is the iterative phase of the solver. With an initial guess x0 and theshifts λj , the solver omputes all the equations (5-10) as outlined here:(a) Pipeline omputation of Vm+1(b) Parallel QR fatorization Vm+1 = Qm+1Rm+1() Sequential omputation of Ḡm suh that M−1AVm = Qm+1Ḡm on the proess
Pp−1,0.(d) Sequential solution of least-square problem (10) for ym on the proess Pp−1,0.(e) Broadast the vetor ym to proesses Pk,0RR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 14(f) Paralle omputation of xm = x0 + VmymThe onvergene is reahed when ||b−Ax|| < ǫ||b|| otherwise the proess restarts with
x0 = xm. When two levels of parallelism are used during the omputation of Vm,
level 1 proessors perform multiple bakward and forward sweeps in parallel to solveloal systems. After the parallel QR fatorization in step 3b, the expliit Q fator isnever formed expliitly. Indeed, only the unfatored basis V is used to apply the neworretion as shown in step 3f. Nevertheless, a routine to form this fator is providedin the solver for general purposes.4 Numerial experimentsIn this setion, we perform several experiments to demonstrate the parallel performane andthe numerial robustness of our parallel solver on a wide range of real problems. In setion4.1, we give �rst the software and the hardware arhiteture on whih the tests are done.The setions 4.3 and 4.4 provide intensive results in terms of salability and robustness onseveral tests ases. Those ases listed in Table 1 are taken from various soures, rangingfrom publi repositories to industrial softwares4.1 Software and hardware frameworkThe solver is named GPREMS1 (Gmres PREonditioned by Multipiative Shwarz).It is intended to be deployed on distributed memory omputers that ommuniate throughmessage passing (MPI). The parallelism in subdomains is based either on message passingor threads model depending on the underlying solver. The whole library is built on top ofPETS (Portable, Extensible Toolkit for Sienti� Computation) [8, 9℄. The motivation ofthis hoie is the uniform aess to a wide range of external pakages for the linear systemsin subdomain. Moreover, the PETS pakage provide several optimized funtions and datastrutures to manipulate the distributed matries and vetors. A Figure 9 gives the position
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Parallel GMRES with a multipliative Shwarz preonditioner 15by GPREMS. For a omplete referene on PETS environment, please refer to [8℄. AlthoughGPREMS uses the PETS environment, it is not distributed as a part of PETS libraries.Nevertheless, the library is on�gured easily one a usable version of PETS is available onthe targeted arhiteture.All the tests in this paper are performed on the IBM p575 SMP nodes onneted throughthe In�niband DDR network. Eah node is omposed of 32 Power6 proessors sharing thesame L3 ahe. A Power6 proessor is a dual-ore 2-way SMT with a peak frequeny at 4.7GHz. Figure 10 (obtained with hwlo[10℄) shows the topology of the �rst eight proessors inone ompute node. A total of 128 nodes is available in this superomputer (named Vargas2)whih is part of the Frenh CNRS-IDRIS omputing failities.
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P#0 P#1 P#2 P#3 P#4 P#5 P#6 P#7 P#8 P#9 P#10 P#11 P#12 P#13 P#14 P#15Figure 10: Vargas Arhiteture4.2 Test matriesThis setion gives the main harateristis of the set of problems under study.The �rst set is taken from the University of Florida (UFL) Sparse Matrix Colletion [15℄.In this set, we hoose the problems MEMCHIP and PARA-4 respetively from Freesale andShenk_ISEI diretories; main harateristis of whih are given in Table 1. The MEMCHIPTable 1: General properties of the four test matriesMatrix Name MEMCHIP PARA_4 CASE_004 CASE_017Order 2,707,524 153,226 7,980 381,689No. entries (nnz) 14,810,202 2,930,882 430,909 37,464,962Entries per row 5 19 53 98Pattern symmetry 91% 100% 88% 93%2D/3D problem No yes 2D 3DSoure UFL (K. Gullapalli) UFL (O. Shenk) FLUOREM FLUOREMproblem arise from iruit simulation �eld. The density of the assoiated matrix is rathersmall. The number of entries is about 1.4 · 106 but the nonzeros elements per row reveals arather small density. Hene, this problem is easily solved with GPREMS using an inompletefatorization in subdomains. We present the results with this ase in setion 4.3. The nextmatrix is PARA-4 oming from 2D semiondutor devie simulations. Compared to theprevious problem, the geometry of this problem makes it di�ult to solve. Hene, we hoosethis matrix to show the robustness of our solver when it is ombined with a diret solver insubdomains. Again, the results on this are shown in setion 4.3.The seond set ontains two test matries (CASE_004 and CASE_017) provided byFLUOREM [20℄, a �uid dynamis software publisher. In those ases, the sparse matrixorresponds to the global jaobian matrix resulting from the partial �rst-order derivatives of2http://www.idris.fr/su/Salaire/vargas/hw-vargas.htmlRR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 16the disrete steady Euler or Reynolds-averaged Navier-Stokes equations. The derivatives aredone with respet to the seven onservative �uid variables (mass: ρ, momentum :[ρu, ρv, ρw],energy: ρE, turbulene: [ρk, ρω] with k − ω); the steady equation an be roughly writtenas F(Q) = 0 where Q denotes the �uid variables and F(Q) the divergene of the �uxfuntion. If Qh and Fh are the �nite volume disretizations over the omputational domainof Q and F respetively, then the matrix A of the linear system (1) is the global jaobianmatrix JFh
(Qh). A ∈ R

n×n is non-symmetri and inde�nite and when the stationary �owis dominated by advetion, it orresponds to a strongly non-ellipti operator. The two-levelparallelism is then useful in those ases in that, we an inrease the number of proessorsto speed up the overall exeution time while providing the guarantee that the number ofiterations will remain almost onstant. Setion 4.4 gives the results with the multilevelapproah on the CASE_017 ase. The matrix CASE_004 is used to show the numerialrobustness of GPREMS ompared to the additive Shwarz approah implemented in PETS.4.3 Convergene and salability studies on MEMCHIP and PARA-4 asesWe disuss here the results of the numerial onvergene of GPREMS on the two problemsMEMCHIP and PARA-4. We use respetively m = 12 and m = 24 as the size of the Newtonbasis (searh diretions) for the two ases. Note that the iterative proess stops when therelative residual norm ||b −Ax||/||b|| is less than 10−8 or when 1500 iterations are reahed.The total number of iterations is usually a multiple of m as the Newton basis should begenerated a priori; hene the onvergene is tested only at eah external yle. ILU(p)denotes a use of an inomplete fatorization in subdomains with p levels of �ll-in in fatoredmatrix. The pakage used to perform this fatorization is EUCLID[26℄ from the HYPREsuite [19℄. Some other problems like PARA-4 are more di�ult to solve. Hene the use ofhybrid diret-iterative solver is neessary to ahieve a good onvergene in a reasonable CPUtime. The MUMPS [1℄ pakage is then used at this point. On all ases so far, the relativeresidual norm of the omputed solution is given with respet to the number of iterations.We ompare the onvergene history on 4, 8 and 16 subdomains. Following the onvergenehistory, we give the CPU time spent in the various phases: the initialization phase, the setupphase and the iterative phase.For the MEMCHIP ase with about 1.5 · 107 entries, it takes less than 25 yles toonverge as shown on Figure 11.(a). Moreover, the number of iterations tends to dereasewith 16 subdomains. The ILU(0) fatorization is used in subdomains meaning that no newelements are allowed during the numerial fatorization and thus no more spae is needed.This has the e�et to speed-up the setup phase and the appliation of the M−1 operatorin the iterative step. The CPU times of these steps are shown in Table 2 along with theinitialization time (Init) and the total time. These results prove the salability for almostall the steps in GPREMS. Apart from the initialization step whih is sequential, all otherssteps bene�t from the �rst level of parallelism in the method. The setup phase is fullyparallel aross the subdomains. Here eah proess responsible for a subdomain performsa sequential fatorization on its loal matrix. As the size of those submatries dereaseswith the number of subdomains, the setup time dereases as well. The iterative part of thesolver (given by Iter. loop time in Table 2) sales very well in this ase. For instane, 300iterations of GMRES are performed in less than 103 s. when using 4 subdomains in the blok-diagonal partitioning. With 8 subdomains, the method requires 312 iterations (26 restartsor yles) omputed in less than 65 s. When the problem is subdivided into 16 subdomains,the method reveals a superlinear speedup, thanks to the rather small number of iterationsneeded to onverge. This is a partiular ase probably due to the unpreditable propertiesRR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 17of the inomplete solver in subdomains, the ILU fatorization for instane. Indeed, thispartiular ase on 16 subdomains does not appear when ILU(1) is used; see Figure 11.(b).
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(a) (b)Figure 11: Convergene history with MEMCHIP ase on 4, 8 and 16 subdomainsTable 2: MEMCHIP : CPU Time for various numbers of subdomains; ILU(0) is used insubdomains#Proessors #Subdomains Iterations CPU Time (s.)Init Setup Iter. loop Time/Iter Total4 4 48 26.38 3.39 33.2 0.69 62.978 8 72 27.4 2.03 25.98 0.36 55.4116 16 60 30.41 1 17.59 0.29 49Obviously, when the subsystems are solved approximately, the global method loosessome robustness. Thus for many 2D/3D ases, the number of iterations gets very large andonsequently the overall time needed to onverge is too high. We illustrate this behaviourwith the PARA-4 2D ase. An inomplete LU fatorization (ILU(2)) is �rst performed oneah submatrix to solve the systems indued by the preonditioner operator. The ILU(2)fatorization keeps the seond-order �ll-ins in the fators, leading to a more aurate pre-onditioner than that with ILU(0). However, this is not good enough to ahieve a goodonvergene rate as in the previous ase. For instane in Figure 12.(a), after reahing 10−7,the residual norm tends to stagnate. This an be observed either with 4, 8 or 16 subdomains.On the other hand, it takes a ertain time to setup the blok matries for the iterative phaseas shown in Table 3. It an be seen that the maximum time overall proessors (Setup) toget the inomplete fatorization of loal matries is twie than the time of the iterative loop.Now if a diret solver is used within eah subdomain, the method will get a betteronvergene thanks to auray ahieved during the appliation of the preonditioner. Thisbehaviour is observed in Figure 12.(b) in whih we show the onvergene history for thenumber of subdomains under study. The number of iterations grows slightly when wehange from 4 to 8 subdomains. This does not impat the overall time spent in the iterativestep as shown in the seond part of the Table 3. Indeed, this step reveals a very goodspeedup as we only need 35 s. with 8 subdomains ompared to 45 s. for 4 subdomains.With 16 proessors (subdomains), the total time ontinues to derease, even with the slightinrease of the global number of iterations. It is also worth pointing out the time spentin the setup phase. It takes roughly 5 s. on four proessors to perform the symboli andthe numerial fatorization of the submatries. Note that eah proess holds a loal matrixRR n° 7342
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(a) (b)Figure 12: Convergene history with PARA-4 ase on 4, 8 and 16 subdomainsassoiated to one subdomain. Hene, the setup time is the maximum time overall ativeproessors. When the matrix is splitted into 16 subdomains, the size of these submatriesis rather small and the setup time drops to 1 s. This is almost 400 times smaller thanthat with the ILU(2) fatorization. The main reason is the algorithm used by the twomethods. In MUMPS, almost all the operations are done on blok matries (the so-alledfrontal matries) via alls to level 2 and level 3 BLAS funtions. Therefore, the di�erentlevels of the ahe memory are used e�iently during the numerial fatorization whih isthe most time-onsuming step. Moreover, a multithreaded BLAS is linked to MUMPS tofurther speedup the method on SMP nodes. For this reason and the rather small size ofsubmatries, the seond level of parallelism is not applied up to this point.Table 3: PARA-4 : CPU Time of GPREMS(24) for various number of subdomains andvarious types of solvers in subdomains;#D #Pro. Iter. CPU Time (s.)Init Setup Iter. loop Time/Iter Total sp epInomplete solver in subdomains (ILU(2) - EUCLID)4 4 1008 1.33 418.17 654.45 0.65 1073.95 - -8 8 1008 1.31 409.68 599.64 0.59 1010.63 1.06 0.5316 16 1008 1.51 398.61 542.75 0.54 942.87 1.14 0.28Diret solver in subdomains (LU - MUMPS)4 4 144 1.32 5.12 45.43 0.32 51.87 - -8 8 216 1.26 1.67 35.06 0.16 37.98 1.37 0.6816 16 240 1.37 0.73 29.21 0.12 31.31 1.66 0.41In Table 3, we also give the speedup and e�ieny of the method relatively to fourproessors. Clearly, sp = T4/Tp and ep = 4sp/p. We observe that the e�ieny is dereasingvery fast with the number of subdomains. With ILU(2) in subdomains for instane, thee�ieny on 8 and 16 subdomains are respetively 0.53 and 0.28. This behaviour an beexplained by the the formula in Equation (13) as p should be keeped small relatively to m.This is one of the reasons to use the seond level of parallelism inside the subdomains.4.4 Bene�ts of the two-levels parallelismNow, let us onsider the FLUOREM problem CASE_017 listed in Table 1. The geometryof this 3D ase is a jet engine ompressor. Although the turbulent variables are frozenRR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 19during the di�erentiation, this test ase is di�ult to solve as shown in a short omparativestudy involving some distributed linear solvers [28℄. From this study, solvers that ombinehybrid diret-iterative approahes like GPREMS provide an e�ient way to deal with suhproblems. However, the number of subdomains should be kept small to provide a fastonvergene. Therefore the two-levels of parallelism introdued in setion 3.2 provide theway to do this e�iently even with a large number of proessors. In Table 4, we report thebene�t of using this approah on the above-named 3D ase. We keep 4 and 8 subdomainsand we inrease the total number of proessors. As a result, almost all the steps in GPREMSget a notieable speedup. Typially, with 4 subdomains, when only one proessor is ative,the time to setup the blok matries is almost 203 s. and the time spent in the iterative loopis 622 s. Moving to 8 ative proessors dereases these times to 59 s. and 181 s. respetively.The same observation an be done when using 8 subdomains, in whih ase the overall timedrops from 540 s. to 238 s. Note that the overall time inludes the �rst sequential step thatpermutes the matrix in blok-diagonal form and distributes the blok matries to all ativeproessors.The last two olumns of Table 4 give the intranode speedup and e�ieny of GPREMS.This is di�erent from the ones omputed with one level of parallelism. Clearly, we wantto show the bene�t of adding more proessors in a subdomain. Hene, if d is the numberof subdomains, sp = Td/Tp and ep = dsp/p where Tp is the CPU time on p proessors.When we add more proessors in eah subdomain, we observe a notieable speedup; with8 subdomains for instane, the speedup moves from 1.18 to 2.28 when 1 and 8 proessesare used within eah subdomain. However, a look on the e�ieny reveals a quite poorsalability. This is a general observation when the tests are done on multiore nodes, whenthe ompute units share the same memory bandwith; indeed, the speed of sparse matrixomputations are determined rather by the size of this memory bandwith than the lokrate of CPUs. Nevertheless, the total CPU time to get the solution always suggests to useall the available proessors/ores in the ompute node; Note that these proessors in thenode would be idle otherwise as they are sheduled to aess more memory.Table 4: Bene�ts of the two-levels of parallelism for various phases of GPREMS on CASE_17with a restart at 64 and MUMPS diret solver in subdomains#D #Pro. Iter. CPU Time (s.)Init Setup Iter. loop Time/Iter Total sp ep4 4 128 70.78 203.67 622.94 4.87 897.39 - -8 128 70.77 125.77 411.42 3.21 607.96 1.48 0.7416 128 69.79 73.15 280.41 2.19 423.35 2.12 0.5332 128 70.77 59.44 181.45 1.42 311.66 2.88 0.368 8 256 69.91 71.73 399.34 1.56 540.98 - -16 256 70.36 42.99 343.25 1.34 456.59 1.18 0.5932 256 71.61 28.72 206.7 0.81 307.02 1.76 0.4464 256 71.85 20.85 144.79 0.57 237.49 2.28 0.284.5 Numerial robustness of GPREMSIn this setion, our aim is to show the robustness of the GPREMS solver on CASE_004listed in Table 1. The matrix of this 2D test ase orresponds to the global jaobian ofthe disrete steady Euler equation [20℄. The two turbulent variables are kept during thedi�erentiation prediting a di�ult onvergene for any iterative method. The reiproalRR n° 7342



Parallel GMRES with a multipliative Shwarz preonditioner 20ondition number is estimated to be 3.27 · 10−6. The matrix is permuted into 4 blokdiagonal matries produing loal matries with approximately 2,000 rows/olumns and120,000 nonzeros entries. For these relatively small blok matries, we hoose an inompleteloal solver in subdomains when applying the M−1 operator. We also allow 5 degrees of�ll-ins (ILU(5)) during the inomplete numerial fatorization. Figure 13 gives the historyof the preonditioned residual norm at eah restart for 16 and 32 Krylov vetors. This normdrops to 10−11 in less than 200 iterations for GPREMS(16) with ILU(5) in subdomains.When the size of the Krylov subspae varies to 32, the residual vetor reahes 10−9 in lessthan 100 iterations. This is almost the same behaviour when a diret solver is used withinthe subdomains in whih ase the overall number of iterations is 112 and 96 respetively for16 and 32 Krylov vetors.
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Figure 13: The multipliative Shwarz approah (GPREMS) ompared to the restritedadditive Shwarz (ASM) on CASE_004; 16 and 32 vetors in the Krylov subspae at eahrestart; 4 subdomains (blok diagonal partitioning in GPREMS and Parmetis for ASM);loal systems solved with di�erent auraies (ILU(5) and LU)Then we ompare with the restrited additive Shwarz method used as a preonditionerfor GMRES. The tests are done with the implementation provided in PETS release 3.0.0-p2. Here, the Krylov basis is built with the modi�ed Gram-Shmidt (MGS) method and theinput matrix is partitioned in 4 subdomains using ParMETIS. In Figure 13, we depit againthe preonditioned residual norm with respet to the number of iterations. The urves aregiven in magenta with the same line spei�ations as for GPREMS. The main observation isthat the iterative method stagnates from the �rst restart when using ILU(5) in subdomains(the magenta plain and dash urves). With a diret solver, it is neessary to form 32 Krylovvetors at eah restart in order to ahieve onvergene (as shown by the magenta dash-dottedurve).
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Parallel GMRES with a multipliative Shwarz preonditioner 215 Conluding remarksIn this paper, we give an implementation of a parallel solver for the solution of linear systemson distributed-memory omputers. This implementation is based on an hybrid tehniquethat ombines a multipliative Shwarz preonditioner with a GMRES aelerator. A verygood e�ieny is obtained using a Newton basis GMRES version; hene we de�ne two levelsof parallelism during the omputation of the orthonormal basis needed by GMRES : The�rst level is expressed through pipeline operations aross all the subdomains. The seondlevel uses a parallelism inside third-party solvers to build the solution of subsystems induedby the domain deomposition. The numerial experiments demonstrate the e�ieny of thisapproah on a wide range of test ases. Indeed, with the �rst-order parallelism, we show agood e�ieny when using either a diret solver or an inomplete LU fatorization. For theseond level used within the subdomains, the gain obtained is two-fold: the onvergene isguaranteed when the number of proessors grows as the number of subdomains remains thesame. The global e�ieny inreases as we add more proessors in subdomains. Moreover,on some di�ult problems, the use of a diret solver in subdomains implies to aess thewhole memory of a SMP node. Therefore, this approah keeps busy all the proessors ofthe node and enables a good usage of alloated omputing resoures. Finally, on some testases we show that this solver an be ompetitive with respet to other overlapping domaindeomposition preonditioners.However, more work needs to be done to ahieve very good salability on massivelyparallel omputers. Presently, an attempt to inrease the number of subdomains up to 32inreases the number of iterations as well. The main reason is the form of the multipliativeShwarz method as eah orretion of the residual vetor should go through all the subdo-mains. A �rst attempt is to use more than two levels of splitting but the e�ieny of suhapproah is not always guaranteed, spei�ally if the linear system arises from non-elliptipartial di�erential equations. An ongoing work is to keep the two-levels of splitting for thepreonditioner operator and then to further aelerate the GMRES method with spetralinformations gathered during the iterative proess.Referenes[1℄ Amestoy, P. R., Duff, I. S., L'Exellent, J.-Y., and Koster, J. A fullyasynhronous multifrontal solver using distributed dynami sheduling. SIAM Journalon Matrix Analysis and Appliations 23, 1 (2001), 15�41.[2℄ Amestoy, P. R., Duff, I. S., L'Exellent, J.-Y., and Li, X. S. Analysis andomparison of two general sparse solvers for distributed memory omputers. ACMTransations on Mathematial Software 27 (2000), 2001.[3℄ Ashraft, C., and Grimes, R. Spooles: An objet-oriented sparse matrix library. InProeedings of the 9th SIAM Conferene on Parallel Proessing for Sienti� Computing(1999).[4℄ Atenekeng-Kahou, G.-A. Parallélisation de 'GMRES' préonditionné par une itéra-tion de Shwarz multipliatif. PhD thesis, University of Rennes 1 and University ofYaounde 1, 2008.[5℄ Atenekeng-Kahou, G.-A., Grigori, L., and Sosonkina, M. A partitioning al-gorithm for blok-diagonal matries with overlap. Parallel Computing 34, 6-8 (2008),332�344.RR n° 7342
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