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Abstract: We define a probabilistic contract framework for describing and
analysing component-based embedded systems, based on the theory of Interac-
tive Markov Chains (IMC). A contract specifies the assumptions a component
makes on its context and the guarantees it provides. Probabilistic transitions
allow for uncertainty in the component behavior, e.g., to model observed black-
box behavior (internal choice) or reliability. An interaction model specifies how
components interact.

We provide the ingredients for a component-based design flow, including
(1) contract satisfaction and refinement, (2) parallel composition of contracts
over disjoint, interacting components, and (3) conjunction of contracts describ-
ing different requirements over the same component. Compositional design is
enabled by congruence of refinement.
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Contrats probabilistes pour la conception i base
de compostants

Résumé : Nous définissons un cadre formel de contrats probabilistes pour
décrire et analyser des systémes embarqués a base de composants. Ce cadre
formel est fondé sur la théorie des chaines de Markov interactives (IMC). Un
contrat spécifie les hypothéses qu’un composant fait quant & son contexte et
les garanties qu’il fournit. Des transitions probabilistes permettent de raisonner
sur les incertitudes dans le comportement d’'un composant, par exemple pour
modéliser un comportement de type boite noire (choix interne) ou sa fiabilité.
Un modéle d’interaction spécifie la fagn dont des composants interagissent.
Nous fournissons tous les ingrédients pour le flot de conception & base
de composants, incluant (1) la satisfaction et le raffinement de contrat, (2)
la composition paralléle de contrats portant sur des composants disjoints qui
interagissent, et (3) la conjonction de contrats décrivant des comportements
différents d’'un méme composant. Notre cadre formel permet de faire de la
conception compositionnelle grace a la congruence de ’opération de raffinement.

Mots-clés : composant, contrat probabiliste, raffinement, composition
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1 Introduction

Typical embedded and distributed systems often encompass unreliable software
or hardware components, as it may be technically or economically impossible
to make a system entirely reliable. As a result, system designers have to deal
with probabilistic specifications such as “the probability that this component
fails at this point of its behavior is less than or equal to 104", More generally,
uncertainty in the observed behavior is introduced by abstraction of black-box
— or simply too complex — behavior of components, the environment, or the
execution platform. In this paper we introduce a framework for the design of
correct systems from probabilistic, interacting components.

Figure [[(a) shows a Link system that transmits data between a Client and
a Server. The Link receives a request from the Client and encodes the request
before sending it to the Server. The encoding process fails with probability 0.02.
After receiving a response from the Server, it decodes the data before delivering
it to the Client. To model components, we adopt the discrete time Interactive
Markov Chain (IMC) semantics model [§], which combines Labeled Transition
System (LTS) and Markov Chain. Figure [[{b) shows an IMC describing the
Link component of Figure [M{a). From its initial state lp, the Link goes to
state {1 as soon as it receives (rec) a request from a Client; the probability that
it delivers (del’) this request to the Server is 0.98 and the probability that it
fails to deliver it to the Server is 0.02. The Link goes to state I, immediately
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Client (C) Link (L) Server (S)

(a) Client — Link — Server.

e
!
- T
=R
rec G () 9& del’ rec O 95

(b) The IMC M, of the Link.

Figure 1: An example of IMC: a Client-Link-Server.

after receiving a response (rec’) from the Server; the probability that it delivers
(del) the response to the Client is 0.95 and the probability of failing to do so
is 0.05. In state lg, the Link may still communicate with the Server regarding
other services, but will not deliver any response to the Client.

Components communicate through interactions, that is, synchronized action
transitions. Interactions are essential in component frameworks, as they allow
the modeling of how components cooperate and communicate. We use the BIP
framework [7] to model interactions between components.

Since the deploying context of a component is not known at design time, we
use probabilistic contracts to specify and reason about correct behaviors of a
component. Contracts were first introduced in [IT]. They allow the designer to
specify what a component can expect from its context, what it must guarantee,
and explicitly limit the responsibilities of both.

The framework we propose here allows us to model components, their inter-
actions, and the uncertainty in their observed behavior (§). It supports differ-
ent steps in a design flow: refinement, satisfaction, and abstraction (§8)), parallel
composition (§&T)), and conjunction (shared refinement) (§£2). We prove that
these operations satisfy the desired properties of independent implementability
and congruence for parallel composition, and soundness for conjunction. Thus,

e refinement is compositional, that is, contracts over different components
can be refined and implemented independently;

e the parallel composition of two contracts is satisfied by the parallel com-
position of any two implementations of the contracts; and

e several contracts C; over the same component may be used to indepen-
dently specify different requirements, possibly over different subsets of
the component interactions. The conjunction is a common refinement of
all C;.

As pointed out in [2], conjunction of probabilistic specifications is non trivial,
as a straight-forward approach would introduce spurious behaviors.

RR n°® 7328
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2 Components and Contracts

We give a formal definition to the discrete-time Interactive Markov Chains de-
scribed in [8], used to model the behavior of components.

Definition 1 (Probability distribution). A probability distribution over a set
X is a function f: X — [0,1] such that ) f(x) = 1.

Definition 2 (Interactive Markov Chain (IMC)). An IMC is a tuple
(Q, A, —,m,s0) where:

e Q is a nonempty finite set of states, partitioned into QP, the set of proba-
bilistic states, and Q°, the set of action states;

e A is a finite alphabet of actions;
e —» C Q*x Ax Q is an action transition relation;

o m: QP — (Q — [0,1]) is a transition probability function such that, for
each s € QP, 7(s) is a probability distribution over Q;

e s is the initial state.

IMCs may interact with each other by synchronizing on action transitions
(details in §). Each action state in Q2 has outgoing action transitions like those
in an LTS. Each probabilistic state in QP has outgoing probabilistic transitions
like those in a Markov Chain. Probability distributions on states are memory-
less, i.e., the future of an IMC depends only on the current state, not on past
choices. For example, in Figure [(b), the probabilistic choice that the Link
delivers the response to the Client (i.e., m(I4)(l5) = 0.95) is independent of the
probabilistic choice of delivering a request to the Server (i.e., w(l1)(I2) = 0.98).

Notation: For convenience, we sometimes write the transition probability
function 7 as a transition relation --» C QP x [0,1] x Q such that

= ={(s,p,5) [ s € L Ns" € Qnp =m(s)(s)}

We introduce contracts as a finite specification for a possibly infinite num-
ber of IMCs. In contrast to IMCs, the probabilistic transitions of a contract
are labeled with probability intervals, similar to [9, [[4]. Moreover, a distinct
T state is used to distinguish assumptions on the use of the component from
the guarantees it provides.

Definition 3 (Contract). A contract is a tuple (Q, A, —,0,ty) where:

e Q is a nonempty finite set of states, partitioned into Q@ = QP U Q2 U {T},
where QP is the set of probabilistic states, Q* is the set of action states,
and T is a distinct state without any outgoing transitions;

A is a finite alphabet of actions;
o — C 9% x Ax Q is the action transition relation;

o QP — (Q — 201} is a transition probability predicate, associating
with each pair of states (s,s’) € QP x Q an interval of probabilities;

to is the initial state.

RR n°® 7328
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o
[0,0./1}7@% T

[0.9,1]

(a) IMC M, for Server (b) Contract C for Server

Figure 2: Contract Examples

Notations: We also write o as a transition relation --» C QP x 2001 » O
such that --» = {(s,P,s') | s € QP As' € QA P =0o(s)(s')}. We write g R

. , >0 T i, >0
ifdp>0:peolq,q), and -5 for the transitive closure of ->.
The meaning of a contract over a component C' is the following:

e a transition s > T specifies the assumption of the component C' that an
interaction involving action a does not occur in state s;

e in an action state s, an action a labeling a transition not leading to T
specifies the guarantee of the component C that a is enabled in s; con-
versely, the absence of any outgoing transition labeled with a specifies the
guarantee that an interaction involving a will not occur;

e the T state represents the fact that the assumption has been violated, and
henceforth, the component C' can show arbitrary, uncontrollable behavior;

b . . . e
e a transition s [—a—+] t specifies an interval of allowed transition probabilities.

Example 1. The contract Cs in Figure [A(b) specifies that, after the Server
receives a request req’, the probability that it reaches state ts is within [0,0.1];
in state t3, it assumes that the environment does not give req’ again; if this
occurs, its implementation is not bound by Cs any more; the probability that it
reaches to from t1 is within [0.9,1]; in state to, it guarantees to send a response
(res’). In §3, we show how to check that the IMC My (in Figure[@(a)) satisfies
the contract Cs.

From the definitions of IMC and contract, we can see that an IMC can be
trivially converted into a contract. For this, we define a lifting operator |.]
(Figure Bl (c)). For the sake of simplicity, we use the same notation --+ to
represent both kinds of probabilistic transitions (i.e., those in an IMC and in a
contract).

The following definition, borrowed from [5], states that, for any probability
chosen in the interval of any probabilistic transition, it is always possible to chose
probabilities in the intervals of all the remaining transitions outgoing from the
same state such that the sum is 1.

Definition 4 (Delimited contract). A contract C = (Q, A, —,0,tg) is delim-
ited [5] iff Vs € QP Vs' € QVp € a(s)(s') : 1 —p € D ineg sy o(8)(s”).

RR n°® 7328
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Example 2. Figure[d(a) shows a delimited contract: for all p € [0,2,0.3], we
can find p’ € [0.7,0.8] such that p+ p' = 1 and vice versa. Figure EA(b) shows
a contract that is not delimited. However, we can cut [3] the redundant sub-
interval [0.8,0.9] from the interval [0.7,0.9] to obtain the delimited contract of
Figure[3(a).

a a
(e} «
[0.2,0.;1@ [0.2,0.331@ ls1 S sa] = 5158
~(doron p —(edprog b . )
o) Ty bl = e

(a) Delimited. (b) Non-delimited. (c) Lifting rules.

Figure 3: Delimited contract and rules for lifting IMC to contract.

We define some useful operations related to the probability-interval in Fig-
ure @l Regarding summing up lower bounds and upper bounds, by Definition @
[Delimited contract], the case that summation of the lower bounds greater than
1 cannot occur. When summing up the upper bounds, the ceiling for a proba-
bility value is 1, so if the summation is greater than 1, we let the result be 1.
The k is a constant scalar.

[n] = ifn>1thenlelsen
[, ua] + [l2,u2] = [l1 + 12, [ur + uz]] [F1]
[l u1] * [lo,ue) = [l * o, uq % ug) [F2]
Ex[l,u] = [kxlk=*u [F3]
Lulxk = [Ixkuxk| [F4]

Figure 4: Operations on Probability Interval(s)

3 Contract Refinement

System synthesis involves refining a contract several times until an implementa-
tion is obtained. We therefore define formally the notion of contract refinement.

3.1 Refinement and Satisfaction

We first define contract refinement, and give thereafter some explanations.

Definition 5 (Contract refinement). Let Cy = (Q1, A, —1,01,50) and Cy =
(Qa2, A, —2,09,t0) be two contracts. Cy refines Co (written C1 < Cs) iff so < to,
where < C Q1 X Qs is the greatest relation s.t. for all s <t we have:

1L s=T = t=T;
2. If (s,t) € Q3 x (Q3U{T}) then

(a) V' T € Qy, (t Zot') = (38’ € Q1, s B8/ As' < t');

RR n°® 7328
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(b)) Vs' € Q1, (s 218) = (t=T V IH € Qy, t Byt As' < ).

3. If (s,t) € QF x QF then there exists a function 6 : Q1 x Qo — [0, 1], which,
for each s’ € Qy, gives a probability distribution 6(s') over Qa, such that
for every probability distribution f over Qy with f(s') € o1(s)(s’) and
vVt € Qo,

Z f()#8(s) (') € o2(t)(t') and Vs € Q1: (6(s)(t') >0 = &' <)

s'€Q1

+
CIf(s,t) € Q3 x Q8 then 3 € Q3 it 5y 12 A s <1* and V' € Qs
1 2 2 2
(t 5ot = s<t).
O+
5. If (s,t) € QF x Q3 then 3s* € Q3 : s—>—+1 $PAs? <t andVs € Qq,
(s —>—0->1 s = S’St).

In Definition B condition () ensures that C; makes no stronger assumptions
on the context than Cy. Condition (2al) says that any transition accepted by Cs
must also be accepted by C;. However, unexpected transitions (i.e. transitions
leading to T) do not need to be present in the refinement. That is why we
have V¢’ # T in Condition (Zal). On the other hand, condition H) says that
each action transition of C; must also be enabled in Cs, unless Cs is in the T
state. Condition (Bl), adapted from [9], deals with refinement among probabilis-
tic states. Intuitively, s < ¢ if there exists a function § which distributes the
probabilities of transitions from s to s’ onto the transitions from ¢ to ¢, such
that the sum of the probability fractions (i.e., f(s") * d(s’)(¢')) is in the range
o2(t)(t'), as illustrated in Example B below. Condition (@) says that an action
state s refines a probabilistic state ¢ if it refines all action states reachable with
a path of positive probability from ¢. Finally, condition () is symmetrical to
condition (H]).

Before giving an example of refinement, we define the satisfaction of a con-
tract by an implementation (an IMC) as the refinement of the contract by the
lifted IMC (i.e., written in the form of a contract).

Definition 6 (Contract satisfaction). An IMC M satisfies a contract C (written
M E C)iff I M] <C.

Example 3. We illustrate in Figure B how to check | M| < Cs, in particular,
s1 < ty. It is easy to check s3 < ta, s4 < ta, and so < t3. In Figure [,
dashed lines stand for non-negative distribution §. Condition @) in Definition[d
states that s1 < t1 if, for each successor of s1, there is a function § (i.e., three
real numbers dy, do, and ds) such that, for each tuple (p2,ps,ps) satisfying
the constraints (1) to (4) in Figure[d, the constraints (5) and (6) are implied.
Condition @) can be checked efficiently by requiring the set inclusion to hold for
the bounds of interval o(s)(s"), using a linear programming solver. As 6(s') is
a probability distribution, we obtain for our example dy = do = d3 = 1. (Note
that if we had sy < to as well, say, we had dy from so to to, we would have
another constraint ds +dy = 1.)

Lemma 1 (Reflexivity of refinement). For all contracts C = (Q, A, —, 0, s0),
C < C and for all states s € Q, s < s.

RR n°® 7328
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) p2 €[0.1,0.1]
) p3€[0.7,0.7]
) p4€[0.2,0.2]
)
)
)

[0.7, 0.71@ @ El
2
O OO
-, 0,0.1 cdy +pyxdy €09,
OOl F 5 i

p2+p3+pi=1

Figure 5: Left: Contract refinement s; < ¢;. Right: Constraints to be checked.

Proof. Definition B (1) and (2) are satisfied. Definition H (3) is satisfied with
() () =1 O

Lemma 2 (Transitivity of refinement). For all contracts Cy, Cy and Cs, if
Cl S 02 and CQ S 03, then Cl S Cg.

Proof. See appendix [A]] O

Lemma 3 (Refinement (<) is a preorder). The relation < over two contracts
is a partial order.

Proof. The relation < is reflexive (Lemma [l) and transitive (Lemma B). O

Definition 7 (Models of contracts). The set of models of a contract C (written
M(C)) is the set of IMCs that satisfy C: M(C)={M | M = C}.

Definition 8 (Semantical equivalence). Contracts C1 and Cs are semantically

equivalent (written Cy = Cs) iff M(C1) = M(C3).

Lemma 4 (Monotonicity of satisfaction). For all IMC M and contracts C
and Co, if M = C; and Cy < Cy, then M = Cs.

Proof.
M ': Cl andC’1§C’2
By Definition [ [Contract satisfaction] (=))
MJ S Cl and Cl SCQ
By Lemma B [Transitivity of <])
M| < Cy
B

O

Lemma 5 (Refinement and model inclusion). For all contracts Cy and Cy,

Cl < 02 —— M(Cl> - M(CQ)

Proof. (=) We prove it by contradiction. Suppose that C; < Cy A M(Cy) C
M(Cs). Then there exists an IMC M such that M = C; and C; < Cy, but
M [~ Cy. By Lemma for all IMCs M | C; and Cy < Cy, then M = Cs.
We reach a contradiction. So our assumption is false. Thus, we have the desired
result. O

Remark: the converse of Lemma [l does not hold, as shown by the counter
example in Figure

We can see that there is no model for Ci, i.e. M(Cy) = (), while there are
models for Cy. Thus, we have M(Cy) C M(C2). Tt is obvious that C; £ Cs.

RR n°® 7328
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a C

[0,0.2] ,@ [0/, 0.2] ,@
qu/.\é,o.ﬂ é H@[OS 1] é

(Cy) (C2)

Figure 6: Counter example for Lemma

3.2 Bisimulation

We adapt the usual notion of bisimulation to contracts, and define reduction of
a contract with respect to bisimulation.

Definition 9 (Bisimulation ~). Given a contract C = (Q, A, —,--3,50), let
~ C Q x Q be the greatest relation such that if s ~t then:

1L s=T & t=T;
2. If (s,t) € Q* x Q? then
(a) Vac A V'€ Q,(s5s = FHecQ (tStAs ~t))
(b)) Vac A Y ecQ (t3t — 3¢ cQ,(s> s Ns' ~t))
3. If (s,t) € QP x QP then

(a) there is a function 6 : @ x @ — [0, 1], which for each s’ € Q gives a
probability distribution 6(s") on Q, s.t. for every probability distribu-
tion f over Q with f(s') € o(s)(s') and Vt' € Q

Z f()x0(s' ") e o(t)(t') and Vs' € Q: (0(s,t) >0 = &' ~t)
s'€eQ

(b) symmetric to (3d);

0+
4. If (5,6) € Q*x QP then 3t® € Q* : t > £ As ~ t* and V' € O,
0
t Tt = st

O +
5. If (s,t) € QP x Q? then Js® € Q2 : s 25 @A ~t and Vs € Q,
0
s-3 s = st

In Definition [@ condition @) is the standard definition for bisimulation.
Conditions ([Ba)) and @) deal with the probabilistic transitions. Finally, condi-
tions (@) and (@) say that an action state is bisimilar with a probabilistic state if
it is bisimilar with all its successors with non-zero probability, and there exists
at least one action state that is reachable from this probabilistic state.

Definition 10 (Reduction modulo ~). Let C = (Q, A, —,0,50) be a contract.
For all s € Q, let C; = {q € Q | s ~ q} be the equivalence class of s. Let

C = {Cs | s € Q}. The reduced contract, written C, is (C, A, —~,0~,Cs,)
such that, Vs = {s1,...,8m},t = {t1,...,tn} € C, we have: (1) s L. t iff
Ji,j:si > t;, and (2) o~(s,t) = do1<j<n O(81:15)).

RR n°® 7328
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Notice that an equivalence class may contain both action and probabilis-
tic states. By Definition @ except for probabilistic transitions with probability
interval [0, 0], either all transitions leaving an equivalence class are action tran-
sitions and Definition @ (B applies, or they are all probabilistic transitions and
Definition @ @) applies as follows. For each probabilistic state s; € s, the prob-
abilities of transitions to states ¢; € ¢ are summed up (it does not matter which
of the transitions is taken since all the successors ¢; are equivalent). This sum
is the transition probability from s; to some state in ¢. By definition of ~, the
sum is the same for all s; € s, thus we pick o(s1,1;).

Example 4. We can reduce the contract Co of Figure [d(c) by combining the

L . [0.2,0.6]
bisimilar states ty and t3 into one: t1 --+  {t2,t3}.

Lemma 6 (Reduction and refinement). For all delimited contracts C, C < C
and C < C.

Proof. See appendix [A2] O

Lemma 7 (Refinement and equivalence). For all contracts Cy and Csy, C; < Cy
and Cy < Cy implies C1 = Cs.

Proof.

Cl S CQ and CQ S Cl
= (By Lemma H [Refinement and model inclusion])
VM, MECi=MECyand VM, M =Cy = M = C;
<= (By Logic: (Ym, P(m) = Q(m)AVYm,Q(m) = P(m))
=Vm, P(m) < Q(m))
VM, M)ch — M):CQ
<= (By Definition B [Semantical equivalence] (=))

Ci =0y
|
Lemma 8 (Model equivalence). For all delimited contracts C, C = C.
Proof. By Lemma B and Lemma [ [Refinement and Equivalence]. O

3.3 Contract Abstraction

The need of abstraction arises naturally in contract frameworks. We abstract
actions in A\ B that are not relevant by renaming them into internal 7 actions.
The contract over the alphabet B U {7} is then projected on the sub-alphabet
B by using the standard determinization algorithm (see e.g. [I]).

Definition 11 (Projection). Let C = (Q, A, —1,0,50) be a contract and B C A
such that for any ¢ € Q* and a € A, if ¢ >, T then a € B. Let C' =
(Q,BU {7}, —2,0,80) be the contract where all transition labels in A\ B are
replaced with 7. The projection of C on B (written w(C)) is obtained by -
elimination (determinization) of C".

Example 5. In Figure @, if we do not care how the implementation handles
failure cases, we can check that w4\ (handie}(Ms) = Cs.

RR n°® 7328
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Lemma 9 (Abstraction and refinement). For all contracts C; = (Q1, A, —1
,——91,80), Cg = (QQ,A, —>2,——->2,1f0) and B Q A, Zf Cl S Cg, then 7T5(Cl) S
WB(CQ).

Proof. See appendix [A3] O

4 Contract Composition

We introduce two composition operations for contracts: parallel composition ||,
parametrized with an interaction set Z, and conjunction A (shared refinement).

4.1 Parallel Composition of Contracts

Parallel composition allows the designer to build complex models from simpler
components in a stepwise and hierarchical manner. In order to reason about
the composition of components at the contract level, we introduce the parallel
composition of contracts. As in the BIP component framework [7], parallel com-
position is parametrized with a set of interactions, where each interaction is a
set of component actions occurring simultaneously. For instance, an interaction
set {a,alb, c} says that action a can interleave or synchronize with b; action b
must synchronize with a; action c is a singleton interaction that always inter-
leaves. The symbol “|” is commutative, which means that a|b is identical to b|a.
In Figure[d the interactions « and f are of the form ¢, a|b, or a|b|d, and so on.

Definition 12 (Parallel composition of contracts). Let C1 = (Q1,A1, —1, --+1
,80) and Co = (Qa, Ay, —a, --+9,19) be two contracts. The parallel composition
of C1 and Cy on interaction set I (written C1||zC2) is the contract (Q,I, —, -

(s0,to)) where:

1. Q = Ql X QQ with T = (Ql X {TQ})U({Tl} X QQ) — that iS, T Of 01”1'02
s an aggregate state reached as soon as Cy or Cy reaches its T, state —,

O* = Q1 x Q3 and @ = Q\ (QUT);
2. — is the least relation satisfying the rules [R1]-[R3] in Figure [ and

3. --» is the least relation satisfying the rules [R4]-[R6] in Figure [

@1 q, o€l g2 € 9QF R1] g oqh a€T q € QF [R2]
(Q17Q2) - (QLQQ) (Q1,Q2) - ((h,q/z)

8 [p1,p2] [p3,p4]
o1 ql @ oagy alfeT R3] Q-1 G2 2 ) [R4]
alg o [P1*ps,p2*pa] , ,
(q1,92) — (q1,93) (Q1;Q2) -3 (Q1aQ2)
P P
Q- 2 € QF R3] Q@2 —=*2 5 Q€ Qf [R6]
P P
(Q1,Q2) -3 (q/th) (Q17¢I2) -3 (ih,q/z)

Figure 7: Rules for the parallel composition of contracts.
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(0,01 (ta.us)

faily req’ rlﬂo.a 1
wongn. D) e

- 0,0.1 ol m
$0.98,0.9 req|del’ [,:: [”'f’;‘-'“
rec ‘f"”’é 95,1]

del

Figure 8: Parallel composition of Cs and Cy.

Rules [R1] to [R3] are the usual parallel composition rules for interactive pro-
cesses, while Rule [R4] is similar to the typical parallel composition for Markov
Chains but on probability intervals. Finally, Rules [R5] and [R6] state that
probabilistic transitions, usually modeling hidden internal behavior, have prior-
ity over action transitions.

Example 6. Figure 8 illustrates the parallel composition of contracts Cs (from
Figure @(b)) and C; = | M| (where My is given in Figure (b)), with T =
{rec,del,req'|del’,res’|red, faily, fails }. The composed contract Cs ||z Cp states
that a failure in the Link component does mot prevent it from continuing to
deliver the request req’ to the Server, and receiving the response res’ from the
Server, but the failure prevents it from delivering the response res’ back to the
Client.

We end the section on parallel composition with some nice properties.

Lemma 10 (Commutativity of ||z). For all contracts C1,C2 and interaction
set I, Cl||ICQ = 02||1'Cl.

Proof. Tt is obvious as rules for parallel composition are symmetrically defined.
O

Theorem 1 (Congruence of refinement for ||z). For all contracts Cy, Ca, Cs, Cy
and an interaction set I, if C1 < Co and C5 < Cy, then Ci||z C5 < Csf|z Cy.

Proof. See appendix [B11 O

Theorem 2 (Independent implementability). For all IMCs M, N, contracts
Cy,Cs, and interaction setZ, if M = Cy and N |= Cs, then M||zN E C1]|zC%.

Proof.

M ): Cl and N ': Cg
<= (By definition of }=)
|[M] <Cjand |[N| <Cy
(By Theorem [M [Congruence for parallel composition])
[M]||lz|N] < Ci|zC2

=
O

Theorem 3_(Redu_cti0n and parallel composition). For all delimited contracts
Cl and CQ, Ol ||I CQ = Ol ||1' 02.
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Proof.

(By Lemma [Bl [Reduction and Refinement])
agcl andC_2§CQ and Cl Saanng Sa
= (By Theorem [ [Congruence for parallel composition])
C1||z02 < C4]|zC0% and Cy||zCs < C1||zCo
= (By Lemma [d [Refinement and Equivalence])
C1]|zC = C12Cy

4.2 Conjunction of contracts

A single component may have to satisfy several contracts that are specified
independently, each of them specifying different requirements on the component,
such as safety, reliability, and quality of service aspects. Therefore, the contracts
may use different, possibly overlapping, sub-alphabets of the component. The
conjunction of contracts computes a common refinement of all contracts. Prior
to conjunction, we define similarity of contracts as a test whether a common
refinement exists.

Definition 13 (Similarity (~)). Let C1 = (9Q1,A1, —1,--21,50) and Cy = (Qa,
Ao, —a, --29,10) be two contracts. ~ C Q1 X Q2 is the largest relation such that
V(s,t) € Q1 x Qa, s~ tiff (s=TVt=T) or conditions {@) to [f) below hold:

1. If (s,t) € Q3 x Q3 then
(a) for all s' € Qy, if s = ', then either t = t' for some t' € Qy and
s'~t,orad Ay and s’ ~t; and
(b) for all t' € Qq, if t % t', then either s = s’ for some s’ € Q1 and

s~t,orad Ay and s ~t';

2. If (s,t) € QF x QF then

(a) for all s € Oy, if s A, s', then t RN t' for some t' € Qo with
PNP#Dand (s ~t' vV 0€ P NP);

(b) for all t' € Qo, if t 2, t', then s By for some s’ € Qy with
PNP#Dand (s ~t v 0e P NP);

3. If (s,t) € Q2 x QO then for allt' € Qy witht ——» ', (s~t' vV 0€ P).

4. If(s,t) € Q0 x O3 then for all s' € Oy with s -—»1 8, (' ~t V 0¢€ P);
Finally, Cy and Cs are similar, written C1 ~ Cs, iff so ~ tg.

P, in Definition [ refers to a probabilistic interval in the form of [¢;, u;]. Any
state is similar to the top state T (where the contract does not constrain the
implementation in any way). Two action states are similar if they agree on the
enabled actions in the common alphabet, and the successor states are similar
again. Two probabilistic states are similar if the probabilistic transitions can
be matched such that the intervals overlap, and the successor states are either
similar, or can be made unreachable by refining the probability interval to [0, 0].
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Definition 14 (Unambiguous contract). A contract C = (Q, A, —,--»,50) s
0 0
unambiguous iff for all r,s,t € Q, if r A SAT Tt A s~ t, then s =t.

A contract is unambiguous if the reachable successor states of any proba-
bilistic state are pairwise non-similar.

a

[0,0. 2),6
[0,0.3] a
o 61&‘0 & “@ @[9?113 853@5
LO%_{] [0,0.4] — L010'5] b
‘\@0 8, 11@ ~»@

(a) Ca (b) Cy (c) C2

Figure 9: (a) An ambiguous contract Cy; (b,c) Two non-similar contracts Cy
and Cs.

Example 7. In Figure [@(a), the contract C, is ambiguous because sy ~ s3
(highlighted in gray) but so # s3.

We are now ready to define the conjunction of contracts.

Definition 15 (Conjunction of contracts (A)). For unambiguous contracts Cy =
(Q1,A1,—1,--21,80) and Cy = (Qa, A2, —2,--42,tg) such that Cy and Cs are
similar, let C1 A\ Co be the contract (Q1 X Qa, A1 U Az, —, --2, (so,to)) where
T= (Tl, TQ) and

1. — is the least relation satisfying the rules [C1] — [L1FTR] in Figure I,
and

2. --» is the least relation satisfying the rules [C3] — [C4R] in Figure I
(where for all other probabilistic transitions (qi,q2) s (¢1,45), P =

[0,0]).

Rule [C1] requires the contracts to agree on action transitions over the
common alphabet. According to rule [C2L] (resp. [C2R]), the conjunction
behaves like the first (resp. second) contract as soon as the other contract is
in T. Rules [LIFTL] and [L1FTR] allow the interleaving of action transitions that
are not in the common alphabet. Rules [C3] — [C4R] define the probabilistic
transitions whose successor states are similar. For non-similar successor states,
the probability interval is refined to [0, 0], according to Definition

Example 8. Figurelldl shows three contracts for the Link component: Cy1 spec-
ifies that the implementation should receive a request (req) from the Client and
deliver it to the Server (del’); Cyo specifies that the implementation should re-
ceive a response (rec’) from the Server and deliver it to the Client (del); Cos re-
quires the response (rec’) received from the Server to occur after the request
(del’) delivered to the Server. We can verify that My |= (Co1 ACy3) A(Coa ACls)
(where My is in Figure (b))
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q1 g>1 ql1 g2 g>2 qé [Cl]
(Q17(Z2) - (qllaq/2)
q1 g>1 q/1 [CQL] q2 g’1 q/2 [CQR]
(Q17 T) i} (qlla T) (T7 (Z2) i} (Ta q/2)
q1 = q « € Ay g€ OF [L1FTL]
(1, q2) = (4}, 42)
q2 Ly ¢ adg A q € 9Qf [LIFTR]
(q1,92) = (q1,93)
P / / !
q1 ——*1q1 Q42 "*2 a5 91~ G [C3]
PiNPsy ,
(q1,92) -+ (q1,93)
P / a P / a
q-*1q g€ QU{T} g2 -2 qy q € QfU{T}
9~ ¢ [C4L] a1~ g5 [C4R]
P P
(%7‘]2) -2 (qlp(Jz) (Q17QQ) -3 (ql,qé)
Figure 10: Rules for conjunction of contracts.
[0.02,q.9 T [0,0. 051@M T
(5110.98,0.95] @ @[0 95,1
(a) Cn b) Cio
s
(C) CZS rec

Figure 11: Example: Conjunction of Contracts

[0,0.1] 0:0.1

YT e o
& "

(a) Ambiguous contract Cj, (b) Cy A Cy

B AT

(¢) A model M,

Figure 12: Example where M, |= Cy A Cp, but My, = C.

Example 9. As a contract that is not in reduced form is not unambiguous
contracts should be reduced before performing conjunction. In Figure @ (left),
contract Cy is mon unambiguous, but to ~ t3. If we reduce Cy by applying
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0.2,0.6
Definition [, we get t, 0.9 {ta,t3} % {ta,t3}. The reduced contract is

unambiguous and sy ~ ty, such that conjunction yields a common refinement of
Cl and CQ.

Theorem 4 (Conjunction is a common refinement). For all contracts C1 and
CQ, 7T_Ai(01 A CQ) S CVZ f07‘ 1= 1,2.

Proof. See appendix [B2 O

Theorem 5 (Soundness of conjunction). For any IMC M and unambiguous
contracts C; with alphabets A;, i = 1,2, such that C1 ~ Ca, if M |E C1 A Cy
then ma, (M) = C;, i =1,2.

Proof. See appendix [B2 O

Example 10. Figure [[A motivates the requirement of conjunction (Defini-
tion [[A) for unambiguous contracts. The resulting contract Cy A Cy, is reduced
such that the model relation can be seen easily. The node vy denotes the equiv-
alent class {(s1,s2), (s2,51), (82, 82)}; the node vs denotes the equivalent class
{(51, 83), (SQ, 53), (83, 51), (83, 82), (53, 53)} As t1 ~ 1ty ~ t3, duplicated intervals
lead to an unsound result.

It is interesting to note the similarity of conjunction with discrete controller
synthesis [I3], in the sense that conjunction is a refinement of both contracts
making bad states (i.e., pairs of states where both contracts are contradic-
tory) unreachable. In this analogy, both action transitions and probabilistic
transitions with strictly positive intervals amount to uncontrollable transitions,
whereas transitions whose probability interval contains 0 amount to controllable
transitions that can be refined to [0,0] so as to make bad states unreachable.

5 Case Study

We study a dependable computing system with time redundancy. The system
specification is expressed by the contract Cs of Figure (top left), which
specifies that the computation comp should have a success probability of at
least 0.999. If the computation fails, then nothing is specified (state T).

The processor P the system is running on is specified by the contract Cp of
Figure (top right). Following an execution request exe, either the processor
succeeds and replies with ok (with a probability at least p), or fails and replies
with nok (with a probability at most 1 — p). The failure rates for successive
executions are independent. The probability p is a parameter of the contract.

We place ourselves in a setting where the reliability level guaranteed by Cp
alone (as expressed by p) cannot fulfill the requirement of Cs (that is, 0.999),
and hence some form of redundancy must be used. We propose to use time
redundancy, as expressed by the contract Cr of Figure (bottom). Each
computation comp is first launched on the processor P (exe’), either followed
by a positive (ok’) or negative (nok’) answer from P. In the latter case, the
execution is launched a second time, therefore implementing time redundancy.
The contract Cr finally answers with success if either execution is followed by
ok’, or with fail is both executions are followed by nok’.
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@ comy @0, 0.001]
| R/

0.999,1] fail
T

i

Success

Cs

success

Cr

Figure 13: (top left) Specification Cg; (top right) Processor contract Cp;
(bottom) Time redundancy contract Cr.

In terms of component-based design for reliability, we wonder what is the
minimum value of p that guarantees the reliability level of C's. To compute this
minimum value, we first compute the parallel composition Cr||zCp, with the
interaction set Z = {comp, exelexe’, ok|ok’, nok|nok’, success, fail}. The reduc-
tion modulo bisimulation of this parallel composition is shown in Figure[[d (top),
where the interactions exelexe’, ok|ok’, and nok|nok’ have been replaced for con-
ciseness by exe, ok, and nok, respectively. We call this new contract Crjp. We
then compute the projection of Cp)p onto the set B = {comp, success, fail}.
The result Cr = m5(Crpp) is shown in Figure [ (bottom left).

~ ~

0.1—p] *@ﬁ@
<4_,,/~”/[E):1/P]

success

sz,llv
Hatr

Figure 14: Parallel composition Cr| p; Projection Cy; Transitive closure Cy.
We are thus faced with a contract C; having sequences of probabilistic tran-

sitions; more precisely, since some probabilistic states have several outgoing
transitions, we have DAGs of probabilistic transitions. We therefore compute
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the transitive closure for each such DAG: that is, for each sequence of proba-
bilistic transitions from the initial state of the DAG (e.g., ¢} in Cy) to one of
its final states (e.g., ¢5 and ¢} in Cy), we compute the equivalent probabilistic
transition. Without entering into the details of this computation, we show the
resulting contract Cy; in Figure [ (bottom right).

The last step involves checking under which condition on p the contract C,
refines the specification C's. We have (fw <Cs< (1 —p)2 < 0.001 < p > 0.968.
This means that, with time redundancy and a processor with a reliability level
of at least 0.969, we are able to ensure an overall reliability level of 0.999.

6 Discussion

We have introduced a design framework based on probabilistic contracts, and
proved essential properties for the use in component-based design. Our defini-
tion of contracts is based on the ideas from [9} [T4] ], although the frameworks
in [9, B] do not support interactions between contracts.

Shared refinement of interfaces, and conjunction of modal specifications over
possibly different alphabets have been defined in [4 2. A framework over
modal assume/guarantee-contracts is introduced in [6], for which both paral-
lel composition and conjunction are defined. Probabilistic assume/guarantee-
contracts have also been introduced in [3] in terms of traces. [I0] introduces
a compositional framework based on continuous time IMCs, adopting a similar
interaction model as done in this paper. This framework supports abstrac-
tion, parallel and symmetric composition, but not conjunction. The recently
introduced Constraint Markov Chains (CMC) [2] generalize Markov Chains by
introducing constraints on state valuations and transition probability distribu-
tions, aiming at a similar goal of providing a probabilistic component-based
design framework. Whereas CMCs do not support explicit interactions among
components, they allow the designer to expressively specify constraints on prob-
ability distributions. Conjunction is shown to be sound and complete in this
framework.

Future work will encompass implementing the framework and carrying out
case studies. A particularly interesting application would be the design of adap-
tive systems where the probabilistic behavior of components may change over
time, while the overall system must at any time satisfy a set of safety, reliability,
and quality of service contracts.
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A Contract Refinement

A.1 Transitivity of Refinement

Lemma B [Transitivity of <] For all contracts Cy, Cs and Cs, if C; < C3 and
Cg S Cg, then Cl S 03.

Proof. Let
C, = (Q1,A1,—>1,01aT0)
Cy = (Q2,A2,—>2,02a50)
Cs = (Qs,A3,—3,03,t0)

To show C; < Cy and Cy < C3 implies C; < (3, by Definition Bl we want
to show rg < sp and sg < to implies rg < tg.
That is, for all r € Q;,5 € Qy,t € O3, we want to show that

r<sANs<t=r<t¢
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Let us first consider conditions (1) and (2) in Definition B [Contract Refine-
ment]. We have the following co-induction hypothesis: for all 7/, s’, ¢ which are
next states of 7, s, t respectively,

r<sns <t =<t [H1]

(1)

r=17T

= (By Definition H (1))
s=T

= (By Definition H (1))
t=1T

(2a) For all ¢/ # T € Qg, we have:

tLqt!
= (By Definition [l (2a))
s %o s for some s’ and s’ < ¢/
= (s’ <t implies s’ # T,so by Definition H (2a))
r %17 for some 7’ and ' < s and s’ < ¢/
= (By co-induction hypothesis [H1])
r5i 7 and 7 <

(2b) For all v’ # T € Qy, we have:

r Sy
= (By Definition H (2b))

a
s=T or s —o s for some s’ and ' < &’

There are two cases to consider:

— Case s =T.
s=T
= (By Definition H (1))
t=T

Since any state refines T, we have r < T.
— Case s # T.

s —o s’ for some s’ and 7’ < &’
= (By Definition H (2b))
t=Tort5g¢t for some t’ and &' <t and ' < &'

There are two subcases to consider:

x Subcase t = T. Since any state refines T, we have r < T.
% Subcase t # T.

t %3t for some t and s’ < ¢ and r' < &

= (By co-induction hypothesis [H1])
t %3¢ for some ¢ and ' < ¢/
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(3) Now, let us consider the Definition B [Contract Refinement] (3). Given
Cy < (3, by Definition H (3), we know there is a probability distribution
012 C Q1 X Qg X [0, 1], such that, Vfl S 0‘1(7‘),8’ S QQ,

(A) Xreo, (f1(r) % 612(r")(s) € 0a(s)(s'), and 6(r")(s") > 0 = 1 < &'
Given Cy < Cs, by Definition B [Contract Refinement] (3), we know there

is a probability distribution da3 C Q2 x Qg x [0,1], such that, Vfy €
oa(s),t € Qs,

(B) Yyeco, (f2(s") % 823(s')(t')) € o3(t)(t'),and &(s')(t') > 0= 8" < '

We want to establish a d15 C Q1 x Q3 x [0, 1] such that Definition Hl (3)
holds. Let d13 be

013(r Z 012(r")(s") * das(s") (")
s'€Qa2
We want to check that d13 satisfies the condition Definition H (3) for all
fi€ (51(T),t/ € Qs.
D reg, (J1(r') * 013(r)(2))
= (By definition of d13)
Dore, (1) * Xy e, O12(r)(s') * b23(s) (1))

= (By distribution of x over +)

D ore, 2usreay J1(r") # 812(r") () * 023 (s") (')

= (By commutativity and associativity of +)
Y ovea, 2area, J1(r") x d12(r")(s") * da3(s') (')

= (By (A), 3f2 € 02(s), f2(s') = 2,0, [1(r) * 612(r")(s"))
D sreq, f2(s") x 0a3(s) (')

€ (By (B), which holds for all f5 € o2(s))

o3(t)(t')
So we have the desired result > .o (f1(r) * 613(r')(t)) € a3(t)(t').
(4) If r € Qf and ¢t € QF and r < s and s < ¢, then there are two subcases to
consider: s € Q% and s € Q5.
— Subcase s € QF.

r<sands<t
<= (By Definition B [Contract refinement| (4))

+
r<sand H% € Q% it 3y t9As <% and
Vi€ Qg (t gt = s <)
<= (By co-induction hypothesis [H1] 7' = r, s’ = s,t' = t%)
+
r <sand Jt* € Qg:t—>—0+3 t* Ar <t* and
V€ Qs (t Trat = s<t)
<= (By co-induction hypothesis [H1] 7’ =r,s' = s,t' =)
Jto € Q2 1t a1 A7 < 1% and
V' € Qs (t ag t! = v <t)
<= (By Definition B [Contract refinement| (4))
r<t
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— Subcase s € OF.

r<sand s <t
<= (By Definition B [Contract refinement] (4))
+
ds* e Qf:s —>—0+2 s Ar < s and
Vs € Qo, (S —>—0+2 s = r< s’) and s <t
<= (By Definition H [Contract refinement] (3))
+
(1) 3s* € QF : s —>—0+2 s* Ar < s® and
(2) Vs’ € Qo, (S 30_)2 s = r< s’) and
(30 : Qa x Q3 — [0,1],Vf € o3(s) and
(3) V' € 03,5, co, (F(5) + 0() () € os(8)(¢)
and Vs' € Qy: (0(s)(t') >0 = §' <))
<= (By (3) and Definition B (4,5), we have (4); by (2), (3) and
co-induction hypothesis [H1] where v’ =r, ¢ = ¢/, t' =1,
we have (5))
>0t
(4) 3t* € Q% 1t -5 t* A s* < t* and
(5) Vt' € Qs, (¢ ot = r < t)

<= (By co-induction hypothesis [H1] where r’ =r, s’ = 5%, t' = t%)

30 € Q% it 5y 19 Ar < t¢ and
V€ Qs (t rat = 1< t)

<= (By Definition H [Contract refinement] (4))
r<t

(5) Similar to the proof in (4).

A.2 Reduction

Lemma 11 (Bisimulation and Equivalence). For all delimited contracts Cy and
Cg, Ci~Cy = C=0Cs.

Proof. By inspecting Definition [l and Definition @l we can see C; ~ C5 implies
Cy < Cy and Oy < C;. By Lemma [ [Refinement and Equivalence|, we have
Ci~Cy = Cy =0s. O

Lemma [ [Reduction and refinement| For all delimited contracts C, c<cC
and C < C.

Proof. Let C = (Q, A, —,7,s0). The reduction combines all bisimilar states
into one. Definition [Tl (1) is from literature so we omit its correctness proof here.
We now prove the correctness of Definition [ (2), o~ (s, ) = 32, <, (51, 1)),
which combines probabilistic transitions leading to bisimilar states into one as
shown below.
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Definition [ (2) computes [, u] as follows.
l=lLi+--+1, u=[ur+ - +up]

By Lemma [ [Reflexivity of (<)], s < s. Since t; ~ ... >~ t; ~ ... >~ t,,
by Lemma [l [Bisimulation and equivalence] and Lemma [0 [Refinement and
equivalence], t1 < t;,t; < t1,t; <tp,t, <t; for all 1 <j <mn. So we have the
mapping d; from ¢; for all 1 <i =j < n.

Case (C < C). We want to show that for all s,¢ € Q there exists a probability
distribution 6; C Q@ x Q x [0,1] such that s; < s. Let s’ denote any next state
of s.

Let §1(s")(¢') = 1. For any f € o(s), we have

D (F(s") % 01(s")(s4))
= (By definition of d;)
Z?:l f(s)
C  (By Definition H [Delimited contract],> " ; f(s") < 1)
[ll+"'+ln, (u1+~'~+un‘|]
= (By definition of [ and w)
[

I, u]

Case (C < C). We want to show that for all s,¢ € Q there exists a probability
distribution 6o C Q x Q x [0, 1] such that s < s7.

(a) Since d2(s;) is a probability distribution, we need to make sure that sum
of d; is 1.

Let d; € [l;/l,u;/u] for 1 < i < n. We show that there exists a vector of
d; such that Y7 | d; = 1 as follows.

Z?:l di
€ (By definition of d;)
[Zz 1l /l Zl lul/u]
(/14 -+ L /Lur/u+ -+ up/ul
(i1 1)/1, (i wi)/u)
(By deﬁnltlon of I and w)
F/l ]u/u]
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(b) We need to check that for all 1 < < n, [l,u] *d; C [l;,u;]. Here is the
proof.

(By set theory and math)

Ixd; € [l;, (ug x 1) /u] and uxd; € [(I; *u)/l, uy
(Since | < u, we know {/u <1 and u/l > 1.)

[Liy (u; % 1) /u] C [li,us] and [({; * w) /1, ug] C [1;,u4]
(Since | < u, we know I« d; < ux*d;.)

[Lyu] * di C [l u5)

[N A

A.3 Contract Abstraction

Lemma[[Abstraction and refinement| For all contracts C; = (Q1, 4, —1,--+1
80), Cy = (QQ,A, —9, ——-)g,to) and B C A, if C; < (s, then 7T[5(Cl) < 776(02).

Proof. Let
ﬂ-B(Cl) = (QB;A7*>350—3580)
m(C2) = (Q4,A,—4,04,%t0)

Given a state s and its next state s’ in a contract before projection, we use bold
font s and t to represent a set of states in Q; and Qs respectively. The next
state of s is represented by s’. To show that if sq < #y then sg < tg, we show
the general case: for all s € Qq,t € Qs, if s < ¢, then s < t. We prove this
lemma by structural induction. We have the following induction hypothesis: for
all s € Q1,t' € Qy,8' € Q3,t' € Qq, such that ' € s and t/ € t,

<t = ¢ <t [H]
We have the following cases to consider.

e Case s = T. Since s < t, by Definition H (1), we have t = T. Actions
leading to T are kept in the projection. There is no state in the projection
containing other states than T. Therefore, s=t=TT.

e Case s € Qf,t € Q3 U{T}. There are three cases to consider:

(a) V' #T € Qo, (t Sot) = (I’ € Q1, s =1 8 A8 < ).
If o € B, this action transition is kept in 75(C7) and 75(C1). So we
have s 53 8 and t 5, t/. From s’ < t/, by induction hypothesis
[H], we have (1) s’ < t'. So we have Vt' # T € Qu, (t 54 t)
= (3’ € Q3,8 38 As' < ).
If a ¢ B, this action transition does not appear in 75(C1) and wg(Ch).
We have {s,s'} C s and {¢,#'} C t. By induction hypothesis [H], we
have s < t.

(b) Vs' € Qy, (s 31 8) = (t=TV3IH € Qo t St/ ANs' <t'). For
the case t = T, As actions leading to T are kept in the projection,
there is no state in the projection containing other states than T.

RR n°® 7328



Probabilistic Contracts for Component-based Design 26

Therefore, t = T. By Definition B (1) and (2), any state refines T,
so we have s < t.

For the case 3t' € Qs, t S5 t' A’ < t/, we have two subcases to
consider.

x If o € B, this action transition is kept in 75(C1) and 75(C1).
So we have s 53 s’ and t =, t’. From s’ < ¢/, by induction
hypothesis [H], we have s’ < t’. So we have (2) Vs’ € Q3, (s —3
sy = I €y t ot/ As <t

x If o ¢ B, this action transition does not appear in m3(C;) and
75(C1). We have {s,s'} C s and {¢,t’} C t. By induction
hypothesis [H], we have s < t.

From (1) and (2), by Definition H (2), we have s < t.

+
e Case s € Qf,t € QF. By Definition B (4), 3t* € Q3 : ¢ —>—0+2 t2As < ¢t?

and V' € Qo, (¢ —>—O+2 t' = s <t'). If we have t' € QF, we have s < ¢'.
Projection does not have effect on probabilistic transitions, by induction
hypothesis [H|, we are done. If we have t' € Q%, we have s < t%. Since
s € Qf, this falls into the case s € Qf,t € Qf, which has been proved
above.

e Case s € Q,t € Q5. Similar reasoning as the case s € Qf,t € 95.
P P
e Case s € Q,t € Q. By Definition B (3), we know s S St -t

and s’ < t/. Projection only has effect on action states, the probabilistic
transitions remain the same (up to their target states). That is, we have

(1) s —Iis->3 s’ and (2) t —1i4+4 t’. From s’ <, by induction hypothesis [H],
we have (3) s’ < t’. From (1), (2), (3), by Definition A (3), we have s < t.

O

B Contract Composition

B.1 Congruence of Refinement for Parallel Composition

Lemma 12 (Congruence of refinement for ||z). For all contracts Cy, Ca, Cs,
and interaction set I, if C1 < Cs, then C1]|7C5 < Cs|zCs.

Proof. Let
C, = (Q1,A1,—>1,01,80)
Cy = (Q2,A2,—2,02,10)
Cs = (Qs,A3,—3,03,u0)
Cillz C3 = (Qi3,A13,—13,013, (S0, %0))

Collz O3 = (Qa3,A23, —23, 023, (to, uo))

Let 6§ C Q1 x Q> be the refinement relation stating that s < t. Let 6§/ C
Q13 X Qa3 be a binary relation such that ((s,u), (¢,u)) € 8’ if (s,t) € . We now
prove that ' allows to establish that (s,u) < (¢, u).

Notation: For all o, let ¢ and & be the lower bound and upper bound of o
respectively.

We first consider 3 cases involving the state T.
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(a) Case s = T. Since s < t, by Definition B [Refinement] (1), ¢t = T. By
Definition [Parallel composition] (1), if one state is in T state, the
composed state is in T state, we have (s,u) = T and (¢t,u) = T. Thus,

(s,u) < (t,u).

(b) Case t = T. By Definition [[2 [Parallel composition] (1), we have (t,u) =
T. Since any state refines T state, we have (s,u) < (¢, u).
(

(c) Caseu=T. By Definition [[2 [Parallel composition] (1), we have (s,u) =
T and (¢t,u) = T. Thus, (s,u) < (¢t,u).

Now, we consider cases where s # T, ¢t # T and u # T. We have the following
co-induction hypothesis: for all s’,¢', v’ such that s’,#,u’ are the next states of
s, t and u respectively, and ((s',u’), (t',v')) € ¢,

<t = (s) < () [H]
Given ((s,u), (t,u)) € 0, we have the following cases to consider.

o Cases e Qf,t € Q%,u € Qf. Since s < ¢, we have (1) s L8 (2)t SBat

(3) u gg u’; (4) ' <t'. There are three cases to consider:

(a) Subcase a|f € T.
By (1), (3) and rule [R3], we have (5) (s, u) ng (s, u').
By (2), (3) and rule [R3], we have (6) (¢, u) —>23 (t
From (4), by induction hypothesis [H], we have (7)
By Definition B (2), we have (s,u) < (¢,u).

(b) Subcase a € 7.
By (1), (3) and rule [R1], we have (5) (s,u) 12 (s, u).
By (2), (3) and rule [R1], we have (6) (,u) o3 (t/,u).
From (4), by induction hypothesis [H], we have (7) (s',u) < (¢, u).
By Definition B (2), we have (s,u) < (¢, u).

(c) Subcase g € 7.
By (1), (3) and rule [R2], we have (5) (s,u) 12 (s,u’).
By (2), (3) and rule [R2], we have (6) (¢,u) o3 (t,u’).
From (4), by induction hypothesis [H], we have (7) (s,u’) < (¢, u/).

ful).

,(s’,u) < (¥, ).

For each subcase, from (5), (6), (7), by Definition H (2), we have (s,u) <
(t, u).

e Cases e Qf,te Q3 uc Qf. Since s <t, we have (1) s L8 (2)t SBat
(3) u —Ii3->3 u's (4) ' <t
By (1), (3) and rule [R6], we have (5) (s, u) ——+12

By (2), (3) and rule [R6], we have (6) (¢, ) 23
From (4), by induction hypothesis [H], we have (s
nition B (3), we have (s,u) < (¢, u).

(s, u').

(t,u).

$:u) £ (t,u). By Def

e Case s € Qf,t € Q5,u € Q4. Since s < t, we have (1) s =, s; (2)
t —1?92 t'; (3) u ﬂg u'. (4) 3 € Q3 it ->-0->: tPAs <tV e Qo
(t —>—0+2 t' = s <t'). There are three cases:
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(a) Subcase a|f8 € T.
By (1), (3) and rule [R3], we have (s, u) Oi?lg (s',u’).

(b) Subcase « € 7.
By (1), (3) and rule [R1], we have (s,u) 515 (s, /).

(c) Subcase g € 7.
By (1), (3) and rule [R2], we have (s,u) 15 (s, /).

By (2), (3) and rule [R6], we have (£, 1) — a5 (¢, u).
From (5), by induction hypothesis [H], we have (s,u) < (¥, u). By Defini-
tion Hl (4), we have (s,u) < (', u).

e Case s € Qf,t € Qb u € QF. Since s < ¢, we have (1) s 2108 (2)
+

P 3y w PR w4y e e 03t 2%, At < (5) V€ O,
(t 5t = s<t).
By (1), (3) and rule [R6], we have (s,u) "2, (s,u/).

[p1*p3,p2%pa] )

By (2), (3) and rule [R4], we have (¢, u) -=r o (E ).
That means

(f1) ot u)(t, )
= ozt w)(t,u'), o3(t, u)(¢', )]
= [o2O) ) * g3(u)(u), 72 (t)(t') * T3 (u) ()]

By Lemma [ [Reflexivity of refinement], u < u. That means there exists
a ¢ that satisfies the condition Definition B (3) for all f,(u’) € o3(u)(u’)
and v’ € Q3. By definition of f,, we have

(f2)  Zweg, fulW) * du(W)(v) € o(u)(u)

S aa(u)(u) 6, ()W) € os(u)(w)

We want to check that there exists a § that satisfies the condition Def-
inition B (3) for all f(s,u’) € o12(s,u)(s,u') and (¢',u') € Qa3. Let
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5((s, uN((t',u)) € o (t)(t') * u(u) ()

(By definition [F2] in Figure B [a,b] x [c,d] = [a * ¢,bx d])
o(t)(t') *03( )(U’)
C [o2(t)(t") * o3(u)(u'),o2(t)(t') * T3(u)(u')]
By T2 and by set theory
’b] [ ]C[e f] [cladl]g[cad] = [aab]*[cladl]g[eaﬁ)
wea, o)) *03( ) (') % 6y (') (u')
[02(8) (1) * o3 (u) ('), o2()(¢') * T3(u) (u')]
y definition of 6 and commutativity of x)
co, ( 3( (W) x6(s,u')(t', u'))
Q( ) * o3(u)(u), 72 () (1) *T3(u)(u))]
y ( ) ( ): rule [RG] Z(s u')EQ13 013(8 U)(S,UI) = Zu’EQS Ug(u)(u’))
Ne 913(0'13(8 u)(s,u) &' (s,u)(t',u'))
t)) * 03(u)(u),2(t) (1) * o5 (u) ()]
Z(s,u’ €013 (013(3 u)(s',u) * 5'(8,1&')(15', ul)) C o2 (tau)(tla ul)a
(By definition of f)
Do (s e (f(s,u) 0(s, u) (¥, ")) € oas(t, u)(t',u)

I
THIN S
Q

q

A[Ff

J

=1 ME'“ME'“M

!

e Case s € OVt € Q%,u € Q%. Similar to the case s € Qf,t € Q5. u € 9f.

e Case s € QV,t € Q%,u € OF. Similar to the case s € Qf,t € Q5 u € OF.

e Case s € OVt € Qb u € Q%. We have (1) s —111 s’y (2) ¢t —IiZ‘)Q t'; (3)
u %5 4. By (1), (3) and rule [R5], we have (5) (s, u) —312 (s', ).
By (2), (3) and rule [R5], we have (6) (s, u) —1112 (s',u).
We know there is a probability distribution § C Q1 x Q2 x [0, 1], such that,
Vi€ a(s),t € Qa,

(1) Xweo, (F(s7) x0(s)(t")) € o2 (H)(t') and

Vs' € Q1,0(s)(t') > 0= <t

We want to check that ¢’ satisfies the condition Definition Bl (3) for all
f(s, ') € o12(s,u)(s’,u) and (¥, u) € Qas.

= (By definition of ¢")
D (s wyens (85, u) % 6(s)(t))
= (By (3) and rule [RS]’ Z(s’,u)egm f(sl’ u) = Zs’GQl f(sl))
D (s ey ((87) % 8(s") ()
€ (By (1)
o2(t)(t')
= (By (3) and rule [R3], oa3(t, u)(t',u) = o2(¢)(t'))
oas(t,u)(t', u),
2] [p3,p4]

e Case s € QF,t € Qb ue QF. We have (1) s o2 18 and (2) u -2» 3.
[p1*P3,p2%Ppa]

From (1), (2), by rule [R4], we have (s,u) -=» 13 (¢,u/). That
means:

(1) ous(s,u)(s',w') = 01(s)(s") * o3(u) ()
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Since s < t, by Definition El [Contract Refinement] (3), we know ¢ [pfﬁdg t/

for some t',p5,ps and s’ < t'. By u [p—s—g]g u' and rule [R4], we know

(t,u) [ps*p—sﬁﬁ*mgg (t',u’). That means:

(t2) o2s(t, u)(t',u’) = o2(t)(t) » o3(u) ()

By Definition H (3), We also know there is a probability distribution § C
Q1 X Qs x [0,1], such that, Vf € o(s),t' € Qa,

Z (f(s') = 8(s")(t) € oa(t)(t'), and " <" if 6(s")(t') >0

s'€eQq
We know:
(t3)  Vf€01(s) X geo,(f(s)*6(s)(t)) € a2()(t)
1 t

We want to show that there is a probability distribution ' C Q13 x Qa3 X
[0, 1], such that Definition B (3) holds. Let ¢’ be

o'(s" u")(t' ') = OENED, it u” :.UI

0, otherwise
We want to check that ¢’ satisfies the condition Definition Bl (3) for all
/€ o13(s,u)) and (¥',u') € Qo3. We prove it for all ¢’ € Qs as follows.

(By (13))
Do, 01(8)(s") * 6(s")(t') C oa(t

<= (By arithmetic, if [a, b], [c, d], [e f1<€[0,1], then
[a,b] € [c,d] < [a, b] [ f1 S [e,d] + [e, f].
We also know o3(u)(u [ 1))
Vu' € Q3,3 cg, 01(s )( o3 (u)(u) * 6(s") ('),
C oo ()(t') * a3(u)(u')

= (By () and (£2))
Vu' € Q3,) e, 013(s,u) (s, u) % 0" (s")(t') C oas(t,w) (', u')
< (Foru” #u', 37 i eo,, does not add any non-zero term.
Also by definition of §")
Vu' € Q3,3 (51 wrye gy, O13(s,u) (8" u”) x 8'(s', u”)(t', u') C oas(t, u)(t', ')
<= (By definition of f’)

Vu' € Q3,3 (v wnyeq,, (' (s, u”) + 0 (s', u")(t', ') € oas(t, u)(', u)

O

Theorem [M [Congruence of refinement for ||z] For all contracts C1, Ca, Cs, Cy
and an interaction set I, if Cl S CQ and Cg S 04, then Cl||1 03 S CQ”Z 04.
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Proof.

Cl S Cg and 03 S 04
= (By Lemma [[A [Congruence of <])
C1||zCs < Cs|zC5 and C3 < Cy
<= (By Lemma [ [Commutativity of ||z])
C1||zCs < Cs]|zC2 and C3 < Cy
=  (By Lemma[[2 C3 < C4 = C3l|702 < C4||zCs)
C1||zCs < Cs]|zCo and Cs||zCy < C4]|7C5)
= (By Lemma [ [Transitivity of <])
C1]|zC3 < C4l|zCo
<= (By Lemma [ [Commutativity of ||z])
C1||zC3 < Csl|zCy

B.2 Conjunction of Contracts

Theorem Hl [Conjunction is a common refinement] For all contracts Cy and Cs,
WAi(Cl /\Cg) < (Cjfori=1,2.

Proof. We only show the proof for w4, (C1 ACs) < Cj as the proof for m4,(C1 A
C3) < (s is similar.
Let
Ci = (Q1,A1,—1,--21,50)
Co = (Qa, A2, —2,--22,t0)
T4, (CrANC) = (Qi2, A1, —12,--*12, (S0, t0))

Let 6 C Q15 X Q1 be a binary relation such that

{((s,t),s) | s € Qs,t € Qo, (S,t) S ng}

We want to show that 8 allows us to establish 8 C<.
There are 8 cases to consider when we perform C; A Cy. Since projection is

only done for action transitions where the action is in A and not in Ay, it only
has effect for the case [LiftR].

e Rule [C1]. If we have (s,t) 512 (8',¢'), by rule [C1], we have s %; " (and
a € Ap) and t 55 t'. We have the following co-induction hypothesis:

('t < s [HC1]

Since we have s 1 s" and (s,t) 19 (s,#') and [HC1], it is easy to check
that Definition B (<) (2a) and (2b) are satisfied and since (s,t) # T,
Definition B (<) (1) is vacuously true.

e Rule [C2L]. If we have (s, T) %15 (s/, T), by rule [C2L], we have s —; s’
We have the following co-induction hypothesis:

(s, T)<s"  [HC2L]
Since we have s % s and (s, T) 19 (s/, T) and [HC2L], it is easy to

check that Definition | (<) (2a) and (2b) are satisfied and since (s,t) # T,
Definition B (<) (1) is vacuously true.
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e Rule [C2R]. Since C; has reached T state and any state refines T state,
we are done.

[p5,p6]

e Rule [C3]. If we have (s,t) --» 12 (¢',t) where ps = max(p1,ps) and
pe = min(pz,ps) and s ~ t'; by rule [C3], we have s [p—lipf]l s’ and

t [p—s—%i o t'. We have the following co-induction hypothesis:

(st < s [HC3|

Since < is reflexive (by Lemma [M), we have s < s. we know there is a
probability distribution 6 C Q1 x Q1 x [0, 1], such that, Vf € o(s),s € O,

(1) Lweo,(F(s) x0(s)(s")) € o1(s)(s"),and 6(s")(s") > 0 = &' < &'
We want to establish a ¢’ such that Definition B (3) holds. Let §' C

ng X Ql X [0, 1] be
8'(s', 1) (s") = 6(s")(s")

We want to check that ¢’ satisfies the condition Definition Bl (3) for all
fl € 512(S,t).

(By (1))
D weg, (f(8) x0(s")(s)) € o1(s)(s")

<= (By definition of f)
seo, ([01(s)(s),T1(s)(s")]  6(s)(s")) C o1 (s)(s')

< (Byrule [C3],[o12(s', t), T12(s", V)] C [ﬂ( s)(s"),1(s)(s")])
degl(@(s'at')aa’w(s )] #6(s')(s)) € a1(s)(s),

<= (By Definition [ [Unambiguous contract|, the similarity between
s" and ' is a bijection, so the number of (s’,t') states is the same as
the number of s’ states.)
D5 anea, ([o12(s', 1), T12(s", )] * 6(s)(s")) € o1(s)(s),

<= (By definition of ¢")
(e (o2(s', 1), o12(s", ¢)] + &'(s', ') (s")) € o1(s)(s),

<= (By definition of f”)

2 ineen, (F'(8, 1) x 8'(s", 1) (s")) € a1 (s)(s")
Together with co-induction hypothesis [HC3], we have the desired result.

e Rule [C4L]. If we have (s,t) —I—Dng (s',t) and P # [0,0], by rule [C4L],

we have s —I—Dn s',t € Q% and s’ ~ t. We have the following co-induction
hypothesis:
(s',t) < s [HC4L)

We know there is a probability distribution § C Q1 x Q1 x [0, 1], such that,
vf € O'(S),SI € Ql:

(1) Ygeo, (f(s)*d(s")(s") € o1(s)(s"),and 6(s")(s') >0 = s' <&
We want to establish a ¢’ such that Definition B (3) holds. Let §' C

ng X Ql X [0, 1] be
8'(s', ') (s") = 6(s")(5")
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We want to check that ¢ satisfies the condition Definition Hl (3) for all
fl € 512(S,t).

(By (1))

Yseo, (f(s) xd(s)(s")) € o1(s)(s")
(By definition of f)

>seo, ([01(s)(s),a1(s)(s")] % 6(s")(s)) € o1(s)
(By rule [C4L], [o12(s", ), T12(s’, t')] ( ,

Do (s ne0s, ([012(8", 1), 012(8", )] % 0(s") (s7)) € o1(s)(s'),
(By definition of ¢")

Do (s ey (on2(s' 1), a12(s, )]+ 6 (s, ') (s")) € o1 (s)(5),
(By definition of f')

D (s ey (f/(8 1)« 8(s",t)(s) € o1(s)(s)

Together with co-induction hypothesis [HC4L], we have the desired result.

1111

Rule [C4R]. Similar to the proof for Rule [C4L].

Rule [LiftL]. If we have (s,t) 1o (s,t), by rule [LiftL], we have s %,
s’ a g Ay and g2 € Q%. We have the following co-induction hypothesis:

(s',t) <s'  [HLiftL]

Since we have s %, s” and (s,t) 15 (s,t) and [HLiftL], it is easy to check
that Definition B (<) (2a) and (2b) are satisfied and since (s,t) # T, (1)
is vacuously true.

Rule [LiftR]. If we have (s,t) 12 (s,t'), by rule [LiftR], we have t %,
t',ad Ay and g2 € Q%. We have the following co-induction hypothesis:

(s,t') <s [HLiftR]

After projection on 4y, we have (s,t) = (s,¢'). By [HLiftR], we know
(s,t) < s so we are done.

O

Lemma 13 (Abstraction and lifting). For all contracts C, |74(C)| = 7w4(|C])

Proof. By inspecting definition of |.| and Definition [[1l [Projection], lifting is
like an identity operation except converting a single probability p to an interval
[p, p], so it is obvious that doing lifting before or after projection have the same

effect.

O

Theorem [l [Soundness of conjunction] For any IMC M and unambiguous con-
tracts C; with alphabets A;, i = 1,2, such that C; ~ Cs, if M = C; A C3 then

w4, (M) Chi=1,2.
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Proof.

!

!
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M ): Ci NCq

(By Definition B )

| M| <CiACy

(By Lemma [l [Abstraction and refinement])
A, (| M]) <ma,(C1 ACo) fori=1,2

(By Lemma B [Transitivity of <] and

by Theorem H [Conjunction is a common refinement])
74, (M) < Cy and w4, (|M]) < Cy

(By Lemma [[3 [Abstraction and lifting])
(74, (M)] < Cy and |ma, (M)] < Cy

(By Definition B )

A, (M) |E Cy and 74,(M) = Cy
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