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Abstract— The state-space modeling of partially observed
dynamic systems generally requires estimates of unknown
parameters. From a practical point of view, it is relevant in
such filtering contexts to simultaneously estimate the unknown
states and parameters.

Efficient simulation-based methods using convolution particle
filters are proposed. The regularization properties of these
filters is well suited, given the context of parameter estimation.
Firstly the usual non Bayesian statistical estimates are consid-
ered: the conditional least squares estimate (CLSE) and the
maximum likelihood estimate (MLE). Secondly, in a Bayesian
context, a Monte Carlo type method is presented. Finally we
present a simulated case study.

Index Terms— Hidden Markov model, parameter estimation,
particle filter, convolution kernels, conditional least squares
estimate, maximum likelihood estimate

I. INTRODUCTION

Consider a general state-space dynamical system described
by an unobserved state process xt and an observation process
yt taking values in Rd and Rq respectively. This system
depends on an unknown parameter θ ∈ Rp. Suppose that the
state process is Markovian, and that the observations yt are
independent conditionally to the state process. Suppose also
that the distribution law of yt depends only on xt. Hence this
system is completely described by the state process transition
density and the emission density, namely

xt|xt−1 ∼ ft(xt|xt−1, θ) ,
yt|xt ∼ ht(yt|xt, θ) ,

(1)

and by the initial density law π0 of x0.
The goal is to estimate simultaneously the parameter θ

and the state process xt based on the observations y1:t =
{y1, . . . , yt}.

In the nonlinear hidden processes framework, the parame-
ter estimation procedure is often based on an approximation
of the optimal filter. The extended Kalman filter and its
various alternatives can give good results in practice but
suffer from an absence of theoretical backing. The particle
filters propose a good alternative: in many practical cases
they give better results, moreover their theoretical properties
are becoming increasingly well understood [1] [2] [3].

It is thus particularly appealing to use particle filtering in
order to estimate parameters in partially observed systems.

For a review of the question, one can consult [4] or [5].
There are two main approaches:

• The non Bayesian approach which consists of mini-
mizing a given cost function like the conditional least
squares criterion or by maximizing the likelihood func-
tion. These methods are usually performed in batch
processes but can also be extended to recursive pro-
cedures.

• The Bayesian approach where an augmented state vari-
able which includes the parameter is processed by a
filtering procedure. These methods suppose that a prior
law is given for the parameter and are performed on-
line.

In practice, the first approach could be used as an initializa-
tion for the second one.

Due to the partially observed system framework, the
objective function introduced in the first approach should be
approximated for various values of the parameter θ. This
is done via the particle approximation of the conditional
law p(yt|y1:t−1, θ). The Monte Carlo nature of this parti-
cle approximation will make the optimization problematic.
However, recent analyses propose significant improvements
of these aspects [6] [4].

The second approach takes place in a classical Bayesian
framework, a prior probability law ρ(θ) is thus introduced
on the parameter θ. A new state variable (xt, θt), joining all
the unknown quantities, is considered and the posterior law
p(xt, θt|y1:t) is then approximated using particle filters.

In this paper we propose and compare different estimates
corresponding to these two approaches and based on convo-
lution particle filter introduced in [7].

II. THE CONVOLUTION FILTERS

To present the convolution filter, suppose that the parame-
ter θ is known and consider:

xt|xt−1 ∼ ft(xt|xt−1) ,
yt|xt ∼ ht(yt|xt) .

(2)

The objective is to estimate recursively the optimal filter

p(xt|y1:t) =
p(xt, y1:t)

p(y1:t)
=

p(xt, y1:t)∫
p(xt, y1:t) dxt

(3)

where p(xt, y1:t) is the (xt, y1:t) joint density.
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Assumption: Suppose that we know how to sample from the
laws ft(·|xt−1), ht(·|xt) and also from the initial law π0.

Note that the explicit description of the conditional den-
sities ft and ht is useless whereas for the standard particle
filtering approaches ht should be stated explicitly. For ex-
ample, in case of observation equations like yt = H(xt, vt)
or H(xt, yt, vt) = 0, where vt is a noise, the conditional
density ht is in general not available.

A. The simple convolution filter (CF)
Let {xi

0}i=1···n be a sample of size n of π0. For all i =
1 · · ·n, starting from xi

0, t successive simulations from the
system (2) lead to a sample {xi

t, y
i
1:t}i=1···n from p(xt, y1:t).

We get the following empirical estimate of the joint density:

p(xt, y1:t) #
1
n

n∑

i=1

δ(xi
t,y

i
1:t)

(xt, y1:t) (4)

where δx is the Dirac measure in x.
The Kernel estimate pn

t (xt, y1:t) of p(xt, y1:t) is then
obtained by convolution of the empirical measure (4) with
an appropriate kernel (cf. Appendix I):

pn
t (xt, y1:t)

def=
1
n

n∑

i=1

Kx
hn

(xt − xi
t) K ȳ

hn
(y1:t − yi

1:t)

where K ȳ
hn

(y1:t − yi
1:t)

def=
∏t

s=1 Ky
hn

(ys − yi
s) in which

Kx
hn

, Ky
hn

are Parzen-Rosenblatt kernels of appropriate
dimensions. Note that in Kx

hn
(xt − xi

t) (resp. Ky
hn

(yt − yi
t))

hn could implicitly depend on n, d and x1:n
t (resp. n, q and

y1:n
t ) (see Section II-C).

From (3), an estimate of the optimal filter is then:

pn
t (xt|y1:t)

def=
∑n

i=1 Kx
hn

(xt − xi
t) K ȳ

hn
(y1:t − yi

1:t)∑n
i=1 K ȳ

hn
(y1:t − yi

1:t)
(5)

The basic convolution filter (CF) is defined by the density
estimate (5). A simple recursive algorithm for its practical
computation is presented in Table I.

Convergence properties of pn
t (xt|y1:t) to the optimal filter

are ensured [7] when hn → 0 and nhtq+d
n → ∞. Just like the

Monte Carlo filters without resampling, it implies that n must
grow with t to maintain a good estimation. A better approach
with a resampling step is proposed in the next section.

B. The resampled convolution filter (R-CF)
A resampling step can take place very easily at the

beginning of each time step of the basic CF algorithm, the
resulting procedure is presented in Table II

C. Comments
The practical use of the CF and R-CF filters requires

the choice of the kernel functions Kx, Ky and of the
bandwidth parameters hx

n, hy
n. The nature of the kernel does

not appreciably affect the quality of the results.
The choice hx

n = Cx×n−1/(4+d), hy
n = Cy×n−1/(4+q) is

optimal for the mean square error criterion. The choice of the

for t = 0
initial sampling: x1

0 · · ·xn
0 ∼ π0

weight initialization: wi
0 ← 1 for i = 1 : n

for t ≥ 1
for i = 1 : N

state sampling: xi
t ∼ ft(·|xi

t−1)
observation sampling: yi

t ∼ ht(·|xi
t)

weight updating: wi
t ← wi

t−1 Ky
hn

(yt − yi
t)

filter updating: pn
t (xt|y1:t) =

Pn
i=1 wi

t Kx
hn

(xt−xi
t)Pn

i=1 wi
t

TABLE I
THE SIMPLE CONVOLUTION FILTER (CF).

for t = 0
filter initialization: pn

0 ← π0

for t ≥ 1
resampling: x̄1

t−1 · · · x̄n
t−1 ∼ pn

t−1

state sampling: xi
t ∼ ft(·|x̄i

t−1) for i = 1 : n
observation sampling: yi

t ∼ ht(·|xi
t) for i = 1 : n

filter updating:
pn

t (xt|y1:t) =

Pn
i=1 Ky

hn
(yt − yi

t) Kx
hn

(xt − xi
t)Pn

i=1 Ky
hn

(yt − yi
t)

TABLE II
THE RESAMPLED CONVOLUTION FILTER (R-CF).

C’s is a critical issue for density estimation and sophisticated
techniques have been proposed (see, e.g., [8]). In the on-line
context of nonlinear filtering these techniques are not usable.
Moreover, particle filtering is aimed to “track” the state and
not really to sharply estimate the conditional density.

The generic form Cx = cx × [Cov(x1
t , . . . , x

n
t )]1/2, Cy =

cy×[Cov(y1
t , . . . , yn

t )]1/2 with cx, cy # 1 gives good results.
For the simulations of the last section, we take a Gaussian
kernel and we will see that the c’s are easily adjusted.

III. CONDITIONAL LEAST SQUARES ESTIMATE

The standard least squares estimate is not obtainable here
since only the yt’s are available and, moreover, they are
dependent. Thus let us consider a conditional least squares
estimate, introduced to treat the time series, see [9].

Let {yt}t≥1 the stochastic process defined on a proba-
bility space (Ω,F , Pθ), whose distribution depends on the
parameter θ ∈ Rp. Let θ∗ the true value of the parameter.
The conditional least squares estimate of θ is the value θ̂T

which minimizes

QT (θ) def=
T∑

t=1

|yt − ŷt(θ)|2 with ŷt(θ)
def= Eθ[yt|y1:t−1] (6)

where Eθ[y1|y1:0] = Eθ[y1]. In general, and especially in our
context, the quantity Eθ[yt|y1:t−1] is unreachable. It can be
estimated using a particle filter. The conditional density of
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yt given y1:t−1 is

p(yt|y1:t−1, θ) =
p(y1:t|θ)

p(y1:t−1|θ)
=

p(y1:t|θ)∫
p(y1:t|θ) dyt

so that

ŷt(θ) =
∫

yt p(y1:t|θ) dyt∫
p(y1:t|θ) dyt

(7)

For θ and t ≥ 1 given, it is possible to generate n trajec-
tories (xi

0:t, y
i
1:t), for i = 1 · · ·n, according to (1). Finally

1
n

∑n
i=1 yi

t K ȳ
hn

(y1:t−1 − yi
1:t−1) and 1

n

∑n
i=1 K ȳ

hn
(y1:t−1 −

yi
1:t−1) are respectively the convolution kernel estimates of

the numerator and denominator in (7). Hence the estimate of
ŷt(θ) built from these n trajectories is

ŷn
t (θ) def=

∑n
i=1 yi

t+1 K ȳ
hn

(y1:t−1 − yi
1:t−1)∑n

i=1 K ȳ
hn

(y1:t−1 − yi
1:t−1)

.

We take

Q̂n
T (θ) def=

T∑

t=1

|yt − ŷn
t (θ)|2 (8)

to estimate the function QT . The associated least squares
estimate is then θ̂n

T = arg minθ Q̂n
T (θ).

IV. MAXIMUM LIKELIHOOD ESTIMATE

The likelihood function is by definition:

LT (θ) def= p(y1:T |θ) = p(y1|θ)
T∏

t=2

p(yt|y1:t−1, θ) . (9)

Of course this function is not generally computable, it is
then necessary to have recourse to estimation, see [10] [11].
The practical likelihood estimate depends on the type of
convolution filter used.

A. Maximum likelihood estimation with the CF
In the CF case an immediate estimate is:

L̂n
T (θ) def= pn(y1:T |θ) =

1
n

n∑

i=1

K ȳ
hn

(y1:T − yi
1:T )

Thus θ̂n
T = arg max

θ
L̂n

T (θ) approximates the maximum
likelihood estimate.

B. Maximum likelihood estimation with the R-CF
For the R-CF formalization is not immediate. However all

the quantities necessary to compute an estimate are made
available with the R-CF algorithm. Indeed, the variables
{yi

t+1}i=1···n generated in the observation sampling step of
the R-CF algorithm are realizations of pn(yt+1|y1:t, θ). Thus
by applying a convolution kernel to {yi

t+1}i=1···n, we obtain
the following estimate of the likelihood function:

L̂n,r
T (θ) =

T∏

t=1

1
n

n∑

i=1

Ky
hn

(yt − yi
t) (10)

and θ̂n,r
T = arg max

θ
L̂n,r

T (θ) approximates the maximum
likelihood estimate.

V. OPTIMIZATION DIFFICULTIES

For each fixed value of θ, approximations (8) and (10) of
the least squares function (6) and of the likelihood function
(9) are computed through kernel particle filters with sampling
procedures based on laws depending on θ. These approxima-
tions will not be as smooth as their original counterparts and
standard optimization procedures will severely fail in such a
context. Therefore, it is necessary to use specific optimization
techniques.

This issue can be addressed by stochastic approximation
and optimization methods. Recently Doucet [4] proposed a
Robbins-Monroe procedure in this HMM framework. The
principal defect of these approaches is the slowness of their
convergence, in spite of the efforts to improve this aspect,
the computing times remain high in practice.

When the random quantities in the dynamic system, gen-
erally the noises, are independent of the other quantities, it
is possible to freeze their values to one of their realizations
so that the functions to optimize in θ is not stochastic any
more. This technique can only be applied to CF filter, indeed
for the R-CF it is impossible to freeze the resampling steps.
Hence, because of the particle impoverishment of the CF
filter described above, this algorithm is only valid for short
length time series.

This approach is connected with techniques of optimiza-
tion on MCMC estimates. The principle is as follows: for
every time t, the simulated random quantities are frozen to
their realizations, it is then possible to use the traditional
minimization algorithms like Gauss-Newton. The parameter
estimation is thus obtained for a given random realization.
The study of this method for static optimization is carried
out in [12].

An adaption to the sequential context of nonlinear filtering,
for the maximization of the likelihood, is proposed in [13].
Several problems arise in practice, for example, for some
values of the parameters, all the particle weights can be low
providing a poor quality estimate. This approach remains
extremely attractive as it then becomes possible to carry out
optimizations using only one sample and consequently is
valid for small variations of the parameter value. Thus Cérou
et al [6] proposed an estimate of the derived filter based on
this principle.

Of course, it is also possible to use a stochastic version
of EM algorithm for this type of problem of optimization.
Some references for this alternative are proposed in [13], but
the difficulty of implementation makes it unfeasible.

VI. R-CF WITH UNKNOWN PARAMETERS APPROACH

Suppose that the parameter θ is a random variable with
a given prior law ρ(θ) and consider the augmented state
variable (xt, θt) with the following dynamic:

θt = θt−1 , θ0 ∼ ρ , (11a)
xt|xt−1 ∼ ft(xt|xt−1, θt) , x0 ∼ p0 , (11b)

yt|xt ∼ ht(yt|xt, θt) . (11c)

The posterior law of θt is then given by the nonlinear filter.
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The constant dynamic (11a) may lead to the divergence of
the standard particle filters. This is due to the fact that the pa-
rameter space is only explored at the initialization step of the
particle filter which causes the impoverishment of the variety
of the relevant particles. Among the approaches proposed to
avoid this trouble, Storvik [14] marginalizes parameters out
of the posterior distribution then assume that the concerned
parameters depend on sufficient statistics which allows their
simulations and avoids the impoverishment. However it is
not practically useful for general systems. Kitagawa [10] and
Higuchi [15] set an artificial dynamic on the parameter, like
θt = θt−1 + ζt or more complex, thus risking mismatching
the system dynamic. Gilks & Berzuini [16], Lee & Chia [17]
add a Markov chain Monte Carlo procedure to increase the
particle diversity, but this is cumbersome. To avoid these
additions West [18], Liu & West [5] propose to smooth
the empirical measure of the parameter posterior law with
a Gaussian distribution.

More generally, regularization techniques are used to avoid
the degeneration of the particle filters. Most of the time the
regularization only concerns the state variables, see [19] and
[20]. However this approach still suffers from some of the
restrictions of the traditional methods: it requires the non
nullity of the noise variances and the analytical availability
of the likelihood function. These restrictions were dropped in
[21] by the regularization of the observation model. However,
as the state model is not regularized, the approach remains
sensitive to the problem of degeneration of the particle filters.

In order to circumvent these problems, Rossi & Vila [7]
jointly regularized the state model and the observation model.
Their approach can be interpreted as a generalization of the
preceding models, thanks to an extension of the concept
of particle which includes the state and the observation.
However, the construction and the theoretical study of the
corresponding filters are different as they are based on
the nonparametric estimate of the conditional densities by
convolution kernels. The filter used in this section to estimate
simultaneously the state and the parameters in (11), extends
the results of [7]. It is not necessary for the kernel to be
Gaussian as in West [18], any kernel satisfying the conditions
of the Appendix I will be valid.

The regularization with convolution kernels can also be
viewed as artificial noise. Thus our approach is connected
to the methods [10], [15] presented previously. However
contrary to these methods, it respects dynamics (11a) and
allows convergence results. In terms of artificial noise on
dynamics, this means that we have identified a whole family
of acceptable noises and that we have also characterized the
way in which their variance must decrease to zero.

The R-CF filter (Table II) applied to the system (11) leads
to the algorithm presented in Table III. It provides consistent
estimates of p(xt, θt|y1:t), p(xt|y1:t) and p(θt|y1:t). The first
probability law is the key element of the algorithm. It is used
as a sample generator and it is updated at every time iteration.
The two last laws are used to estimate the state xt and the
parameter θt respectively.

In practice, the parameter prior law ρ(θ), the number of

Generate x̄i
0 ∼ p(x0) and θ̄i

0 ∼ ρ(θ) for i = 1 · · ·n

For t = 1
generation of the trajectories: for i = 1 · · ·n

xi
1 ∼ f1(·|x̄i

0, θ̄
i
0)

yi
1 ∼ h1(·|xi

1, θ̄
i
0)

θi
1 = θ̄i

0

estimate of the densities:

pn
1 (x1, θ1|y1) =

Pn
i=1 Ky

hn
(y1−yi

1) Kθ
hn

(θ1−θi
1) Kx

hn
(x1−xi

1)
Pn

i=1 Ky
hn

(y1−yi
1)

pn
1 (θ1|y1) =

Pn
i=1 Ky

hn
(y1−yi

1) Kθ
hn

(θ1−θi
1)

Pn
i=1 Ky

hn
(y1−yi

1)

pn
1 (x1|y1) =

Pn
i=1 Ky

hn
(y1−yi

1) Kx
hn

(x1−xi
1)

Pn
i=1 Ky

hn
(y1−yi

1)

For t ≥ 2
generation of the trajectories: for i = 1 · · ·n

(x̄i
t−1, θ̄

i
t−1) ∼ pn

t−1(xt−1, θt−1|y1:t−1)
xi

t ∼ ft(·|x̄i
t−1, θ̄

i
t−1)

yi
t ∼ ht(·|xi

t, θ̄
i
t−1)

θi
t = θ̄i

t−1

estimate of the densities:

pn
t (xt, θt|y1:t) =

Pn
i=1 Ky

hn
(yt−yi

t) Kθ
hn

(θt−θi
t) Kx

hn
(xt−xi

t)Pn
i=1 Ky

hn
(yt−yi

t)

pn
t (θt|y1:t) =

Pn
i=1 Ky

hn
(yt−yi

t) Kθ
hn

(θt−θi
t)Pn

i=1 Ky
hn

(yt−yi
t)

pn
t (xt|y1:t) =

Pn
i=1 Ky

hn
(yt−yi

t) Kx
hn

(xt−xi
t)Pn

i=1 Ky
hn

(yt−yi
t)

TABLE III
THE RESAMPLED CONVOLUTION FILTER FOR BAYESIAN ESTIMATION.

particles n, the kernels K and the associated bandwidth
parameters hn must by chosen by the user.

VII. SIMULATED CASE STUDIES: BEARINGS–ONLY
TRACKING

We compare the convolution filter (R-CF) with the stan-
dard bootstrap particle filter (BPF) and with the extended
Kalman filter (EKF) applied to the classical problem of
bearings-only tracking in the plane [22].

Consider a mobile (the target) with a rectilinear uniform
motion (i.e., with constant bearing and speed) in the plane.
This mobile is tracked by an observer with a given trajectory.
The state vector xt = (p1

t , p
2
t , v

1
t , v2

t )∗ represents the relative
positions and velocities vector of the Cartesian coordinates
for the difference between the tracked object and the observer
xt = xtg

t −xobs
t . This state vector is solution of a linear noise–

free system:

xt+1 = At xt + Bt (12)

where At and Bt are given. The observations are a sequence
of bearings corrupted by noise:

yt = tan−1(p1
t /p2

t ) + σ vt
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−5000 0 5000 10000 15000 20000 25000 30000 35000 40000
−2000

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

observer

target

Fig. 1. Simulation scenario. Total observation time 1 hour, sampling
interval 4s. Initial relative distance 20025m, target speed 7m/s, observer
speed 10m/s. Trajectories: target (plain line), maneuvering observer (dashed
line), initial positions (black squares).

20000 25000 30000 35000 40000 45000
−5000

0

5000

10000

15000

20000

25000

Fig. 2. Extended Kalman filter. Plain line: true trajectory. Dashed line:
empirical estimated trajectory after 15 Monte Carlo independent runs and
the corresponding empirical uncertainty ellipses (every 10 minutes).

where vt is a white Gaussian noise N (0, 1) and
σ = 0.5 degree. The simulation scenario is described
in Fig. 1. The initial state law is (p1

0, p
2
0, v

1
t , v2

t )∗ ∼
N

(
(23000,−3000,−10, 0)∗, diag(50002, 50002, 102, 102)

)

while the true value is (20000,−1000,−12,−2)∗.
We perform 15 independent Monte Carlo runs of this

scenario. In Figs. 2 to 6 we present the corresponding
empirical position (the empirical estimated trajectory) and
the corresponding empirical uncertainty ellipses (every 10
minutes). For R-CF and BPF we use 10000 particles. Cal-
culation times and memory requirements are equivalent for
R-CF and BPF.

This example is known to be unfavorable for EKF but
it does show the advantage of our approach. Moreover, the
standard particle filter requires the addition of an artificial
noise in the state equation (12). The adjustment of the
intensity of this noise is complicated, so it is a delicate
process implementing the standard particle filter, see Figs. 3
and 4. Filter R-FC appears simpler and more robust in all
the cases.

20000 25000 30000 35000 40000 45000
−5000

0

5000

10000

15000

20000

25000

Fig. 3. Bootstrap particle filter (BPF) with artificial Gaussian noise on
(12): 0.025m/s standard deviation on the velocity components and 25m on
the position components.

20000 25000 30000 35000 40000 45000
−5000

0

5000

10000

15000

20000

25000

Fig. 4. Bootstrap particle filter (BPF) with artificial Gaussian noise on
(12): 0.05m/s standard deviation on the velocity components and 50m on
the position components.

20000 25000 30000 35000 40000 45000
−5000
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5000

10000

15000

20000

25000

Fig. 5. Resampled convolution filter (RCF): cx = 0.8 and cy = 1.

45th IEEE CDC, San Diego, USA, Dec. 13-15, 2006 WeIP14.5

2163

Authorized licensed use limited to: UR Sophia Antipolis. Downloaded on July 28,2010 at 10:01:01 UTC from IEEE Xplore.  Restrictions apply. 



20000 25000 30000 35000 40000 45000
−5000
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5000

10000

15000

20000

25000

Fig. 6. Resampled convolution filter (RCF): cx = 0.6 and cy = 1.

VIII. CONCLUSION AND DISCUSSION

The different estimation approaches proposed show the
large potential of the convolution filters.

The first approach, based on the maximization of the
likelihood estimate and the minimization of the conditional
least squares estimate, presents several drawbacks. From the
practical point of view they require a high computation time
and the choice of the number of observation T . From the
theoretical point of view, their convergence is ensured under
uniform convergence assumptions, which is difficult to verify
for a given dynamic system. However, the convolution filters
approach is a good alternative to the stochastic optimization,
and can be used to perform the initialization of a Bayesian
procedure.

The R-CF with unknown parameters approach introduced
in the last section is perfectly suited for online estimation
and their theoretical properties are clearly established with-
out need of additional strong assumptions. Thus this last
approach is interesting especially if the primary objective
is the filtering in spite of uncertainties with the model.

APPENDIX I
KERNEL ESTIMATION

A kernel K : Rd )→ R is a bounded, positive, symmetric
application such that

∫
K(x) dx = 1. We denote

Khn(x) def= 1
hd

n
K

(
x

hn

)
.

hn > 0 is the bandwidth parameter. The Gaussian kernel is
K(x) = ( 1√

2π
)d

e−|x|2/2. A Parzen-Rosenblatt kernel is a
kernel such that ‖x‖dK(x) → 0 as ‖x‖ → ∞.

Let X1 · · ·Xn be i.i.d. random variables with common
density f . The kernel estimator of f associated with the
kernel K is given by

fn(x) = 1
n hd

n

∑n
i=1 K

(
x−Xi

hn

)
= (Khn ∗ µn)(x)

for x ∈ Rd; µn = 1
n

∑n
i=1 δXi is the empirical measure

associated with X1 · · ·Xn.
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