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Abstract: In this report we consider that nodes in a Delay Tolerant Net-
work (DTN) may collaborate to minimize the sum of local objective functions,
depending in general on some parameters or actions of all the nodes in the net-
work. If the local objective functions are convex, it can be adopted a recently
proposed computation framework, that relies on local sub-gradient methods and
consensus algorithms to average each node information. Existing convergence
results for this framework can be applied to DTNs only in the case of nodes’
synchronous operation and simple mobility models without memory. We ad-
dress both these issues. First, we prove convergence to the optimal solution for
a more general class of mobility processes. Second, we show that, under asyn-
chronous operation, a straight application of the original method would lead to
sub-optimal solutions and we propose some changes to solve this problem. As
a particular case study, we show how the framework can be applied to optimize
the dissemination of dynamic content in a DTN.
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Méthode de sous-gradient distribuée dans les
réseaux tolérant les délais

Résumé : Dans ce rapport, nous considérons que les noeuds dans un réseau
tolérant les delais (Delay Tolerant Network, DTN) peuvent collaborer afin de
minimiser la somme des fonctions objective locales, qui dépendent en général
des paramétres ou des actions de tous les noeuds du réseau. Si les fonctions
objectif locales sont convexes, il peut étre adopté une méthodologie récemment
proposé, qui s’appuie sur le calcul du sous-gradient de la fonction locale et
les algorithmes de consensus pour faire la moyenne de l'information de chaque
nceud. Les résultats de convergence existants pour cette méthodologie peuvent
étre appliqué aux DTNs uniquement dans le cas de operation synchrone des
nceuds et pour des modéles de mobilité simples, sans mémoire. Nous abordons
ces deux questions. Tout d’abord, nous prouvons la convergence de la méthode
a la solution optimale pour une classe plus générale des processus de mobil-
ité. Deuxiémement, nous montrons que, dans le cas de opération asynchrone,
une application directe de la méthode originale conduit & des solutions sous-
optimales et nous proposons quelques modifications pour résoudre ce probléme.
Comme étude de cas particulier, nous montrons comment le cadre peut étre
utilisés pour optimiser la diffusion de contenus dynamiques dans un DTN.

Mots-clés : réseau tolérant les delais, optimisation distribuée, consensus,
sous-gradient
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1 Introduction

In [1], Nedi¢ and Ozdaglar propose a solution for distributed optimization in a
network of M agents (nodes) based on the pioneer work of Tsitsiklis, [2]. In doing
so, algorithms based on the consensus paradigm are used in conjunction with
the sub-gradient method; throughout this report we will refer to this approach
as distributed sub-gradient method. In the original approach proposed by [2] and
also adopted in [1], all the M agents in the network are required to exchange
information each other within a time & < B to prove the convergence of the
proposed algorithm. Whilst this assumption is reasonable for the applications
envisioned by Tsitsiklis, e.g., machine parallel computation, is instead likely to
be not met in practice in mobile network scenarios.

Our interest is to focus onto a framework where mobile nodes are allowed
to exchange information only when meeting among agents occurs, and therefore
there is a non null probability that two nodes never encounter; also we would
like to require as less synchronization as possible among agents. Very recent
progresses in the field, due to the work of Lobel and Ozdaglar [3] as well as the
work of Tahbaz-Salehi and Jadbabaie [4], allow us to have convergence results
for the above framework also in the case of mobile and probabilistic scenarios
like the one described below.

Let us consider a network of M mobile nodes or agents. Each node i in the
network, has a state vector x' € RY of parameters (or in general, quantities) to
be chosen according to some criteria that will be better specify further on. Let
us assume also that there is a vector x* such that, if chosen by all the nodes,
allow the overall network to reach the maximum gain as regard as some perfor-
mance metric or function utility. To make the node agree on the , the nodes in
the network are let free to communicate (with no delay) when a transmission
opportunity occurs, i.e., when two nodes are within the communication range
of each other. If all the agents in the network eventually

In the above context we explore a stochastic model for describing the itera-
tion among nodes and proving the desired convergence results.

Furthermore, we will propose a possible interesting scenario of application
of the studied framework, like the one provided by [5]. In [5] a Server Provider
(SP) optimally decides to which node it should transmit (for a content sharing
application) on the basis of some utility function depending on both the meetings
occurring in the network and the chosen vector of update rates. We can think
of proposing a dual approach to this problem, particularly suitable for Delay
Tolerant Network (DTN, see e.g., [6] and [7]) applications; in the proposed
application each node in the network would solely decide if requiring information
from the BS or not, according to its own utility function and the exchange of
information occurred with its encountered neighbors.

This report is structured as follows. In Section[2|we review the main results
in [1}/3] on convergence and optimality of the distributed sub-gradient method
and in Section [3 we present the motivation of our work. As original contribu-
tions, in Section4 we extend the results in [1] and [3] to more general models of
network mobility and in Section[5] we study how the presented framework needs
to be extended to cope with asynchronous node operations. Then, in Section [6]
we illustrate a possible DTN application exploiting the distributed sub-gradient
method. Finally, Section[8]concludes the report and trace the line for the future
research.

RR n° 7345
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2 Distributed Sub-gradient Method’s Overview

In this Section we review the main results in [1}3] on convergence and optimal-
ity of the distributed sub-gradient method when a random network scenario is
considered.

Let us consider a set of M nodes (agents), that want to cooperatively solve
the following optimization problem:

Problem 1 (Global Optimization Problem). Given M convex functions f;(x) :
RN — R, determine:

M
x* € argmin f(x) = 3 fi(x),
i=1

xERN

that we assume to be feasible. The difficulty of the task arises from the fact that
agent i, for ¢ = 1,2,--- M, only knows the corresponding function f;(x), that
is called the local objective function. For example f; could be a performance
metric relative to node ¢, and f could indicate global network performance.

If the functions f; are differentiable, each node could apply a gradient method
to its function f; to generate a sequence of local estimates, but this would lead
to M biased estimates of the solution of problem (1} In [1] and [3], it is shown
that if nodes perform a gradient method but are also able to average their local
estimates, under opportune conditions, these estimates all converge to a point
of minimum of f, x*.

In particular, a time slotted system is assumed, where, at the end of a slot,
each node ¢ communicates its local estimate to a subset of all the other nodes,
and then updates the estimate according to the following equatioﬂT :

M
x'(k+1) = Z ai;j (k)x? (k) — y(k)d' (k), (1)

where the vector d’(k) € RM is a sub—gradienﬂ of agent i objective function
fi(x) computed at x = x'(k), the scalar y(k) > 0 is the step-size of the sub-
gradient algorithm at iteration k, and a;;(k) are non-negative weights, such
that a;;(k) > 0 if and only if node ¢ has received node j’s estimate at the step
k and ZJM:1 a;;(k) = 1. We denote by A(k) the matrix whose elements are the
weights, i.e. [A(k)];; = ai;(k).

We observe that the first addend in the right side of [1] corresponds to aver-
aging according to a consensus algorithm.

[1] proves that the iterations (1) generate sequences converging to a mini-

mum of f under the following set of conditions:

1. the step-size y(k) is such that Y o, v(k) = co and Y ;= y(k)? < oc;
2. the gradient of each function f; is bounded;

3. each matrix A(k) is symmetric (then doubly stochastic);

1n this paper all the real valued vectors are assumed to be column vectors.
2d* € RY is a sub-gradient of the function f; at x* € dom(Jf;) iif f;(x?) 4+ (di)T(x —x%) <
fi(x) for all x € dom(f;).

RR n° 7345
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4. it exists n > 0, such that a;;(k) > n and, if a;;(k) > 0, then a,;(k) > n;

5. the information of each agent ¢ reaches every other agent j (directly or
indirectly) infinitely often;

6) there is a deterministic bound for the intercommunication interval between
two nodes.

We better formalize conditions 5 and 6" (resp. 6”). Consider the graph (V, Ew.),
where V is the set of nodes and the edge (4,7) belongs to Es if nodes i and
j communicate infinitely often (i.e. if a;;(k) is positive for infinite values k).
Condition 5 imposes that the graph (V, E) is (strongly) connected. Condition
6’ requires that there is a positive integer constant B, such that two nodes
communicating infinitely often, communicate at least once every B slots, i.e. if
(i,)) € Fx, then max{a;;(k),a;j(k+1),--- ,a;5(k+ B —1)} > 0.

In |3], the assumption on the deterministic bound on the inter-meeting time
is removed, but matrices are required to be independently and identically dis-
tributed. In fact, condition 6’ is replaced by the following one:

6”) matrices A(k) are i.i.d. random matrices.

In such case, (i,j) € Ex if and only if Ela;;(k) > 0]. Note also that, when the
matrices A (k) are random (like in 6”), condition 5 requires the matrix E[A (k)]
to be irreducible and aperiodic.

Both papers address also the case when the gradient step-size does not van-
ish, but it is kept constant (y(k) = +). In this case, the sequence of estimates
x* does not converge in general to a point of minimum of f, but it may keep
oscillating around one of such point. It is possible to bound the difference be-
tween the values that f assumes at the points of a smoothed average of x* and
the minimum of f. As it is intuitive, the smaller ~y, the smaller such difference.

We are going to provide an intuitive explanation of why the result holds, and
an outline of the proofs in [1,3]. This will be useful for our following extensions.
We first formulate in matrix form as follows:

X(k+1) = A(F)X(k) = ~v(F)D(k) , (2)

where

X(k) Y [ (k4 1), x (k1) xM(k+ 1))

and
D(k) def [dl(k-f-].) dz(k._’_]_)7 ,dM(k+1)]T

This equation iteratively leads to
X(k+1) = ADX(1) ZAEst—l D(s — 1) +
—y(k)D(k) , (3)

where AE )), with s,k > 1 and s < k, is the backward matriz product, i.e.
Agk)) = A(k)A(k—1)...A(s). We note that the first addend in the right side
corresponds to a standard consensus algorithm.

RR n° 7345
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We introduce the average of all the nodes estimates, y(k) € RM, defined as:

y(k)T = %ﬂxw).
By (2), we obtain
y(k+1)T = %1TA(I€)X(I§) - 1T%D(k) =
=y - Warpg) (@)

Assume for a moment that x‘(k) = x’ (k) = y(k), for each i and j, then subgra-
dients d’(k) are all evaluated in y(k) and 17D(k) is a sub-gradient of the global
function f evaluated in y(k). Thus, the above equation (4) corresponds to a
basic iteration of a sub-gradient method for the global function f. The intuitive
explanation of the result is that averaging keeps the estimates of x*(k), for all
i, close each other (and then close to y(k)) and makes the local sub-gradients
updates equivalent to a sub-gradient update for the global function f.

We illustrate this through a simple toy example that we are going to use
different times across this paper. Consider three nodes, labeled as 1, 2 and 3.
Their local objective functions are fi(z) = fo(z) = x(x —1)/2 and f3(z) = 222,
where € R. Then the global function is f(z) = Y, fi(z) = 3z — =, it has
minimum value equal to —1/12 and a unique point of minimum in z = 1/6. The
weight matrices A (k) are i.i.d. random matrices. At each step A (k) is equal to
one of the following three matrices

3 3 0 3 0 3 100

O 0 1 0 o L 1 (5)
2 2 9 9 %%7

0 0 1 10 % 0 5 3

with probability 2/3, 1/3 and 1/3, respectively. Figure[1]shows the evolution of
the estimates at the 3 nodes, when the algorithm is applied with (k) = 1/k. We
can see that state’s estimates tends to couple and then converge to the optimal
value. In particular, estimates of node 1 and node 2 are kept closer each other
since the first matrix of above is selected with higher probability. Similar results
have been obtained with (k) = v < 1.

The proofs of the convergence results in share mainly the same outline.
A key element is proving that the averaging component (the consensus) of the
algorithm converges exponentially fast. More formally, under 6', [1] proves that

AE]:)) surely converges to the matrix J = 1/M 117 and that there are two positive

constants C' and [ such that ||AE’:)) —J||oo < CBF for all k > s. Under 6", [3]

proves almost surely convergence of AE]:)) to J, and an exponential convergence

rate in expectation, i.e. E[||AE’Z)) — J||oo] < CBF~5. Then, similar bounds are

established for the distance between y and x*, and between x* and y, and
convergence results (when (k) satisfies condition 5) and asymptotic bounds
(when 7(k) is constant) follow from the exponential convergence rate of the
averaging component. As a consequence of the different kind of convergence for
Agf)) in the two cases, these results hold surely under 6’ and almost surely under
1

6".

RR n° 7345



Distributed Subgradient Method for DTNs 7

0.5
0.45

= = =optimal X

T

o
N

0.3

o
w

0.2

node state, x

100 150 200 250 300
number of pair meetings

OO At AW A I i abim Ve (o us'n Y,
0 50 100 150 200 250 300
number of pair meetings

< 04 I -
= 0b3g = = =optimal f(x )]
S 0.25 ~ACf(x H
[&] L
g 091-% O f(x?) I
- 3 L
2 os foc)

[&]

D,

O

o

Figure 1: Toy example, convergence of the three estimates. Top: state’s esti-
mates for each node. Bottom: objective function value computed in the state’s
estimates of each node.

3 Application to Optimization in DTNs: Moti-
vation

The distributed sub-gradient method presented in Section [2 is particular ap-
pealing in the context of Delay Tolerant Networks, see e.g., [6] and [7]. DTNs
are sparse and/or highly mobile wireless ad hoc networks where no continu-
ous connectivity guarantee can be assumed. This intrinsically may lead to the
impossibility of gathering to a single data processing point all the information
needed to solve network optimization problems using centralized solutions. In
this optic distributed methods appear to be therefore the right approach. To
be more concrete we briefly present and discuss two possible DTN scenarios in
which a global network’s function f has to be optimized.

One central problem in DTNs is related to routing packets towards the in-
tended destination. Common techniques, designed to overcome the absence of
a complete route to the destination, rely on multi-copy dissemination of the
message in the network. In this context it is natural to define global optimiza-
tion functions that are able to take into account the trade-off between delivery
time and the expense due to an increased used of resources such us buffer space,
bandwidth and transmission power. Functions of this kind are convex and can
be written as sum of locally measurable quantities, then can be optimizated
through the above distributed sub-gradient framework, see [8].

RR n° 7345
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The second DTN scenario that we present concerns the dissemination of
dynamic content, like news or traffic information. According to [5], a Service
Provider (SP) with limited bandwidth, that has to decide the update rate to
assign at each node in the network. Nodes can share their content when meet
and the overall aim is to mantain the average information in the network as
“fresh” as possible. shows that this problem can be formalized as a classical
convex optimization problem, and the corresponding global objective function
can easily be seen as a sum of local ones. To derive these latter functions, each
node needs to collect statistics on its own meeting processes only. Accordingly,
in Section [6] we show how to apply the framework presented in Section[2]to this
scenario.

From a general perspective, when we want to apply the distributed sub-
gradient method to optimization in DTNs, we can imagine that nodes exchange
their local estimates every time they meet and perform the update step in
equation (1) at a given sequence of time instants {¢;}x>1. Consequentely, the
weight matrices A (k) originate from the node meeting process. In particular
we can consider the contact matrix C(k), where ¢;;(k) = 1 if node i has met
node j since last update time instant t;_1, and ¢;;(k) = 0 otherwise. We denote
as C the (finite) set of all the possible M x M contact matrices describing the
contacts among M nodes. Each node i can then calculate its own weights a;; (k),
for j = 1,..., M, in one of the following two ways (which guarantee that the
matrix A (k) is doubly stochastic):

Rule 1 (Updates independent from meetings) For j # 4, set a;;(k) = 1/M if
cij(k) = 1, otherwise set a;;(k) = 0. Set a;i(k) =1 — >, a;;(k). This
method requires each node to know M, the total number of nodes in the
system.

Rule 2 (Updates synchronized with meetings) Whenever node i meets node
J, it also updates its estimate. In this case, set a;;(k) = a with 0 < a < 1,
a;i(k) =1—a and a;, =0 for h # j, 1.

Now, we envision two main issues to guarantee the convergence of the dis-
tributed optimization process in a DTN scenario. The first one is related to the
validity of assumptions 6’ and 6”. In fact, condition 6’ is essentially equivalent
to assume that there is a deterministic bound for the intermeeting time of two
nodes (that meet infinitely often), and this is for example not the case for all
the random mobility models usually considered. Condition 6" relaxes 6’, but
requires the independence of meetings occurring in each time slot [t5_1, tx], and
meetings under realistic mobility are instead correlated (e.g., if in the recent
past i has met 5 and j has met h, then the three nodes are close in space and
the probability that ¢ meets h is higher than a priori). We address this issue
in Section [4, where we prove that convergence results hold under more general
hypothesis on the stochastic process of the matrices A (k).

The second issue is related to the synchrony in the updates. In fact, the
original framework requires all the nodes to update their estimates at the same
time instant. This is not always feasible particularly in a disconnected scenario
like a DTN. For example, under Rule 2 the reader may have noted that update
synchrony requires each node to know when a meeting between two any other
nodes in the network is happening. This does not appear to be realistic. Under
Rule 1, that requires each node to know the total number of nodes in the system,

RR n° 7345
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Figure 2: Toy example, convergence of the three estimates in case of fixed step-
size 7 = 25 - 1074, Results have beed averaged over 100 simulation runs. Top:
synchronous updates. Bottom: asynchronous updates.

nodes should also try to keep their internal clocks synchronized in order to be
able to perform their updates at “close enough" time instants and this presents
some difficulties as well. We show through an example that we cannot simply
ignore the issue of update synchrony and a straight application of the algorithm
described in the previous section does not lead to correct results. Coming back
to the toy example presented in Section [2, we observe that we can think our
three matrices in (5) as generated according to Rule 2, when the meeting process
has the following characteristics: at each time slot, node 1 and node 2 meet with
probability 2/3, node 1 and 3 meet with probability 1/3 and node 2 and 3 meet
with probability 1/3. Figure (2 shows the evolution of the estimates when the
stepsize is constant and equal to 25-107%, both for the synchronous case, where
all the nodes update their estimates when a meeting occurs (even the node that
is not involved in the meeting), and for the asynchronous case, where only the
nodes involved in the meeting do the update. The curves represents the average
estimates over 100 different simulations with different pair meetings sequences.
We note that whilst in the synchronous case, top figure, all nodes agree on the
optimal value to set x, in the asynchronous case, bottom figure, the estimates
still converge, but not to the correct point of minimum for the function f. We
address this issue in Section [5] where we understand the roots of this problem
and propose some simple changes to the basic framework to compensate this
distortion (but a formal proof is still missing).

RR n° 7345
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In our opinion, these extensions to the basic framework proposed in [1}[3],
while motivated in this paper by the DTN scenario, are of wide interest for other
possible applications.

RR n° 7345
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4 Extension to more General Mobility Models

In our DTN scenario, we consider that the weights are determined from the
contacts through a bijective function (as in the case of the two rules presented
in Sec. [3). Then condition 5 and 6” of [3], can be expressed in terms of the
sequence of contact matrices as follows: the contact matrices C(k) are i.i.d.
and E[C(k)] is an irreducible aperiodic matrix. In this section, we extend the
convergence results to the following, more general, mobility model.

Assumption 1 (Mobility model). It exists an irreducible, aperiodic and sta-
tionary Markov chain ® with a finite or countable set of states S and a function
g: S — C, such that C(k) = g(®y), for each ®; € S. Moreover, E[C(k)] is an
irreducible aperiodic matriz.

Since there is a bijective correspondence among weight and contact matrices,
we observe that under assumption [1] it also exists a function g : S — A, such
that A(k) = §(®y). The case when the contact matrices (and then the weight
matrices) are i.i.d. is a particular case of our mobility model.

Our proof follows the same outline of [1,/3] presented in Sec.|2. The main
issue is to prove the exponential rate of convergence of the backward product

Al to I =1/M117.
)

Before proving the convergence of Aglf) , we need to recall an ergodic property
of the time shift operator 6 for irreducible, aperiodic and stationary Markov
chains. The definitions of measure-preserving and ergodic operators may be
found in Appendix[B (see also chapter V of |9] for more details).

Proposition 1. Given an irreducible aperiodic and stationary Markov chain ®
with finite or countable states, the shift operator 8 is measure-preserving and
ergodic together with all its powers 0F, where k € N.

Proof. For stationary Markov chains the shift operator and its powers are measure-
preserving by definition of stationarity. Moreover, irreducible, aperiodic and
stationary Markov chains with finite or countable states are mixing (see Theo-
rem 3.1 in [10]). From the definition of mixing, if 6 is mixing, also the operator
6% is mixing for any given k € N. But every mixing operator is also ergodic by
Theorem 2 in [9], then 6 is ergodic for any k € N, O

We observe that the stochastic process A(k) = §(®g) is not in general a
Markov chain, because different states of S may be mapped to the same weight
matrix, but nevertheless it is stationary and ergodic.

We will also need the following result, whose proof is in Appendix[C.

Lemma 1. (Windowing a Markov chain) Let ® = {®,,n € N} be an irre-
ducible, aperiodic and stationary Markov chain. Consider the stochastic process
U ={V,,n €N}, where ¥,, = (&, P11, Ppyp_1) with h a positive integer.
U s also an irreducible aperiodic stationary Markov chain.

Now we have all the instruments to study the convergence of Aglg First,
we prove the convergence to J. This is a corollary of results in [4].

Proposition 2 (Convergence of the backward product). Let assumption[I hold,
then

1
klim AE]f)) = —11T 273 almost surely (a. s.) .
— 400 M

RR n° 7345
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Proof. We observe that A(k) is a stationary and ergodic sequence of stochastic
matrices with strictly positive diagonal entries. Moreover, E[A(k)] is an irre-
ducible aperiodic matrix, then its eigenvalue with the second largest module
has module strictly smaller than 1 (|A2(E[A(k)])| < 1). From Theorem 3 in [4],
it follows that, with probability one, for each sequence A(k) it exists a vector
v € RM such that Y, v; = 1 and

kBIJIrloo AEI;)) - 1VT '
Note that in general v is a random variable, depending on the specific sequence
{A(k)}x>1- The matrices A(k) are doubly stochastic, then w = 1/M1 is a
left eigenvalue corresponding to the unit eigenvalue for all the matrices A (k).
Theorem 4 in [4], guarantees that in this case the above vector v is a determin-
istic constant almost surely and in particular is equal to w. This concludes the
proof. O

Now we are ready to prove that the convergence rate is almost always expo-
nential.

Proposition 3. Under assumption[1 on the mobility models, if the matrices
are doubly stochastic, then for almost all the sequences there exist C > 0 and
0 < B <1 (with C in general depending of the sequence) such that for k > s

< Cﬁkfs .

max

(k)
|al) -4

Proof. Given a matrix A, consider the coefficient of ergodicity, see e.g., [11]:

In the proof of Theorem 3 in [4] is shown that it exists a positive natural h and
1 < 1 such that
P {7'1 (Agzizf:ll))h)) < n for infinitely many r} =1. (6)

Then we decompose AEI:) , in the product of 7 blocks of size h and one block

of size (k+ 1) mod h as it follows:

Ag;:) —A® A(s+hi;€71)))n_AE::;rh71) .

) (S+lkh) (S+h(’bk71

Because of the properties of a coefficient of ergodicity:

ik
k) k) (s+hj—1)
! (A<s>) <7 (A(s+z‘kh>) I~ (A<s+h(j—1>>) =
1

J:
& (s+hj—1)
s+hj—
<IIn (aGhhy) -
j=1
Then, we can write:
(k) L (s+hj—1)
log (Tl (A<S>)) <D log (Tl (A(s+hia‘71)))) :
=1

RR n° 7345
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We now consider the Markov chain ®, that “generates" the sequence of
matrices A (k) underlying the mobility process. Because of Lemma [1] ¥; =
(P4, Piy1,- -+, Pepn—1) is an irreducible aperiodic stationary Markov chain, and
then all the powers of the shift operator # and in particular 6", are ergodic.

We observe that log (7'1 (Agﬁjh71)>) is a function of (®;, @411, -+, Pjyn_1)
and then of ¥;. We call such function f, i.e., f(¥;) def log (7’1 (Ag;h_l)))
Note that f(¥;) < 0 and, from equation (6), f(¥;) < log(n) < 0 infinitely often
almost surely. We can then apply Birkhoff’s ergodic theorem to the random

sequence {f(Us), f(Vsin), f(Psion),- -}, following that:

i 3 s (n (AGT,)) =

j=1
1
= }iglo 7 ; f(Wsini) =E[f(¥)] <0 a. s,
therefore,

. 1 (s+h)
— < LS.
h}rlrisolip . log (7'1 (A(s) )) <E[f(T,)] <0 a.s

Consider E[f(¥;)] < ¢ < 0, then for almost all the sequences it exists hg, such
that for all A > hg, it holds:

1 s . s
7 log (7'1 (Agsjh)>) <, ie, T (AES;HI)> < eSh .

If we define 8 = exp(¢) < 1, C' = "0 and recall that 7, (AE’?) < 1, we obtain:

n (Agk))) < OB for k> s. (7)

In the above equation, the value of the constant hg depends on the specific
random sequence and also on s (while the same value ¢ can be selected for
all the sequences and independently from s). We need then to use a corollary
of the ergodic theorem about “nearly uniform" convergence that is stated as
proposition (1.5) in [12]: if f(-) is square integrable, then for almost all the
sequences we can select hg independently from s. Thus, we can conclude that
Cin only depends on the considered sequence.

So far we have established the existence of a geometric convergence result
for the ergodic coefficient 71. The last step of (()u)r proof requires us to prove
k

() and its a. s. limit J. In

a geometric bound for the distance between A
particular we prove that

(48], 37| =2 (a) ®

for each v and v. From a geometric bound follows also for HA%I:)) — J||lmax-

The derivation of (8) has no particular difficulty and mainly follows the proof
of Theorem 4.17 in [11], then we have moved it to Appendix D. O
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In [3] a different result it is proven, i.e. that there exist C and B such that

B -3

} < Oprs .

max

Then a series of inequalities for the expected values of |ly(k) — xi(k)|2 are
obtained for all i. Using Fatou’s Lemma, along with the non-negativeness of
distances, it is possible to derive inequalities that hold with probability 1. Using
Proposition [3, instead, it is possible to obtain the same inequalities directly
without the need to consider the expectation.

We observe that an exponential bound for the convergence of AEI:)) analogous
to (7) (in the sense that the constant C' depends on both the random sequence
and s), was proposed in [13], under assumptions weaker than ours (that only
require stationarity and ergodicity of A(k)). Unfortunately, that proof is not
correct.
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5 Asynchronous Updates

In this section, we study how the framework needs to be extended in order
to support the case when nodes asynchronously their status. We consider the
sequence tj of time instants at which one or more nodes perform an update
of their estimates. Again, we denote that the estimate of node i at time ¢
(immediately before the update) is x?(k) and represent all the estimates through
the matrix X (k). The evolution of the estimates can still be represented in a
matricial form similarly to (2):

X(k+1) = A(k)X (k) — T(k)D(k) (9)

where I'(k) is a diagonal matrix where the element (T'(k));; is simply the stepsize
used by node i at the k-th update. We denote this stepsize as v;(k). If node
7 does not perform any update at that time of the ¢x, then it will simply be
a;i(k) =1, ajn(k) =0 for h # j and v;j(k) = 0.

In what follows we will first consider the case of decreasing stepsizes, similarly
to condition 1, described in Sec.[2. That is, we will consider that for each ¢, the
sequence {7;(k)}x>1 satisfies: > po | 7i(k) = 0o and > o, 7i(k)? < oo.

We can go over the proof in [3] and prove similar results for the new system
description. In particular, our proof of the exponential convergence rate of
AL
and y(k) = 1/M17X(k) hold with minimal changes, so that we can prove the
analogous of Proposition 2 in [3]:

holds clearly also in this case. Bounds for the distance between x‘(k)

Proposition 4 (Convergence of Agent Estimates). Under assumption |1, the
estimate of each node converges almost surely to the vector y(k), i.e.

klir+n ly(k) —x'(k)|2 =0 a.s., for all i .

The proof is in Appendix [E!

The following step in the proof is to use bounds for the distance between
y(k) and x* (a point of minimum of f) to show that limy_, ;. y(k) = x*.

In particular the following inequality is derived in [3] (for the synchronous
case they are considering):

3 M
S 6 [Fv() = £ < Sy (1) = <73+
s=1
= ) .2 k
j=1s=1 pat

The first term at the right hand side of the above inequality is a constant, the
last term is summable because of the assumption on the stepsizes. In [3] it
is proven that Y oo, v(s)|ly(s) — x?(s)||2 < oo almost surely. Thus they can
conclude that

0= (&) f¥(s) — f(x)] < oo as, (10)
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and since Y .-, v(s) = oo, it is possible to conclude that

likrninf fly(k)) = f(x*) aus., and klim x'(k) = x* as..
In Appendix, a similar derivation is carried on, leading to the following
generalization of (10):

YD i) fily(9) = filx)] < oo as, (11)

s=1i=1

Unfortunately, the different values of 7;(s) do not allow us to formulate the
inequality above in terms of the global function f as in (10).

We do not have currently a formal result stating which conditions the asyn-
chronous system converges to the optimal solution, but (II) suggests us that us
that all the weights v;(k) should have on the average the same value. We then
propose the following conjecture, that we support later with some examples:

Conjecture 1. When updates are asynchronous, convergence results for sub-
gradient methods hold if El~y;(k)] = E[vy;(k)] for each i and j.

Let us see how we can guarantee this condition in different cases. We consider
that updates occur after every meeting following rule 2 in Sec. Moreover
consider that ~;(k) = 1/n;(k), where n;(k) is the total number of updates
node i has performed until the time instant ¢;. If the meeting process follows
a Poisson process with total rate p and at each instant the probability that
node 7 meets another node is p;, we expect that by time k, node ¢ has had
pik meetings (and an equal number of updates). Then the expected value of
its stepsize is E[y;(k)] = 1/(p:k)p; = 1/k. In conclusion if stepsizes follow the
rule v;(k) = 1/n;(k), we expect the asynchronous subgradient mechanism to
converges to the optimal solution. Fig. 77?7 shows that this is the case for our
toy example. The simulations for the optimization problem considered in Sec.6
confirm such convergence.

Let us now revisit the example in Sec.[3 showing that the estimates were not
converging to a point of minimum. In the example stepsizes were constant, i.e.
vi(k) = . Now, reasoning as above we can conclude that E[vy;(k)] = p;y. Hence
the expected values are not equal as far as nodes meeting rates (and then update
rates) are not equal, as it was in the example where p; = 5/6, p2 = 5/6 and
ps=1/ 3. Intuitively, we expect convergence to be biased towards values closer
to the optimum of the local functions of those nodes that perform the updates
more often. Equation (11) suggests us that what the distributed mechanism is
really doing was to minimize the function ), p; f; =777 rather then f =", fi.
This is the case, being that the estimates are converging to 77?7. If now we
want to correct the function, it is sufficient to consider that each node selects
its stepsize inversely proportional to its meeting rate. Fig. 77?7 shows that this
correction leads the estimates to converge to the correct results.

3 Note that meetings always involve two nodes, this is the reason why p1 + p2 + p3 = 2.
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6 Application to Optimization in DTNs: a Case
Study

In this Section we present a possible DTN scenario in which the distributed
sub-gradient method can be exploited. In doing so we strongly relate to the
framework proposed in [5]. In details, as explained in Section [3, we consider a
mobile network of M users all interested in collecting the same dynamic infor-
mation content. Let us to index the considered nodes from 1 to M, and, accord-
ingly, indicate with A" = {1,..., M} the set of such nodes in the network. The
information update in the network is performed by a Service Provider (SP) with
limited bandwidth u, expressed in [sec™!]. In other words the update process
that inject information in the network is assumed to be Poisson with parameter
w. Further, the users in the network can share their information content when
meet other users and on the basis of some rules to be specified. Each node i in
the network has also a local utility function w; that is related to the freshness
of the content stored at the node itself; roughly speaking, higher the time at
which the content stored at node ¢ was generated by the SP, higher its utility.
Formally, at a given instant ¢ we call ¢;(t) the time at which the SP generated
the most recent content version available at node ¢, thus we can compute the
corresponding age of such version as Y;(t) =t — t;(#). Y;(f) can be modeled as
a random variable, that for easiness of notation we can indicate also with Y;,
omitting ¢. OQur objective is to maximizing the function

M M
Fx) =) filx) =) Exfui(Yi)] (12)
i=1 i=1

where u; : Rt — R are non-increasing functions and the state x is an [M x
1] rate allocation vector such that Zi\il z; < pwand x; > 0 for all i € N.
In this scenario, Ioannidis et al. |5] prove that equation (12) is concave and
therefore they propose to obtain the optimal x using a projected gradient descent
algorithm, see e.g., [14]. In general the function in (I2) cannot be written in
closed form and therefore an unbiased estimator for its gradient is required to
iteratively perform the algorithm’s step:

x(k+1) = I (x(k) + ax V[ (x(k))) , (13)

where {aj}r>0 is a positive sequence of parameters such that >, o = o0,
limy o a = 0, and II is the projection on the feasible set for x.

According to [5] the gradient of (I2) can be estimated both in a centralized
and a distributed fashion. However, for illustrative purpose we simplify the file
sharing scenario in |5 moving from an all-to-all unrestricted multi-copy protocol
to an all-to-all two-hops protocol, see e.g., [15]. In the unrestricted multi-copy
protocol each node in the network can copy its more recent content to the
other nodes it meets; diversely, according to the two-hops protocol, each node
can copy to other nodes only the information it received directly from the SP.
Formally, at a given instant ¢ let us call tfp (t) the time at which the last content
downloaded directly from the SP has been injected to node j, then we define
the following protocol’s rule:
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Definition 1 (Content Sharing). When a node j meets a node i at time ¢, j
will copy to user i the last content it downloaded directly from the SP if this
content is more recent then the content stored in i, i.e., t;(£) < t57(f) .

We assume also that: i) for all i € N the utility function u(Y;) is x {Y; < 7},
where x {y <7} is equal to 1 if y < 7 and 0 otherwise, and ii) the meeting
process among node pairs is Poisson distributed. In conclusion, considering the
above non-decreasing utility functions, the update policy in the definition[I and
Poisson meeting processes, we have

f,L(X) —1_ H .’Eje_ 7' 7’7‘ —x;T J—— ’ (14)

where N is the set of all the nodes in A that can meet node 4, whilst \;; is the
meeting rate of the (4, j) node pair. The function in (12) is then simply obtained
summing (14) for all i € A/. The rationale to derive equation (14 can be found in
Appendix [Fl The optimization of f(x) can now be solved both in a centralized
manner from the SP or in a distributed fashion exploiting the distributed sub-
gradient method framework presented in Section [2l The centralized solution
requires that the SP knows the meeting rates among all the node pairs in the
network, whilst the distributed approach requires each node to be aware of the
total bandwidth available p and the statistic of its own meetings only. In a
distributed fashion, we can think that each node 7 in the network has its own
idea about the optimal allocation rate the SP should adopt, namely x’. The
iterative step (13) is therefore performed as follows, see [16]: at each update
step k, for all i € N state x* is 1) updated according to equation (1) and 2)
projected into the feasible set EzAi1 zi <pand z >0foralle{l,..,M}.
The local gradient function for each node is easily computed from equation (14)
as reported in Appendix

To test the performance achievable by the distributed sub-gradient method
we simulated meeting events among 10 nodes as follows. Calling A and B two
distinct regions of the space, nodes can be placed either in A or in B. Meeting
events among node pairs occur according to a Poisson process of parameter A, .
At each node i € N = {1,...,10} is given a weight w; and, if a meeting event
takes place, two nodes ¢ and j in the same region are selected proportionally
to their weights. In details, node i is selected with probability w;/ "\ w.
and node j, in the same region of 4, is selected with probability w;/ . N, Wzs
where N.; indicates the set of all the nodes different than 4 but in the same
region of i. To guarantee full connectivity of the network, we also allow a
uniformly chosen node to switch the region where staying according to a Poisson
process of parameter Ay < A,. In this manner we are able to generate a
sequence of meeting events that is both stationary and ergodic, according to the
theoretical framework extension provided in Section [4l In fact at each meeting
event we allow the two nodes involved in the meeting to update their state
as explained thus at each step of the process observed the matrices A (k) (see
Section [2) can be viewed as generated from an ergodic and stationary Markov
chain. Furthermore, assign different weights w; to nodes allow us to have not
only asynchronous update, but also potentially unbalanced contribution to the
overall maximization of the network, see toy example’s discussion in Section [3.
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Figures show simulation results for A,, = 1, Ay = 0.1, 7 = 20 and
weights proportionally decreasing with the node indexes in A.

Fig.[3] depicts the optimal allocation rate for each user. When the available
bandwidth is very low the best solution is to continuously give updates to the
node that has the higher contact rate, i.e. node 1 since the above choice of
weights; for high bandwidths, instead, the optimal policy is to allocate updates
uniformly among all the nodes in the network. In the intermediates case, as
expected from the work [5], interestingly the optimal choice is to gradually
diminishing the amount of fresh information to give directly to node with the
highest contact rate and, in turn, provide more bandwidth to the nodes with
less contact rates, i.e., nodes with higher indexes in our simulation.

In Fig.[4 we draw with a blue line the maximum of the utility function f(x)
corresponding to the optimal rate allocations in Fig.[3. For six different val-
ues of the available bandwidth p, we also plot with squared points the utility
function values corresponding to the optimal rate allocation achieved by the 10
nodes after several meetings, namely, when the convergence of the distributed
sub-gradient method can be considered achieved. The results confirm that with
ergodic and stationary meeting process the desired optimal is achievable. Issues
related to the actual convergence rate of the method are out of the scope of
this paper and will be part of the future research. In Fig.[4 the results for the
distributed sub-gradient method have been obtained using decreasing step-sizes
for all nodes. In case of constant step-size the reached performance lower due to
the distortion introduced by asynchronous updates and different node contact
rates, as discussed in Section[5. Diverse experimental results confirm also our
overall intuition about the convergence to optimality in case of asynchronous up-
dates: besides using decreasing step-size, we can also reach optimality assigning
at each node a fixed step-size inversely proportional to its contact rate.

Finally, we recall that applying the distributed sub-gradient method, at each
time instant, each node in the network has a state vector sayings the best rate
allocation policy according to itself. In particular, each node computes which
should be its own update rate from the SP. Fig.[5 shows the evolution on the
belief about their own portion of bandwidth for two nodes, i.e., the nodes with
highest and lowest contact rates. The evolution lasts along a sequence of 5 - 10°
meetings and = 10711, We can observe that eventually there is convergence
to the desired optimal value for both the nodes. Namely, even both nodes are
not maximizing their own local utility function, but the overall one boosting the
performance of the file sharing mechanism.
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Figure 3: Optimal bandwidth allocation for a network of 10 nodes.
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Figure 4: Theoretical maximum of the utility function vs utility of the rate
allocation obtained with the distributed sub-gradient method for six different
bandwidth’s values.

8 Conclusion
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Figure 5: Example of state convergence for two nodes when the sub-gradient
method is used. Update performed at each pair node meeting, by only the nodes
involved in the meetings and applying a decreasing step-size.

A Derivation of Equation (3)

In this Appendix we show the mathematical steps that lead from equation (2)
to equation (3).
From (2) we have that
Xk+2)=Ak+DX(k+1)-T(k+1)D(k+1) =
=A(k+ 1)[AK)X(k) —T(k)D(k)] -T(k+1)D(k+1) =

k k
= AlTYX (k) = ATHT (D (k) — T(k+ 1)D(k+1) ,
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that iteratively, replacing k + 2 with kK + s+ 1, k + 1 with k + s and k with
k + s — 1, respectively, leads to

X(k+s+1)=AGT)  X(k+5—1)— ATk +5— 1)D(k +5 — 1)+
—T(k+s)Dk+s)=
= ALY [AG+s—2)X(k+5—2)—T(k+s—2)D(k+s—2)]+
— AT (k+5—1)D(k+ 5 —1) = T(k + )D(k + 5) =
= AEZI? o X(k+s—2)— AE:I? yL(k+s—2)D(k+s—2)+
~ ANk s — )D(k 45— 1) ~ T(k + 5)D(k + s) =
AEZI?? (k+s—2) - i:AJiif) pLk+s—1-0)D(k+s—-1-10)+
=0

—T'(k+s)D(k+s) =

k+s—2
(k+s) (k+s)
=A) X1 E Ao pDk+s—1-)D(k+s—-1-1)+
—T'(k+s)D(k + s) :

and finally, replacing k + s with k, we have that

k k
X(k+1) = AJX() Z Al Tk —1-DD(k —1—1) — T(k)D(k)

or, replacing in equation (I5) k — [ with s
(k k
X(k+1) = AWXQ) ZAES))I‘ (s —1)D(s— 1) — T'(k)D(k) ,

that is exactly (3), as we wanted.
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B Stationarity and Ergodicity: Concepts

Let (Q,F,P) be a probability spaces. Let also the function 7' :  — 2 be a
measurable transformation of Q into itself.

Definition 2 (Measure-Preserving). A measurable transformation 7' :  — Q
into 2 is measure-preserving if, for every B in F, P(TB) = P(B).

Definition 3 (Stationarity). A random sequence w € § is stationary if the shift
operator is measure preserving.

Definition 4 (Invariant set). If T is a measure-preserving transformation, B €
F is an invariant set if TB = B, or equivalently P[(B\ TB) U (TB\ B)] =0.

Definition 5 (Ergodicity). A measure-preserving transformation T is ergodic,
if, given any invariant set B € F, it holds P(B) =0 or P(B) = 1.

Definition 6 (Mixing). A measure-preserving transformation 7' is mixing if,
for all B and C in F,

lim P(BNT"C) =P(B)P(C).
n—oo
Note that when a random sequence is said to be ergodic tout court, it means
that the shift operator is ergodic. Similarly when a random sequence is said
to be mixing (or mixing in the ergodic-theoretic sense), it means that the shift
operator is mixing.

RR n° 7345



Distributed Subgradient Method for DTNs 25

C Proof of Lemma

In this Appendix we prove lemmal(l, reported in the following for reader conve-
nience.

Lemma. (Windowing a Markov chain) Let ® = {®,,,n € N} be an irreducible,
aperiodic and stationary Markov chain. Consider the stochastic process ¥ =
{U,,n € N}, where U,, = (P, Ppy1, - Ppin_1) with h a positive integer. U
is also an irreducible aperiodic stationary Markov chain.

Proof. First of all it is evident that W is also a Markov chain, whose states are
possible h-uples of states of ®, e.g (s1,$2, - ,8,). The transition probabilities
could be calculated starting from those of ®. Stationarity of ¥ easily follows
from the stationarity of ¥. W is also irreducible because @ is irreducible. In
fact, given two states s’ = (s1,82, -+ ,8,) and t' = (t1,t2, -+ ,tp), for the
irreducibility of ®, it exists ng, such that the chain ¥ moves from s’ to a state
u' = (u1,us, up_1,t1) after ng steps, and then it is possible to move from s, to
t1. ' is a state of ¥ and therefore it is also a valid sequence of state transitions
for @, consequently in A — 1 time steps, ® can move from t; to t;, going through
to, --+, th—1 and ¥ can move from v’ to t’. In conclusion in ng + h — 1 steps, ¥
can move from s’ to t'.

Aperiodicity requires a more detailed discussion. Given a possible state
s’ = (s1,82, - ,8n), we want to prove that the greatest common divisor of
the possible time steps after which the chain ¥ can return in s’ is equal to 1.
Note that even if ® had the property that it is possible to directly move from
each state to itself, for a state s’ with s; # s; for some ¢ = 2,---h, at least
h steps are required to return to that state. Consider the minimum number
ko of time steps after which the chain ® can move from s, to s; (again ko
exists because ® is irreducible). Consider then the increasing sequence of all
the possible time steps (ki, ko,---) after which it is possible to return in s;.
Observe that also 2k; belongs to this sequence. It is clear that ¥ can return in
s after (ko+k1+h—1,ko+k1+h—1,---). Let us denote g the greatest common
divisor of this sequence of numbers, we have that for each i > 0 (ko +k; +h—1)
mod g = 0. In particular also (kg + 2k; + h — 1) mod g = 0, and it follows
that (k1) mod g = 0. This implies that g is also a divisor of the sequence
(k1,ka,--+). Since ® is aperiodic, it follows that ¢ = 1. This concludes the
proof that ¥ is also aperiodic. O
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D Proof of Equation (8

In this Appendix we prove equation (8), namely

a8, - 37| =20 (a) -

Proof. First we observe that a geometric bound holds also for the difference
between any two elements on the same column and different rows. In fact:

(a5, - [88], | <2 (a) -

We call e the right side of the above expression that we can rewrite as:

A8, o= [atl,, < (A8, + e

[Akt]. 0 ([AE]:))L v 6) =
1 ;

M
< Z [Akt1],, [AEI;))}MW <

w

];1
Z Ak+1 ({ EI:))}H,U-I—e) ,

w=1

therefore

M=

g
Il

which is equal to

(CON P M (s)
ie.,
(k)
“ <s>]w“ =
and being that this inequality is true for all v and all v, a geometric bound can
be derived also for ’ A(k) J’ O
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E Proof of Proposition

In this Appendix we prove proposition [4] reported in the following for reader
convenience. Further we also prove a key result that allows us to write equation
(10). Since we proved proposition 3| the results here presented can be viewed
as easily extensions to the case of ergodic and stationary process of Theorem 1
in [3]. Let us first recalling the following lemma. From [16]:

Lemma 2. Let 0 < 8 < 1 and let {a(k)}r>0 be a positive scalar sequence.
Assume that limy_, o a(k) = 0. Then

k

: k—1 _
kll»r—&I-loo =0 /8 OZ(Z) =0

In addition, if Y-, a(k) < co, then

k

iZﬁk_la(l) <00 .

k=11=0
Using lemma [2 we can prove that

Proposition (Convergence of Agent Estimates). Let assumption|1 holds, x'(k)
be generated according to (1) for alli € {1,..., M}, k > 1 and y(k) be generated
according to (4)) for all k > 1. Then

klir+n ly(k) —x'(k)|l2 =0 a.s., for all i .
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Proof. Iterating equations[I and [4] we can write

ly (k) = x' (k)||2 =

M
00 (AL B )+ k- DA (k- )| <
2

)

1 _
- [a6™)
j

+
2

a7 - (G| e

+* II% = llafld (k = 1) 2+

+H%( —1)||2||d1( -2 <
M k-2

<Z||x] Mab(k = 1,1) + LD i (s)b(k — 1,5 + 1)+

j=1s=1
MZ% D+lk=1) | (15)

where the last inequality follows from the bounded sub-gradient assumption and
defining the quantity

b(k, s) ef max

0,J

(s)

[A(k)]‘—j\lﬂ forall k> s.

Immediately we note that the last term in the right hand side (rhs) of equa-
tion (15) goes to zero as k goes to infinity, since by assumption limy_, . 7;(k), for
all 7. From the proof of Proposition [3]we have that for almost all the sequences

{A(k) =1
b(k,s) <Cp*° forallk>s, (16)

where C > 0 and 0 < § < 1 (with C in general depending of the considered
sequence). Therefore for almost all the sequences also the first term in the rhs
of (15) goes to zero increasing k. Finally, we if (16) holds, Lemma [2 applies

and limg_, 4 o ZS 1 *y]( )o(k— 1,84+ 1) = 0 for all j. Thus, for almost all the
sequences, for all ¢ we have that

< I —x <
0< lim [ly(k) = x'(k)l2 <0,

proving the desired result. O
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Lemma [2]is also a key ingredient to prove the following

Proposition (Convergence of Agent Estimates). Let assumption[1l and ?? hold,
x'(k) be generated according to (1) for alli € {1,...,M}, k > 1 and y(k) be
generated according to (4) for all k > 1. Furthermore we assume that all the
updates are synchronous, i.e., v;(s) = v(s) for alli, s > 1. Then

Zv My (k) = x (k)2 < 00 a.s., for all i .

Proof. From equation in the above proof and using ~;(s) = ~v(s) for all 4,
we have that

Iy () Kz < Z 7 (1)[l2b(k — 1, 1)+
k—2

+ LMZ'y(s)b(k; —Ls+1)+2Ly(k—-1),
s=1

that, defining C; = max {Z]Mﬂ %7 (1)]|2, ML} and v(0) = 1, can be rewritten
as

ly (k) = x(k)llz < C1 ) v(s)blk = Ls +1) +2Ly(k = 1) ,

multiply at both sides for (k) we have

k—2
YE) |y (k) = X ()l2 <Cv Y y(k)v(s)b(k — 1,5 + 1)+

+2Ly(k)y(k —1) .

Recalling the result in theorem [3] we have that for almost all the sequences
{A(K)}r>1, bk, s) < CoBE~5 for all k > s, where Cy > 0 and 0 < 8 < 1 (with
Cy in general depending of the considered sequence). Calling C' the product
C1C5, we have for almost all the sequences

YRy (k) —x (k)2 <027 ()85 72+

+ 2L’y(k)fy(k -1).

Noting that y(k)1(s) < v(k)? +7(s)? and 2y(k)y(k — 1) < 1(k)? +(k — 1)* we
obtain for almost all the sequences

k—2

V(R ly (k) — %' (k)2 < Cy(k)? Y gF=2+
s=0

" 027<s>25k—8—2 IR + Ik —1)? <

(k) +CZ 257572 4 Ly(k)? + Ly(k — 1)?
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and summing this last inequality over all the k

+o00 . C 00
D>l () =X (B)ll < 7= D)+
k=1 k=1

+oo k—2 “+o00
CY D ()6 2+ LY k) +
k=1 s=0 k=1
“+o0
+LY y(k—-1)? a s (17)
k=1

The desired result follows straightforwardly since: 1) the first, third and fourth
term at the right hand side of equation are summable by assumption on the
chosen step-sizes, and 2) the second term of (17) is summable because lemma [16]
applies. O]
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F Derivation of the Utility Function in Equation
(14)

In this Appendix we briefly review the mathematical steps of the analysis carried
on in [5], under the assumptions done in Section [6] and with the formalism
introduced therein. The overall objective of this Appendix is to formally derive
equation (14).

For a given time ¢ and node i € N we define the process B;(t,t) C N as
the set containing all the nodes j such that, if a message is given to them at
time ¢ — t, it can reach user i in two hops by time ¢. For each node pair (3, ),
Jj#1i,4,1 €N, we define also s;;(t) as

def . . r
s”({) = %gg{t 1j € Bi(t,t)} .

t — si;(t) indicates the minimum amount of time required to transfer infor-
mation from node j to node 7 at time ¢ through file sharing. If we assume that
the intermeeting process time between the node pair (4, j) is exponentially dis-
tributed with parameter \;; (i.e., Poisson meeting process) we have that in the
case of two-hops protocol also s;;(t) is exponentially distributed with parameter
Aij-

Let then Y;°P(f) be, at time ¢, the elapsed time since user i downloaded
content directly from the SP, i.e., Y (#) = £ — t?S(f). Note that the random
variable Y;°(f) for all i € N is exponentially distributed with parameter z;,
since the SP transfer updates directly to node ¢ with rate z; and in stationary
conditions the forward process and the backward one have the same statistic,
see e.g., [17].

Lemma 1 of [5] states that

Yi(t) Zjﬂeﬂj{}{sij(f)ﬁLYjSP(f—Sij(f))} : (18)

therefore, in our case, Y;(f) is the minimum over M independent random
variables. One of this random variables is exponentially distributed with pa-
rameter x; (i.e., s;;(t) + Y, 7 (f — s;;(f)) with j = i) and takes in account of the
directed updates of i from the PS. The remaining M — 1 random variables are
in turn sum of two independent exponential random variables: one distributed
with parameter A;; and the second with parameter z;. Each of these latter M —1
variables takes in account the update of ¢ in two hops from the PS through a
given relay node j # ¢. For the independence of s;; and YjSP , and assuming in
general \;; # x;, we have that

) e~ NiiY _ o~ %Y
Psyy+vpr(Y) = Xij; e v I >0,
whence \
xr.e” ijy_)\,,e—ﬂcjy
Ploy + V5P 5y = 4 ue 7
[ ) J y] xj _ >\ij
therefore

acje_)‘”'y — )\ije—wjy

e vy,

P>yl =[]

i Tj — )\z’j
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In the case of utility w(Y;) = x {Y: < 7} we have that

fix) = Ex[w(Y)]=PlY;<7]=

o= AGT N T
= 1- ije 7 /\Ue ! e*IiT

i (Ej — )\ij

thus

M
f(x) = Zfi(x):

M N —x.T
xje” T — N e i s
= M- E I I J J e T,
i=1 Tj = Aij

g

From equation (I4) is straightforward to compute the components of the
gradient vector we need to implement the distributed sub-gradient method, for
all 4:

6fi(x) =T H a:jei)\ij‘r — Aijeim'j‘r e TiT

axi i l'j — >\ij ’
and, for z # 14
afl(X) _ H xje—)\ijT _ )\ije—ﬁjr J—
&rz iz LCj — )\ij
Aiz {e7T + [1( N —a2) — 1] e "7}
(xz - >\7,z)2 '
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