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Abstract—Real-time streaming applications typically require to noise ratio variations, which may prevent transmission
minimizing packet loss and transmission delay so as to keep errors from being recovered by lower layer FEC techniques.
the best possible playback quality. From this point of view, IP In both cases, such applications are susceptible to cotigecu

datagram losses (e.g. caused by a congested router, or caussd :
a short term fading problem with wireless transmissions) have packet losses (or equivalently, erasures) and delay, bbth o

major negative impacts. Although Application Layer Forward ~Which can lead to significant video quality degradationseskh
Error Correction (AL-FEC) is a useful technique for protecting impairments can be critical, especially for mission-cHiti
against packet loss, the playback quality is largely sensitive to the gpplications like telemedicine.

AL-FEC code/codec features and the way they are used. In this  pacpet |oss resilience can be achieved in two ways: thanks

work, we consider three FEC schemes for the erasure channel: 2D o "
parity check codes, Reed-Solomon over GEY) codes, and LDPC- to retransmissions or thanks to the addition of redundarioy.

Staircase codes, all of them being currently standardized within Automatic Repeat reQuest (ARQ) scheme, although widely-
IETF. We have integrated these FEC schemes in the FECFRAME used in many transmission protocols (e.g. TCP), needs at
framework, a framework that is also being standardized at IETF, |east one Round Trip Time (RTT) to recover from a loss.
and whose goal is to integrate AL-FEC schemes in real-ime 1pjg 5 an jssue if this RTT exceeds the maximum acceptable
protocol stacks in a simple and flexible way. Then we modified del f L-ti ¢ Anoth bl is the fact that
the Digital Video Transport System (DVTS) high-performance elay of a real-ime S ream'. nother pro _em IS the Tact tha
real-time video streaming application so that it can benefit from ARQ does not scale well in case of multicast or broadcast
FECFRAME in order to recover from transmission impairments.  diffusion. On the opposite, Application Layer Forward Erro
We then carried out several performance evaluations in order to  Correction (AL-FEC) codes rely on error correcting codes fo
identify, for a given loss rate, the optimal configuration in which the packet erasure channel. With this type of channel, packe
DVTS performs the best. . . . .
are either received without any error or totally lost during

I. INTRODUCTION the transmission. The use of AL-FEC codes prevents retrans-

Real-time streaming applications are gaining increasiﬁ@iSSion delays by preventively adding redundancy packets t
popularity. The deployment of a high-speed fiber in the «adlpe streaming data flow. Thanks to this redundancy, a certain
mile” has brought high-quality streaming applicationshivit number of missing source packets can be recovered at the
reach of a large number of people. Recently, the developmé@geiver side without the need to ask the sender for lost
of high-quality streaming applications such as the Digitégackets. Therefore AL-FEC is commonly used for real-time
Video Transport System (DVTS) has attracted considerafigeaming applications like a video conference systems.
attention [12], [13], [16]. Since DVTS can be used with a wide More precisely, an AL-FEC encoder adds— & repair
range of video cameras and ordinary PCs, it is in widespreB@ckets to each block of source packets, which allows a
use, for example, in e-learning, at international sympuosiu receiver to rebuild all of thé& source packets if more than
and in telemedicine [1]. packets are received among thepackets sent. Maximum-

Since high quality and high performance streaming applicRistance Separable (MDS) codes, such as Reed-Solomon
tions consume a large amount of network bandwidth for da¢gdes [6], can recover all missing packets from any set of
transmission — for instance, a single DVTS stream requir@$actly & packets, while LDPC (Low Density Parity Check)
about 30 Mbps — they may compete with other data flowgodes [8] need to receive a small number of extra packets
thereby causing traffic congestion. When used over wireldgsaddition tok. The performance of AL-FEC codes and the

networks, short term fading phenomena can cause largel sighgsociated codecs (their software implementation), imger
of recovery capability and encoding/decoding delay largel

This W'ork'was supported by the National Institute of_ Inforimt'and varies, depending on the code intrinsic properties (e.g.a'e
Co_mmunlcatlons Technology (NICT), Japan, under Dynamic Ne¢Wwooject. DS code or not?), on the details of the codec (e.g. which kind
This work was supported by the French ANR grants 2006 TCOM 01M A -g.

(CAPRI-FEC project) and ANR-09-VERS-019-02 (ARSSO prbjec of decoding algorithm is used, in particular with LDPC cgdes



the way transmissions occur (e.g. are packets sent seglentistudies rely on streaming software featuring a low bit-{ate
or in a random order?), and the code parameters (e.g. the less than 10 Mbps) and non-real-time flows (i.e. non strictly
coding block lengthn and the code ratg/n). Since real-time enforced). In that case phenomena like the impact of theacode
applications are sensitive to both delay and packet lossek, in terms of CPU load are not visible.
since these two aspect are contradictory (the larger thekblo
size, the better the protection, but the higher the delay i B- AL-FEC Codes
usually necessary to find a trade-off. In the past, many etudi Let us focus now on the three AL-FEC codes being con-
have been conducted to improve the performance in tersidered in our work:
of either codec algorithm, or packet scheduling, or paramet 1) 2D Parity Check Codes: The 2D parity check codes (2D
adjustment. However, they usually did not compare actual Acodes) are classified as “simple codes” [4], which suggests
FEC techniques with an operational, high throughput riea¢t that these codes are effective for recovering packet losses
application. A low bit-rate application is more commonleds under very low loss conditions. For example, a simple way
which cannot highlight some phenomena like CPU load. of adding protection against a single packet loss consists i
In this paper, we analyze the suitability of three AL-FECreating a parity XOR) of a certain number of source symbols
codes and codecs (i.e. their software implementation) fewhere a symbol is a fixed size unit of data from the AL-
high-performance real-time applications. More precisalg FEC encoder/decoder point of view). The 2D codes are only
considered the 2D parity check codes, the Reed-Solomslightly more complex than that: the source symbols are
over GFQ®) codes, and LDPC-staircase codes, all of thearranged in @ x p square matrix, wherg = v/k (we assume
being standardized within théecframe and rnt IETF thatp is an integral value). Then, for each row (resp. each
working groups. We have also implemented the FECFRAM&Ilumn) a single repair symbol is created by computing the
framework, following the current IETF specification [3] dfet  XOR sum for all source symbols in the row (resp. column). We
f ecf rame IETF working group. The goal of this frameworkcan rebuild any row (resp. column) of the matrix from gny
is to integrate FEC schemes to real-time protocol stacks amat of p + 1 symbols in the row (resp. column). Of course
applications in a simple and flexible way. Then we modifiethese codes have limits: they are not MDS codes (there are
the Digital Video Transport System (DVTS) high-performancsituations wheré received symbols do not enable decoding to
real-time video streaming application so that it can benefiticceed), and they create constraints on thofh = v/k must
from the FECFRAME framework. Finally, we carried outbe an integral value) and on the number of repair symi3pls,
several experiments in order to identify, for a given logg ra (said differently the code rate is necessarily equaj;fg}—)).
the configuration in which DVTS performs the best. 2) RSE Codes: The Reed-Solomon codes for the Erasure
The remainder of this paper is organized as follows: Sechannel (RSE) [6] are classified as “small block codes” [4]
tion Il introduces related work and AL-FEC codes. Sectidn I(i.e. k,n are limited) and they are one of the most popular
describes the overview of DVTS with FEC scheme. Section IFEC codes. RSE codes are intrinsically limited by the Galois
evaluates the performance of DVTS with FEC scheme, and Wield it uses (e.g. with GB), n < 29 — 1 = 255). Since the
conclude in Section V. cost of the finite field operations quickly increases with the
finite field size [6], most of the practical applications rast
themselves to GB{), even if it also limitsn andk parameters.
Yet, RSE codes are MDS codes which is a major asset (lost
A. Related Work source packets can be recovered as sooexaily & packets
Besides the diversity in the underlying FEC encodsut of n are received for this block). In this paper we will
ing/decoding techniques, different FEC mechanisms are pfocus on RSE codes over GEj only.
posed and analyzed to improve the performances. For irsstanc 3) LDPC-staircase Codes: The LDPC-staircase codes [7],
the impacts of packet scheduling and loss distribution o FE8] are classified as “large block codes” [4] (ik.n can be
performances are studied [18]. In [19], four different FE®ery large) and they are a particular case of regular Repeat
techniques, that utilizeXOR (eXclusive-OR) and RSE era- Accumulate codes. Although they are not MDS codes, they
sure codes, are adopted according to the network conditiohave many advantages like the possibility to operate effitigie
In [11] the performances of the LDPC-staircase codes amith large sourcek and n parameters, with a linear time
studied when using a hybrid IT/ML decoding scheme, bot#ncoding complexity. The parity check matriX of LDPC-
from the erasure recovery capability and decoding comfylexstaircase codes is én — k) x n binary matrix which can
viewpoints. This work is one of the foundations of the cutree divided into two parts: the left side of the matrik,,
paper, with the difference that in our work we are considgriris composed ofr — & rows for k£ columns (i.e. the source
real-time flows, with different goals. symbols), while the right side of the matrikl,, is composed
Concerning the parameter adjustment techniques (e.g. codle — k& rows forn —k columns (i.e. the parity symbols). Here
rate), many studies have been conducted so far [14], [1#e H, matrix has a “staircase” (double diagonal) structure. It
[15]. However, in the context of high-performance realdimmeans that each parity symbol is tK€R sum of the previous
applications, practical results and evaluations as a imct parity symbol plus a very small humber of source symbols.
of the FEC codes have not been fully studied. Many pashe H; matrix is filled in a fully regular way as follows:

Il. APPLICATION LAYER FECFORREAL-TIME
STREAMING



DV/HDV data via IEEE 1394
—

DUV dataviaIBRE 1394 ot DV format (i.e. MPEG-2 TS), the full stream consumes

DVTS application PYIisiaEgllgaitlgni B
Vldeo/Audw source ‘ RTPprocessmg i ‘ 3’1;P7Pl‘(fisiilg77} ‘ = abOUt 25 Mbps
> < —f=52J B. FECFRAME Framework and FEC Schemes
DV/RTP or HDV/RTP data N SourcePackets Th FECFRAMEf k 3 d f ) f
TN TNl N S— e ramework [3] defines a generic way o
5 encoding] «——— I - '}F’;ggjg;’:mg} plugging FEC schemes (i.e. the codec implementing an AL-
| e o Blodk [ | moeose || FEC code) dynamically into a real-time (or non real-time)
LEBPE:E"EESJ lf;’if;;i‘;mﬁ“ﬁ 1| ﬁ{;'p;l;;ﬁa;;;;;;ﬁ; protocol stack, for instance between the RTP a_nd UDP_Iaygrs.
N S e | e Thanks to this framework, a sending streaming application
‘Sﬁiifsiic payload ID [ (SourceFEc payloadIDw can generate and send FEC repair packets (i.e. redundancy),
[ sty - S rocessin, H .. . - .
: p””g"r" and a receiving streaming application can recover from lost
FEC repair packets | lFEC source packets | source packets and pass them to the application as if they had
' H

: been received normally. Several parameters need to beedljus
| UDPIP | | UDPIP | and communicated to both the sender and the receiver: 1)
the nature of the FEC scheme (we consider 2D codes, Reed-
Fig. 1. The DVTS/FECFRAME architecture Solomon and LDPC-staircase in this work), 2) FEC scheme
specific parameters (e.g. with Reed-Solomon the finite field
size,m = 8), 3) the symbol lengthK), which is either fixed
1) InsertN; “1-s” randomly but evenly into each column;for the whole duration or adjusted per block, depending on
2) Check there are at least two “1-s” per row. If not, adthe FEC scheme, 4) the source block length &) and the
one or two extra “1-s” randomly to these rows. code ratek/n, or equivalently the total number of encoding

In [10], [11], a hybrid ITerative/Maximum Likelihood Symbols (source plus repair), (subject to some constraints

(IT/ML) decoding was proposed to improve the erasure recodepending on the FEC scheme). o
ery capabilities (now close to that of MDS codes) while keep- The encoding procedure, at the sender side, is as follows:

ing a moderate decoding complexity. This algorithm combine 1)
the optimal correction capabilities of the ML decoding with
the low complexity of the IT [9] decoding. It works as follows
start decoding with the linear complexity IT algorithm. TF |
decoding fails and if it is known that no additional symbol
will be received, switch to the more complex ML decoding
(basically a Gaussian Elimination) and try to finish decgdin

It is clear that a receiver can decide if and when ML decoding
is used, depending on local criteria (e.g. battery or CPlacap
bilities), independently from other receivers, which israaj
asset. In order to have good erasure recovery performances
under IT/ML decoding, even with smallvalues, we adjust the

N, parameter as follows [11]: ifi < 28, N; = 7, otherwise

N; =5.

Ill. DVTS/FECFRAME ARCHITECTURE

We now describe the DVTS/FECFRAME architecture
(Fig. 1). 2)

A. DVTS

The DVTS application can send and receive DV (Digital
Video)/HDV (High-Definition Video) data over RTP [13].
The DV camera generates the DV/HDV stream, sends it
over the IEEE 1394 interface to the sending host that runs
the DVTS sending application. This latter encapsulates the3)
DV/HDV frames into RTP packets and transmits them over
the IP network. At the remote host, DVTS application upon
receiving a DV/RTP or HDV/RTP packet, attaches an IEEE
1394 header to the received or reconstructed DV/HDV packets
and transfers them to the DV/HDV recorder deck via the IEEE,

Source block creation: The FECFRAME instance re-
ceives (H)DV/RTP packets (known as Application Data
Units, or ADU) from the application and stores them
in a source block buffer for future encoding. To each
ADU three bytes are prepended to form the source
symbol (the source symbol is the unit of data used during
the encoding/decoding process): 1 byte for the “flow
ID” and 2 bytes for the ADU length. Then, since all
source symbols need to ke bytes long, zero padding

is added at the end of each ADU when needed. The
Flow ID contains an integer that identifies the source
flow (or application) to which this ADU belongs. This is
necessary when several flows (several applications) are
protected together by the same FECFRAME instance.
The length contains an integer that indicates the ADU
length, in bytes, without the three bytes and padding.
This is necessary during decoding to strip padding.
FEC encoding: When the number of symbols stored
in a source block buffer reachds or when the real-
time constraints prevents the sender from waiting for
additional ADUs (it can happen e.g. with variable bit rate
flows), FEC encoding takes place. A certain number of
repair symbols are created for this block, in accordance
with the code rate (equivalently) limitation.

“Source” and “Repair FEC Payload ID” addition:
Then a “source FEC payload ID” (case of an ADU) is
added at the end of the (H)DV/RTP packand trans-
mission takes place. Similarly a “repair FEC payload
ID"(case of a repair symbol) is prepended (rather than

1A mode exists where the (H)DV/RTP packet is sent without anyifinod
1394 interface. A full DV stream consumes over 30 Mbps W't&mon (no “source FEC payload ID") for backward compatipilpurposes.

standard NTSC quality video (525 lines and 29.97 fps). I cashis mode has limitations and will not be considered in our work



appended) to each repair symbol, and transmission takeldz CPU/1 GB RAM and runs a Linux 32bit OS. The DVTS
place. The goal of these FEC payload ID are, for application is version hdvtsl.0a [20]. The 2D codes, Reed-
receiver, to identify which block the symbol belongs t@olomon codes, and LDPC-staircase codes are those aeailabl
as well as the symbol “position” inside this block. Theén version 1.0.0 of the&dpenFEC. or g library [21].
receiver can therefore gather all the symbols belongingThe sending strategy consists in sending all FEC source
to the same block and launch decoding if needed. packets first, then FEC repair packets. Additionally, inecas
At the receiver side, the FECFRAME instance receives bo@i LDPC-staircase codes, the repair packets are sent in a
FEC source and repair packets from the network. The decodiiggdom order, whereas for the two other codes, they are sent
procedure is as follows: sequentially. During tests the uniform packet loss prdiigbi
1) FEC source and repair packet storage:Upon receiv- u_sed is progressively increased from 0% to 51%,_ by 3% each
ing a FEC source packet, the FECFRAME instance ﬁne. T_he packets ergsed are randomly chosen, in accordance
passes a copy of it, without the source FEC payload IE’Y,'th this loss prpbablhty. During each test (that last 60@3
to the application immediately. It also 2) keeps a cop ch), the receiver then measures the recovery capaithie
of it with other packets that belong to this block. Sinc&@me delays and the CPU resource usage. The CPU resource

the RTP data is immediately passed to the applicatioSage is also measured at the sender side. _
the application benefits from it without any additional Table | shows_ thg parameters for each FEC code considered.
waiting time. Upon receiving a FEC repair packet, théhe code rate is fixed and set equal2@ for all AL-FEC

FECFRAME instance stores this packet in the bufféfodes.k = 170 is chosen since it corresponds o= 255,
associated to the block it belongs to. i.e. a value compatible with RSE over G@F]. Since we use

received for that block is sufficient, FEC decoding ighe maximum packet loss probability set deliberately to 51%
launched. Depending on the FEC code being used, Ve can expect that as the packet loss probability approaches
works as follows: 33.3%, performance will degrade, and above this value and
« 2D codes When a packet belonging to the nexfmt” 51%, perform_ance will bg rather_ poor, a full Qecodirfg_o
source block arrivés a decision is taken: if at a source block belng usua_lly |mp?SS|bI<3 (but partial demgdi
leastk symbols are available for the current block,may happen, especially with the “small” 2D codes).

decoding is launched.
o TABLE |
o RSE codes: FEC decoding is launched as soon as FEC PARAMETERS
exactly £ source and repair symbols are received.

« LDPC-staircase codes: LDPC-staircase codes re- —reccodes Symbol Length (bytes) Code Rate| Source Block Length) | Np
quire slightly more thark symbols for decoding to | 22.codes ne e - none
succeed. Based on experimental results [11], we SeTDPC Codes 1375 273 D170 7
the threshold a& x (1.05), which corresponds to & 1000 H

a very high decoding success probability and a low

decoding complexity (IT decoding will significantly

simplify the linear system to be solve during ML

decoding). As soon as at leastx (1.05) symbols B. Recovery Capabilities
are received, FEC decoding is launched. Otherwise,
when a packet belonging to the next source blocrlﬁ
arrives, a decision is taken: if at ledssymbols are
available, decoding is launched.

The packet loss recovery capabilities can be evaluated by
easuring the actual data loss percentage within the appli-
cation (i.e. the DV/RTP packet loss percentage after loss
correction within FECFRAME) as a function of the packet
IV. EXPERIMENTAL RESULTS loss probability. Fig. 2 and Fig. 3 show that there remain
: , unrecovered loss with a 30% packet loss probability (or
A. Experimental Setup and Performance Metrics higher). With 2D codes the situation is worse since about
To evaluate the performance of DVTS with FEC schem@,03% unrecovered data losses happen even with a packet
we set up an experimental environment. The sender aids probability lower than 10%. Above 10%, unrecovered
the receiver are desktop machines under 32bit Linux opésss quickly increases. With RSE and LDPC codes, the un-
ating system, running a modified DVTS that includes thecovered loss is null below approximately a 30% of packet
FECFRAME framework and several FEC schemes. The senfisss probability. We see that RSE codés=t 170) perform
uses a Pentium 4/2.4 GHz CPU/512 MB RAM and runs enly marginally better than LDPQ:(= 170) codes. Increasing
Linux 32bit OS. The receiver uses a Pentium Core 2/1.6®PC's k parameter tdk = 500, 1000 (we know that LDPC

) _ _ _ L _ o codes perform asymptotically well) improves marginalle th
If we ignore possible packet reordering, this is the sigr tiraadditional

packet will be received for the current block. With possipéeket reordering, erasure recqvery capabll!ues (while increases the degodi
the receiver should wait some more time. delay which is clearly an issue).
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C. Frame Delay in high packet loss probability conditions (more than 24%),

the average frame delay of LDPC codes with the large source
We then evaluate the frame delay, during receiver's RTock length was significantly greater. For instance, adoun
processing, by measuring how long it take to the FECFRAME 3094 packet loss probability, this average delay was about
instance to get each DV/RTP packet, compared to a normal1 6 mseck = 500) and 401.5 msec<{ 1000), respectively.
DVTS processing. To that purpose, we measure the numbefyom these results we can say that in our use-case, small
of delayed frames and their delay. The average frame delggpc codes § = 170) are a good solution since they offer
in each test is then obtained by dividing the total delay timg,od erasure capabilities (close to that of Reed-Solomdeso

by the number of delayed frames. This average frame del@y.similar dimension) while keeping the frame delay low,sgo
plus the standard deviation above and below, as a functignihat of 2D codes.

of the packet loss probability is shown in Fig. 4 and Fig. 5. _
With 2D codes, throughout the tests (from 0% to 51% lod8. Processing Load

probabilities), the maximum average frame delay turned outin order to understand resource usage at the receiver side
to be 63.7 msec (around a 26.2% packet loss probabilitgyring FECFRAME processing, we measured the CPU load
Otherwise, the average frame delay was usually lower than 0one second interval. Fig. 6 and Fig. 7 show the average
msec. CPU load at the receiver, plus the standard deviation above
With RSE codes, the average frame delay around a 12.Hid below, as a function of the packet loss probability. As
packet loss probability was over 100 msec. Then around 30.5%en from Fig. 6, the average CPU load of RSE codes quickly
packet loss probability, the average frame delay becamé54@icreases until the packet loss probability reaches approx
msec which is rather bad. mately 30%. For instance, at 27.1% packet loss probability,
With LDPC codesk = 170), when the packet loss probabil-the average CPU load at the receiver is 31.0%. For higher
ity was lower than 24%, the average frame delay was belg@acket loss probabilities, this load decreases since tever
50 msec. Above 24% packet loss probability, the maximuhas fewer and fewer opportunities to launch RSE decoding. On
average frame delay was about 89.4 msec. With larger LDRI@ opposite, with the 2D and LDPC-staircase codes, no matte
codes g = 500,1000), the average frame delay was alwaythe packet loss probability over the network, the average CP
greater than that of LDPC code& & 170). In particular, load always remains below 8%.
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B gt (k = 500,1000) causes some frames to be discarded with
Rl the equivalent 100 msec buffer. With an equivalent 200 msec
® packetTdss probability (%6) 5 buffer (not shown), there is no discarded frame any more. In
this context we can conclude that RSE and LDPC-staircase

Fig. 6. CPU load at the receiver side, with 2D, RSE, and LDRG=(170) (k = 170) codes are sw.tgble II’.I the presence of IC.)W and nc.m_
codes burst packet loss conditions, in terms of both video quality
and real-time performance. With a low spec machine, LDPC-

T LDPC codes (k=500) staircase X = 170) and 2D codes should be preferred because

¥ LDRC codes (k=1000) of the modest processing load generated.

In presence of more than 10% packet loss probability, 2D
codes cannot recover lost source packets, while RSE and
LDPC-staircase codes fully recover them up to around 30%
packet loss probability. As seen from Fig. 9, when using an
equivalent 100 msec buffer, the number of discarded frames

in all cases increases as the packet loss probability inesea
%#%HBN% ‘ Lo 11 This is particularly true for RSE codes that behave badly. On
R ”ﬁ:ffw the opposite, LDPC-staircasé & 170) codes are the codes
50 that perform the best (not considering 2D codes). In Fig. 10,
with an equivalent 200 msec buffer, the number of discarded
frames considerably decreases except for RSE codes that sti
show poor performance. To a lesser extent, with high packet
loss probabilities, LDPC codes: (= 500, 1000) feature a

large number of discarded frames because of their important

We also measureq the CPU load at the sender side durH1 oding time (more packets are needed before decoding can
FECFRAME processing. Table Il shows the average CPU loa ). However, if a receiver can afford a large equivalent

and the corresponding standard deviation. We see that Rb%;er length, at the cost of real-time performance, LDPC-
encoding create a significant CPU load, compared to 2D an ' '

. staircase codes with large block lengths can achieve theehig
LDPC-staircase codes. e "
recovery capability in high and bursty packet loss condgio
E. Discussions and Recommendations which can be a significant asset.

Based on the experimental results in terms of recovery 10 conclude, LDPC-staircaseé: (= 170) codes are good
capabilities, frame delay, and processing load, we cartifgien choices in terms of. recovery capabilities, rgal—tlm.e perfo
the optimal configuration that achieves the best performan@'ance and processing load, no matter the incoming packet
In presence of a certain packet loss probability, it is nemss 0SS rate.
to find a well-balanced point between the recovery capaslit
and frame delay. In general, in order to absorb the arrivialyde ) , .
of the source packet, a receiver requires a packet buffer of g his work analyses the peneflts of adding three AL-FEC
certain length at the cost of the real-time performancehéf gcodes, ngmely the 2D parity check, .Reed_-SoIomon (RSE)
packet arrival delay exceeds the acceptable range deteimiflV€" GFe®) and LDPC-.stalrca}se codes, ina hlgh-pgrfo_rmance,
by the buffer length, the packet is discarded. Therefore, gigh throughput real-time video streaming applicatiore th

appropriate tuning of this buffer length is vital. Digital Video Transpo_r'F System _(DVTS). More precisely
DVTS has been modified, following the FECFRAME ap-

proach [3] to integrate AL-FEC codes. Based on the exper-
imental results in terms of recovery capabilities, framéage

and processing load, we have identified the optimal configu-
ration for a given incoming loss rate. More precisely, under
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Fig. 7. CPU load at the receiver side, with LDPC codes=(500, 1000)

V. CONCLUSIONS ANDFUTURE WORKS

TABLE I
CPU LOAD AT THE SENDER SIDE

2D codes| RSE codes LDPC codes

K, code rate 16,2/3 | 170, 2/3 | 170,2/3] 500, 2/3 [ 1000, 213 low packet loss conditions, all FEC codes achieve high tuali
ave. CPU load (%) 14.1 74.3 12.0 11.0 12.6 i i ithi
T deviation e 50 53 - — video playback since erasures are recovered within thalr re

time constraints. However, from the processing load point o
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of 100 msec, in the presence of the packet loss probability 986 to 10%
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Fig. 9. The number of discarded frames when using the equivalgfer [11]

of 100 msec, in the presence of the packet loss probability f£6% to 40%

view, RSE codes create an important CPU load compared(td
the other codes. Under high packet loss conditions, the 2D an
RSE codes no longer perform well in terms of the recoverys]
capability and real-time performance. On the opposite, the
LDPC-Staircase { = 170) codes enable DVTS to achieve
almost optimal performance.

In future works, we plan to evaluate the FEC schemé&sl
in an heterogeneous communication environment. We will
also develop FEC scheme to dynamically adjust both FE]
parameters (i.e. source block length and code rate) and the
streaming bit-rate based on the network conditions in oraler ;7
further improve performance.
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