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Abstract This paper addresses the segmentation from ahranches or highly curved, wide branches. We solve this
image of entities that have the form of a ‘network&. the  problem by introducing first an additional nonlinear non-
region in the image corresponding to the entity is composetbcal HOAC term, and then an additional linear nonlocal
of branches joining together at junctiomsg.road or vascu- HOAC term to improve the computational speed. Both terms
lar networks. We present new phase field higher-order activallow separate control of branch width and branch curvature
contour (HOAC) prior models for network regions, and ap-and furnish better prolongation for the same width, but the
ply them to the segmentation of road networks from verylinear term has several advantages: it is more efficient, and
high resolution satellite images. This is a hard problem foit is able to model multiple widths simultaneously. To cope
two reasons. First, the images are complex, with much ‘hoiseith the difficulty of parameter selection for these models,
in the road region due to cars, road markings, etc., while theve perform a stability analysis of a long bar with a given
background is very varied, containing many features theat arwidth, and hence show how to choose the parameters of the
locally similar to roads. Second, network regions are comenergy functions. After adding a likelihood energy, we use
plex to model, because they may have arbitrary topology. liboth models to extract the road network quasi-automayicall
particular, we address a limitation of a previous model infrom pieces of a QuickBird image, and compare the results
which network branch width was constrained to be similatto other models in the literature. The state-of-the-anltss

to maximum network branch radius of curvature, therebybtained demonstrate the superiority of our new models, the
providing a poor model of networks with straight narrow importance of strong prior knowledge in general, and of the

new terms in particular.
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somehow, either through the intervention of a user, or byanges of parameter values, network-like regions composed
incorporating it into a model. Human users possess vergf branches with roughly parallel borders and a constant
specific prior knowledge about the shape of regions correwidth that meet at junctions.
sponding to networks, and in most applications, this level The HOAC energy developed iR(chery et 312006
of knowledge is necessary rather than merely sufficient. Unsuffers from a limitation, however. This is that the interac
fortunately, current methods, based on manual extractionions between points on the same side of a network branch
are time and labour intensive. On the other hand, generigave the same range and strength as the interactions between
prior knowledge alone, for example concerning boundaryoints on opposite sides. The effect is that typical maximum
smoothness, is not enough. The need to include more speurvaturex and branch width? will be related approxi-
cific prior knowledge of a class of shapes raises a difficulinately byx ~ 1/W. This is particularly serious for certain
methodological issue, however. The set of network-like retypes of networkse.g.road networks in cities, for which
gions is complicated to model, because they may have af < 1/T, and prevents successful extraction.
bitrary topology. More concretely, it consists of a large (i |n this paper, we first construct a neenlineamonlocal
principle infinite) number of connected components, correHOAC prior energy for modelling networks that overcomes
sponding to the different possible topologies of a networkpis |imitation, allowing separate control of branch sgte
(number of connected components in the network, numb&{ess and width. To optimize computational efficiency, we
of loops in each connected component), or equivalently tghen propose another ndimear nonlocal HOAC prior en-
the set of planar graphs (for 2D data). To this is added a geqsygy which achieves a similar effect. Moreover, the latter
metric superstructure corresponding to an embedding of thg,ear energy permits a broader range of widths to be mod-
graph in the plane, and to its "fattening’ into a region. Theg|ied simultaneously, and can even model two disjoint width
construction of a model that favours regions lying in this S€ranges. We test both models by applying each of them to
as opposed to those outside it is a non-trivial problem. Thig,e problem of road network extraction from VHR images
paper proposes two new models to address this problem, aggl Beijing. This is an extremely challenging problem due to
applies them to the extraction of road networks from veryine amount of ‘noise’ in the road regions (cars, road mark-
high resolution (VHR) satellite imagery. ings, shadows, .. .) and the degree of variation and detail in
The incorporation into models of prior knowledge aboutthe non-road regions. Nevertheless, our new energies permi
a region to be segmented from an image has a long historg. quasi-automatic extraction of the road network.
The earliest and still most widely used models incorporate  To avoid the complications of expressing regions with
local knowledge about the boundary, essentially smoothnesarbitrary topology in terms of boundaries and the complex-
active contoursi{ass et g/1989 are one example, the Ising ity of the implementation of HOAC terms using standard
model (sing, 1925 Geman and Gemah984 another. This  |evel-set method$;0chery et a(2005 reformulated HOAC
degree of prior knowledge is almost never sufficient to segmodels as equivalent nonlocal phase field models. Phase field
ment an entity of interest automatically, even in relagivel possess many advantages over more traditional methods for
simple images. More recent work has focused on the inregion representation and modelling, even in the non-HOAC
clusion of more specific prior knowledge in active contourcase, but are particularly advantageous for HOAC energies.
models Chen et gl2002 Cremers et 2002 200§ Leventon 4t i§ often convenient to formulate an active contour model
200G Riklin-Raviv et af 2007 Rousson and Paragid)07  in terms of the parametric curve, and then reformulate it as
Srivastava et 22003. This work uses shape priors saying a phase field model for implementation. In this paper, we
that the region sought must be ‘close’ to an exemplar refollow this procedure by considering each new prior energy
gion or regions. Although having prior information about using first a parametric contour representation, and then a
the expected shape of the object can significantly increagshase field representation.
the robustness of the segmentation algorithm in many ap- For the last few decades, road detection from remotely
plications, this type of model is not appropriate when thesensed imagery has been extensively studied, due to the va-

region sought has arbitrary topology. riety and importance of the potential applications of an au-
To model families of regions such as networksgchery et atomatic extraction method. A great number of approaches
(2009 introduced ‘higher-order active contours’ have been proposediena 2003. Early work, such as that

(HOACs). HOACs incorporate not only local, differential by Merlet and Zerubi1996) andGeman and Jedyngk996),
knowledge about the boundary, but also nonlocal, long€angised path-finding methods suitable for low resolution im-
interactions between tuples of contour points. Via suatrint ages, but could only find networks of restricted topoldgyieri and Rancl
actions, they favour regions with particular geometricreha (2003 took advantage of a topologically correct graph of
acteristics without constraining the topology via use adfar the network in order to extract roads and junctions using

erence region. For example, the model useéimc(hery et gl two different types of active contoursacoste et a(2009

2009, which uses pairwise interactions, favours, for certainused marked point processes to model road networks, but



the models were appropriate for medium resolution imageghresholdz: R = (.(¢) = {z € 2 : ¢(x) > z}. The basic

the method has not been applied to VHR imageso et al  phase field energy term is

(2009 proposed a region competition based method for pro- 1

viding large-scale GIS informatiohiu et al(2007) detected ~ Eo(¢) = / dx {§V¢($) Vo(z) + U(¢($))} - 3)

roads based on shape classification, and then pruned a road @

tree using a Bayesian decision procéssiozzi et a(2007)  The ‘potentiaI’U is given by

modified the Cahn-Hilliard equation to achieve fast inpaint 1

ing of binary imageryDobrosotskaya and Bertoz2009 Uly) = )‘( y' - 2Y Y +aly - 593) ’ (4)

developed an extension of this model. Both of them cagyhere ) and« are constants. Fox > a > 0, U has two

be used for interpolating simple roads. However, all thesginima, aty = —1 andy = 1, and a maximum aj = /.

methods are restricted to applications on semi-urban aregsefineg, = arg ming. ¢ g=r Fo(¢). If we ignore the gra-

and using aerial or SAR images. They are not robust enougiient term in equatiord), and set = /), we clearly find

to be applied to dense urban areas and optical images. thatpp(z) = 1forz € Randgg(zr) = —1forz € R =
The paper is organized as follows: sectimecalls HOAC - )\ r. Adding the gradient term results in a smooth tran-

energies and the phase field framework. In secBpwe  sition from1 to —1 over an interface regioR¢ around the

introduce two new nonlocal HOAC energies. In sectibn  poundarydR. Note that to a very good approximatiahp

we calculate the conditions for which each new total priofis non-zero only inc. It has been shown irRochery et 3

model allows stable bars. In sectibpwe define the overall 50y that Eo(¢r) ~ AcL(OR) + acA(R), i.e. E, corre-

model, including a data term. The application of our modelsponds to the two linear terms .

to road extraction from VHR images is illustrated in sec-  The third,i.e. the HOAC term inE, can also be refor-

tion 6. We conclude in sectiof. mulated in terms of an equivalent phase field enefgy(iery et 3l

2009. It becomes

2 Higher-Order Active Contours and Phase Fields __5 // dr dz' V(x) - V(z') @ ('z —= |) :
92
Rochery et a(2006) proposed a Euclidean-invariant HOAC (5)
prior energy for modelling network regions: The sumE, + Eg is then equivalent td¢ in equation ().
As explained briefly in sectiod, E- (or equivalently
EC(R) = AcL(9R) + acA(R) FEy+ Es) suffers from a significant limitation when it comes

dt dt’ () w <|A7(t t’)|) ) to modelling networks. Apart from a sign change, the inter-
(OR)> it d ’ action between two points on the same side of a network

branch §(¢) - 4(¢') > 0) has the same strength and range
wheredR is the boundary of regioR; v : S* — 2isamap  as the interaction between two points on opposite sides of a
representing i?, parameterized by 2 C R? is the image  network branch4(t) - 4(#') < 0). The effect is that for a
domain; dots represent differentiation with respedt tbis  stable network branch, a typical curvature of a brands
boundary length is region areaAy(t,t') = y(t) —v(t');  connected to the width of that branth approximately by
andd is a constant that controls the range of the interaction, ~. 1/ . In other words, the length/range along which the
The long range interaction betweeandt’ is modulated by  network branch is expected to be straight is the same as the

¥, the interaction function: width of the branch itself. The standard HOAC prior energy
1 (2 a4 2 sin(7r|:r|)) i 2] < 2 E¢ (orits phase field counterpdty + Es) thereby provides

U(x) = { 2 m ’ (2) apoor model of networks with straight narrow branches or
0 else. highly curved, wide branches. In our application of road ex-

traction in cities, road width gives only an (approximate) u

per bound on the radius of curvature of the road: most roads

are much straighter than they are wide. For narrow roads,
éhls is particularly problematic, since the road regioreis r
atively unconstrained due to the small road width.

It is a smoothly decreasing function frotnat x = 0 to

0 for z > 2. In equation {), L(OR) acts as a regularizer
and encourages smoothness of the boundary, whilg)
controls the expansion of the region. The quadratic HOA
term has two effects: it controls the curvature of network
branches by trying to align tangent vectors, and it controls
branch width by creating a repulsive force. 3 Modelling Networks

For many reasons(0chery et 3120059, the phase field

framework provides a more convenient framework for re-To solve these problems, we need to be able to model longer-
gion modelling than do contours. A ‘phase field’ is a func-range or stronger interactions along the road, withoutghan
tion ¢ : 2 — R, which defines a regio®® € (2 via a ingthe interactions across the road. This means that we have



to separate the two interaction functions, and hence allow, | = a¥_, wherea > 1, is a constant. Then, equatid) (
separate control of branch straightness and width, theredyecomes

allowing more sophisticated prior knowledge to be included i

To achieve this goal, we will construct new nonlocal HOAC £, (v) = 1 // ds ds’ [(a —-1)

prior energies that act in a complementary way to the stan- Stx st

dard HOAC term. The first new energy term is a nonlinear, + (a+1)(5(s) - 3(s") ] oy . (8)
nonlocal HOAC energy¥ ., which increases the magni- ) ) ]

tude of the interaction along one side of a network branch. !N order to implemenE’;o (v) in the phase field frame-
The second is a linear, nonlocal HOAC enetfy, which vyork, |t_needs to be reformulated as afunc.tlon. of the phase
provides a longer-range interaction along one side of a nefiéld ¢, instead of the arc length parameterizationsed in
work branch. Through the stability analysis of this model €auation §). Since the constant length 6fs) corresponds
we further demonstrate that the linear nonlocal term perl® the fixed change i across the interface, we replace
mits the modelling of two widths simultaneously. These newf@ngent vectors by normal vectors, and then normal vectors
models have been previously introducedire(ig et 412008 by V. Subsequently, the range of interactions is extended

and Peng et 5120089. Here we present and analyse themfrom the region boundar§ &2 to the whole of the image do-
in more detail. main (2. Due to the fact tha¥/ ¢(x) is approximately equal

to zero everywhere outside the narrow interfdte in 2,
the boundary indicator function

S(¢) = (Vo(z) - V() (Vo(2') - Vo(a'))

In order to separate the two interactions, the interactioocf {1 Vz,2' € Re |

3.1 Nonlinear Nonlocal HOAC Term

(9)

tion must depend on the tangent/normal vectors at the pairs =
of points that are its argument. Although the length scale in

the interaction function of equatiori)( d, could be made s inserted into the first term of equatio)(Thus we have
to depend on the inner product between the tangent/normal

vectors at the two pixels, it would lead to complicated func- ,

tional derivatives. Alternatively, we prefer to performia | no(9) = 2 //92 dz dz’ [(a —1)5(¢)

near interpolation between two interaction functionshe t . |z — |

contour formulation, our new HOAC prior energiy o takes +(a+1)(Vo(z) - V()] W( d ) - (10)
the form:

0 otherwise,

Whena = 1, this reduces to the standard phase field HOAC

_ [ / RO, term Es (up to a factor ofg/2). Therefore, we define our
Bro(y) = //Slxsl ds ds {f+(7(s) Y)) Fy new additional energy terdy . by

— o ((s) - A(s) W—} , (6) Eni(6) = 7% //!2 dz da' (Vo(z) - V(@) (Vo(a')-

wherey : S — 2, is an arc length parameterization of , |z — /|

the region boundargR; +(s) is the tangent vector to the Vo(x )) W( ) , (11)

boundary ats (thus+(s) - 4(s’) € [-1,1]); ‘“+ ||’ denotes , )

parallel vectors and- ||’ denotes antiparallel vectors. We yvhereBQ >0 _'S a f:onstant. (Note thatis the same as th.at.

definef, (z), f_(x) : [-1,1] — [0,1] by: in Es.) Thus in this case, we have a term that is quartic in
HIWE)s T g Vo.

fr(z) = (1 +2)/2, (7a) The functional derivative oFy 1, is

i

fo(e) = (1 —x)/2. (70) OENL(D) _ 52/ Ao {v%(m) g/(|ac;x )(V¢(w')'

v, and¥_ are interaction functions similar to thatinequa-  §¢(z)

tion (2), but have different range or magnitude. They com- |z — 2|

pete with each other: whey(s) - 4(s') € [0, 1], i.e.thetwo  Vé(z'))+(Ve(z') V(') (V¢($)'VW( 7 ))} :
interacting tangent vectors are more parallel; is domi- (12)
nant; while wheri(s)-+(s’) € [-1, 0], i.e.the two interact-

ing tangent vectors are more antiparalil,; is dominant. ~ Since this functional derivative dfx ;, contains a term non-
Here we decide to adjust only the magnitude of the interaclinear in V¢, due toS(¢) beingO(¢*), we refer to it as the
tion (although this effectively changes its range alsousih nonlinearnonlocal term.

we assume that the magnitude of the interaction of paral- Whether the two tangent/normal vectors at a pair of in-
lel vectors is stronger than that of antiparallel vectars, teracting points are parallel or antiparallel, the effédbta 1,




is always to encourage two points inside the range of the in- 5 TFF
teraction to attract each other. Thkig ;, weakens the repul- A o 7(;\ f * 0
sive effect of E5 between opposite sides, so tha§ along 30 ) ) >

a network branch can be strengthened without changing th Av(t,t)
width. Consequently, the interaction between pairs of {soin
on the same side of a network branch is stronger than that b

tween pairs of points on opposite sides of a network branch.

0]

W) O

) vt)  r()

(@ (b)

D

Fig. 1. The effects off’;, in equation {4) (blue arrow:
vector; cyan arrow: interaction force; black dot: intenagt
(p_oint). (a): when two tangent vectors are nearly aligned or
anti-aligned withA~, the energyF;, favours their align-
ment; (b): when at least one of the two tangent vectors is

nearly orthogonal taA~, there is only a very small force

interaction along the bar branch and weakens the mtera%— . o .
. . . : etween the two points, but contributions from many points
tion across the bar branch, but both interactions still ddpe L :

can add up to a significant repulsion, as denoted’by

on the same interaction function, hence the effects in thesé
two directions cannot be tuned in a completely independent

way. In this section, as an alternativefi; ., we construct points in the argument t& does not change the energy
anew, Euclidean invariant linear nonlocal HOAC prior termmuch, and thus the force between two such points is small.

3.2 Linear Nonlocal HOAC Term

In the previous subsection, we proposed a nonlinear nonl
cal HOAC prior termEy , to overcome the limitation of the
standard HOAC prior term. The terii reinforces the

Ey, that works in rather a different way. This situation corresponds to two points on opposite sides
As we have seen in equatiofi)( one general class of of a network branch, as shown in Fit(b).
quadratic HOAC terms can be written as As a result, wherf;, is added toF, the width of the

. network branches is controlled largely by the paraméter
Epo(v) = — // dtdt' 4(t) - Go(v(t),7(t") -4(t') ,  of Eo, while the distance over which the branch will be
(OR)? (13) stra?ght is controllgd _Iargely t_)ylg, if do > d. For _thin,
straight bars, we will indeed fids > d. The exception to
where G¢ is a map from2? to 2 x 2 matrices. Impos- this rule is again shown in Fid.(b). From the abovey(t')
ing Euclidean invariance on this term leads to several posxerts no force on(t), but for bothyy (t') andyg(t'), the
sibilities. One isG¢(y(t),y(t')) = ¥(|Ay|/d) 5, where product of the dot products is negative. The enefigycan
§ is the unit matrix, andAy = ~(t) — y(t'). Another is  decrease when the valuelbecomes less positivieg. both
Ge(y(t),(t") = ¥(|Ay|/d) AyAyT. The former leads ~r(t') andyr(t') repely(t), as shown by the force arrows
to the standard HOAC term i (equation {)). The latter ~ F, andFg in the figure. The tangential parts b}, and F

leads to our new linear nonlocal HOAC prior energy,: cancel, and there is an overall normal repulsionlf the
weight of £, in the model is too large, this repulsion may
Bu(y) = — // gt di’ {(W(t) . Av(t,t’)) begin to dominate the bar width. _ _ _
(9R)? Making the following change of variables in the linear

. Ay(t, 1 nonlocal HOAC term&, in equation {4):
< (3(¢) - ave.1)) w('”fl—)')} er | e |

2 A(t) = (cos,sin ), A(t') = (cosf', sind’),
where we use the sanie (equation B)) as in E¢, but with Ay(t, 1) = [Ay(t,t)|(cosm, sinn) ,

a different rangel,. E, can be rewritten (up to a multiplicative factor) as
E;, compares each tangent vector to the vecto(t, t')

joining the two interacting points. When two points have B ' , 2 N
tangent vectors that are both nearly aligned or anti-adgneEL V= (OR)? dt dt” | Ay(t, )] (COS(G —0)+

with A+, the product of the dot products is positive. The en- o | Ay(t, t)]

ergy E;, can decrease further by further aligning these tan- cos(0 + 9')) W(T’) , (15)

gent vectors withAy and hence with each other. This situ-

ation corresponds to two points on the same side of a newhered = # — n andé’ = ¢’ — n are the angles made by
work branch, as shown in Fid(a). The energy thus favours + and4’ with Av. ThusEy, is a function not only of) —
straight lines, within a range controlled by. On the other ¢, like the standard HOAC quadratic term in equatia)y (
hand, when at least one of the two tangent vectors is nearlyut also off + §’. We will continue to use the form of,
orthogonal toA~, the product of the dot products is small. given in equationX4), however, as this is more convenient
In this configuration, changing the distance between the twéor analysis and implementation.



We now reformulateF, () in the phase field frame- v
work. We rotate tangent vectors to normal vectors, and re- =
place the latter bW ¢. SinceV¢ is very small outsidezo, L Wro _
the domains of integration can be extended frefto 2 —
without significantly changing the energy, except for a mul- W N
tiplicative factor. By introducing a weight parametgy, we
define the linear nonlocal HOAC phase field tefipn(¢) as & = R———
0 R u
—% // dx dx’ (V¢(1’) X (x — m’)) (V(;S(ac’)
o ) Fig. 2. A bar of lengthl, — oo and widthiW/
X (z—x’)) 'I/(|$7$ |) , (16)

. . . ) 4.1 Definition of a Bar
where x is the 2D vectorial antisymmetric product. The

functional derivative of is Since network branches are locally like straight bars, we

can, to a good approximation, analyse the stability of a long
SEL(9) _ 53/ de' V- (e(x —2)(z — :z:’)TeT) straight bar, of lengtl and widthiW << L — oo. This
op(x) Q allows us to ignore boundary effects. Denote the width of
the interface byw. Such a bar is shown in Fig.

Ideally, we should minimize the prior energy under the
constraint that,(¢) = Rpar (Where Ry, denotes the bar
wheree rotates the tangent vectors to the inward normal Vecregion), and then expand around that point to test stapility
tors. Since this functional derivative is lineardn we call  pyt this is very difficult. Instead, we take a simplesatzor
Ey thelinear nonlocal term. ¢ Rpar @nd study its stability in a low-dimensional subspace

of function space; the results may be justifeeposterioriby
numerical experiments. Irkpchery et g/2009, a similar
4 Stability Analysis procedure was followed, the resglt_s comparing favourably
to those obtained by more sophisticated ‘matched asymp-

We now add the new nonlinear terfy ;. or the new linear totics’. Theansatzis defined as follows. The phase field

|z — 2|

V(') w( ) . (7)

2

term to the standard modél, + Eg. The sum of the three 1S giVen byg(z) = 1forz € R\ Re; ¢(x) = —1 for
energiedip n 1, = Eo+ Fs+ En 1, constitutes the nonlinear % € R\ Rc, whilein Rc, ¢ changes linearly from to —1.
nonlocal HOAC total prior model anfip ;, = Ey + Es + Now we evaluate both prior energies on thissatz per

E, constitutes the linear nonlocal HOAC total prior model. unitlength of bar. The constraint that the network braneh is
For both models, there are a number of parameters to tunkcal energy extremum requires the first derivatives with re
(o, \, B, B2, d) for the former andd, \, 3, 33, d, ds) for the ~ spect tow andI¥ to be zero, while the constraint that it is a
latter. Unfortunately, not all parameter values allow ktab local minimum requires that the second derivatives must be
network structures. The behaviour of the prior energy depositive semi-definite. These requirements provide the sta
pends on the parameter settings, and can vary significantlpility conditions of the model.
If we wish to model networks with this energy, it is therefore
very important to analyse the stability of a network struetu
and to deduce the resulting constraints on the parameters.

By considering the total prior energy of a long, straight4.2 Nonlinear Nonlocal HOAC Term
bar of a given width, we establish constraints on the para-
meters that ensure that a long network branch of the daa/e evaluate the energyp n 1. on theansatzper unit length
sired width is a stable configuration of the energy functiona of bar, which is denoted byp n 1. Up to an additive con-
An important side-effect is that some of the (rather absfrac stant, it is given by
model parameters are effectively replaced by ‘physicagu
tities, such as bar and interface width, which we can rea-
sonably fix from numerical or application considerations.eP’NL(wv W) - éaWd + i)\w + i _ 16522d
Note that, in addition, to guarantee the Turing stabilityhef 3 w

"2
model, Rochery et a(2009 introduced another constraint, 4d(B — % / dn A /77 _ W2 (1 — cos(mn ) (18)
which we will not detail here. W




where the scaled width/ = W/d. Its first derivatives are
set to zero:

Oep, 4 A 25
ZLNE god —4Wd(5 - =2

ow w
2 1
Jyir—
w N2 — T2

(’)epNL o 4 A 4 16ﬁ2d

(1 - COS(TM])) =0, (19a)

ow 15 w? w3
2 1
dn ———=(1—cos(mn)) =0. (19b)
W /772 — W2 ( ( ))

Fig. 3. Diagram of the scaled control parametémsnd 35,

. . . .___and the scaled widthi’, whenw = 2. The left part of the
This is a complicated system of two-variable equatlons.Surface represents the parameter space for which, has
To simplify the problem, we fix arbitrarily the value of P P P VL

. one local maximum; in the right part of the surfa
beforehand# = 2 ~ 4), and then solve equation4d to um; I e rignt p . EPNL
. k N . ) has one local minimum; and the borderline between them,
get a sub-optimal solution &¥. In this way, there is no need

L . wherelW = 0. , represents the situation when two ex-
to calculate the second derivative @f n;, with respect to W= 0.8798, rep

. o ema become an inflection point
w, but we still need to ensure that the second derivative otfr P
ep,Nz With respect tdV is non-negative. It is given by

92epnr o 28, [? ; 1+ 202 — WQ) part of.the surface repres.ent_s the extr.e_mum as a local min-
prrea el - cos(m)  imum, i.e. the second derivative is positive; and the border-
\ n*— W2 line between these two surfaces, whére = 0.8798, in-
= dicates the situation when two extremaegfy ;, become an
2 24+ V44— W2 N ’ N
—4d(B — ﬁj) In (%) >0. (20)  inflection point{.e.dep n1/OW = 0andd’ep i /OW? =
v 4 0). Clearly, oncd/¥/ is given, and gz have to be chosen in

The above analysis shows that stability of the nonlineaF:e “g_ht'ha”d pal:t O,f tg.'s surfa(I:Ie.hFor ea(,:gl given Wiitst;: |
nonlocal HOAC total prior model is related to the scaledtere Is a curve that indicates all the possible pairs oksca

control parameter$ — 8/ and s = fa/a, and to the parameters} and3,. Note that, due to the scaling ¢fand

scaled widtHi” = WW/d. Therefore, we obtain the parameterBQ’ the dependence anhas been eliminated.
constraints:

. 2p 1
- ﬁ; = —, (21a)
w 3WIL (W)
= 4.3 Linear Nonlocal HOAC Term
. A T2
L(W)>n (M) , (21b)
w Similarly, the linear nonlocal HOAC total prior energy per
unit length of barep,,, is
where
. 2 1
L(W) :/ dn —=—=== (1—cos(mn) ) , (22a) N 4 4
W UQ*W2 ( ) epyL(w,W):§aWd+ E)\vaE

N 2
L(W) = / AQ dn L+ m (" — W) cos(mn) . (22b)  +48d /w dn \/n? — W2 (1 - cos(wn))

2ds
3 2 T2 o l i
+ 4/33d /W dnpmy/n2 —W (2 J2+7rs1n( - ))

da

Now we can draw the diagram of the relationship be-
tweens, B, andW, which takes the form of a 3D surface.
Whenw is set to2, an example of such a surface is illus-
trated in Fig.3. The left-hand part of the surface represents  As forep y,, we find the minimum oép, ;, by setting its
the extremum as a local maximuine. the second derivative first derivatives, with respect to andV, to zero, while en-
is negative (this is an unstable configuration); the riglmdh  suring that its second derivative, with respectitq is non-



negative. For the derivatives, we find that one curve has non-zero values inside a longer interval
than the other, the first constraint changes significartily: t
number of possible solutions satisfyiﬂg?p,L/c’)W =0,Iis
zero, two, or four.

Consequently, there is a singular pointdf where the
maximum number of solutions jumps from two to four, and

accordingly the stable width(s) that the prior energy cadeho

aepL 4 ~ 2
— = —ad—4pWd d
o 3 B _dn

453Wd3 /Qd2 m (1 — cos( ) , (23a)

aepL B i 4 (23b) jump(s) from one to two. However, since equati@dd in-
ow 15 w2 ’ volves complicated integrals and the piecewise interactio
8ep 24 \/4— W2 function, it is non-trivial to obtain analytically the nurab
= = —4fdIn B of its solutions. Therefore, we carry out numerical experi-
ow ) . o ;
ments to find an approximate value for this singular point.
1 _ W2 . . . o A .
n 4ﬁd/ + 72 (n? ) cos(mn) Wg find thatAsuch a smguIAar.pomt at (na[nedDg) indeed
/ e exists, withD, =~ 2.7. If d, is less thanD,, at most one
X local minimum can be found. s > D», there are three
4B3d3 [P dn 77 — 22 23 cases, depending on the valuesdfs; andds: ep has
4 ( ) - (2309) no local minimumgp, ;, has one local minimum, with either

"

It follows that stability is related to the three scaled con-
trol parameters) = /o, 3 = B3d?/a anddy = do/d,
and also to the scaled widii = 17//d. The parameter con-
straints are then as follows:

W ~1(i.e.W ~d)orW ~ dy (i.e. W ~ dy); orep 1, has
two local minima, atV’ ~ 1 andW ~ d,.

The two regimes are illustrated in Figsand5. For both
regimes, the associated stable bar width, as well as the pos-
sible behaviours of the energy, are shown in the same f|gure
Fig. 4 gives an example fod, = 2 < Ds. Inthe 35 — j3

. ) 353W plane, the red region and the green region correspond to
L=3WHL(W) - I3(W) =0, (24a)  the situations whemp,;, has no local minimum, and one
2 _ local minimum respectively. The sole separation curve be-
BL,(W) — & (2 + v W2> tween the two regions corresponds to the situation when the
2(W) L(W) > Bln = ,  (24b) ) : : .
do w two extrema ok p,;, become an inflection point. This curve
15 demonstrates a qualitative change in the behavioupgf.
A= (24c) The case ford, > D, (hereds = 5.5) is shown in
Fig. 5. To make things clearer, we label the three curves by
wherel, (W 2 )andIQ( P ) have been defined in equatict; number_s;_ and we name the Width§ where the two_possible
and (W s ) andZ, (1) take the form: local minima are fognd/[/,\,”,\]1 and_WM|N2, andAthe widths
where the two possible local maxima are foUAI?((;j,Ax1 and
. 2ds — ™ WMsz, by the ascendlng order of their values}EQax , <
I3 (W) Z/A dn\/n? —W? (1 COS(cZ )) ; (258) Wy, < Wiax, < W, . (In the case of equality, the ex-
VZJZ 2 _ oy 2 trema of the energy mgrge as one or more inflection .pomts.)
L(W) = dn n - (1 _ cos(ﬁﬁ)) . (25b) We examine the situation at each curve and at each intersec-
W 2 — W2 ds tion point between two curves:

For w, the constraint is trivial, leading td = 15/w?.
The stable widthV/, i.e. the value ofi’ where a local mini-
mum ofep 1, is found, depends on the parametérﬁg and
dy. The termW I, (W) in equation 249 is a simple curve
with one maximum inside the intervil, 2), so when3; =
0, for a givenB, the number of solutions of this equationis -
at most two: one corresponds to the local minimum of the
energy, the other the local maximum. The additional term
W I3(W)/ds is also a simple curve with one maximum but
in the interval0, 2d,). As a result, when, is small, the two
curves are mostly overlapped, and equatidfg possesses
the same properties as when= 0: the number of possible
solutions is zero or two; while whed, is large enough so

Curvel: WMAX1 andquN1 merge together and become
an inflection point. See Fig(c).

Curve2: W,\,.AX2 andW,\,”N2 merge together and become
an inflection point. See Fig(e)

Curve3: Wy, andWuax, merge together and become
an inflection point. See Fig(g).

Intersection pomt between curteand curve2: W,\,.Ax1
merges witHVyn, and alsdViyax., merges withiy, .
Four extrema of the energy merge as two inflection points.
See Fig.7(a).

Corner point between cunteand curved: Wax, , Wwin,
andI/T/MAX2 merge together. The energy has a very wide
maximum (the inflection point of the three extrema) and
a local minimum. See Figi.(b).



2 3 s T = @
width width

Fig. 4.d, = 2 < D,. (a). different regions in thg; — 3 plane. ep,1, has either no local minimum (red) or one local minimum
(green)(b): the associated stable bar widfh,. (c): ep,z, With no local minimum 6 =0.05, B3 = 0.04). (d): ep,, With one
local minimum (3 = 0.2, 5 = 0.1)

0025

i) .
0 0002 0004 0006 0008 0.01 0012 0014 0016 0.018 0.02 B 0g pom

i Ps
(@) (b)

wi;th Wl;th wi;th
© () (e)

Fig. 5.dy = 5.5 > Ds. (a). different regions in the3; — § plane.ep, has either no local minimum (red), one local
minimum (green), or two local minima (white(p): the associated stable bar widthg). (c): ep,r, With no local minimum
(ﬂ = 0.1 53 = 0.01). (d): ep,. with one local m|n|mum/(3 = 0.05 53 = 0.015). (e): ep,r, with two local minima
(3 =0.2, B3 = 0.013)
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T 5 8 7 & T2 3 4 &5 & 7 &8 T2 3 4 8 T s
width width width width

(@) B3 =0,4=015 (b) Bs = 0.002, 8 = 0.15 (€) B3 = 0.004645, 3 = 0.15 (d) B3 = 0.01,3 =0.15

105]

€
AePL
®pL

€

B T2 B T2 B T e

T 5 T 5 T 5 T 5
width width width width

(e) B3 = 0.01168, 3 = 0.15 (f B3 = 0.0132, 3 = 0.15 (9) B3 = 0.01739, 8 = 0.15 (h) B3 = 0.02,3 = 0.15

Fig. 6. Evolution ofep ;, as the parameter setting is moved from left to right alongdbied path” shown in Fig.5

(d2 = 5.5). Red dot: local minimum

— Corner point between cun&and curve3: the pointac- rameter setting continues to the right and meets cBirtee
tually goes off to infinity, which arises from the finite first local minimum and the second local maximum merge
range of the interaction functioh. It corresponds to the together, and become an inflection point (Fi¢g)). In the
situation WhereWMml, WMAX2 and I/T/N”N2 merge to- end, the first local minimum disappears, and the state jumps
gether. The energy should have a local maximum antback to one local minimum again (Fig(h)). The red dots in
a very wide local minimum (the inflection point of the Fig. 6 denote the local minima. They are shown in FE¢)).
three extrema). This is exactly what we need for mod- The parameters governing energy stability constitute an
elling network branches with widely varying widths. We M-dimensional parameter spacé the width of the bar
cannot really use this ‘critical point’ with the current in- is a 1-dimensional state spack; and the energyp is a
teraction function, but the possibility of changing the in- smooth function onX parameterized by’. In the linear
teraction function in order to benefit from this behaviournonlocal HOAC prior model, the dimensiaW of the pa-
is certainly a point for future study. rameter space i8 (there are three parametefs 33 and

) ) dy in spaceC’), and so the possible stable states of the
Thus, each curve is a set of points where two extrema Qfimensional state space should forsveallowtail catastro-

the energy merge as an inflection point, and where a qualbhe(Thom 1979. The numerical study illustrated by the

tative change in behaviour happens; each intersectiorn pOiBiagrams in Figs4 and5 confirms this statement.

combines the properties of the intersecting curves. The variety of possible behaviours is important for ap-
Let us see how the local minimum/minima of the energyplications. As well as being able to model networks with

ep,z, evolve(s) through the three different states,no lo-  pranches of more or less fixed width, but with greater ‘stiff-

cal minimum, one local minimum and two local minima, if ness’ than provided by the model iR¢chery et 512006,

the parameter setting is moved from left to right along thhe new linear energy can model two widths at the same

dotted path?” shown in Fig.5. The sequence of energies time. At certain ‘critical points’ in parameter space, esse

ep,z is plotted in Fig.6. The state starts with no local min- tja|ly where pairs of minima merge, it can also potentially
imum (Figs.6(a)}6(b)). When the pathP? meets curve, a  model a large range of widths.

first local minimum appears, and the state jumps from no

local minimum to one local minimum. Initially, the first lo-

cal minimum is an inflection point (Fig(c)). The firstlocal 5 Overall Model for Linear Network Extraction

minimum gradually becomes deeper, but the state stays in

one local minimum (Fig6(d)). Eventually, when the path Inaddition to the prior energffp (Ep n1 OF Ep 1), we also

P meets curve, a second local minimunie. an inflection  need a likelihood energy term linking the regiBr{which in
point, appears (Figs(e)), and the state jumps from one lo- our case corresponds to the road network) to the data, in our
cal minimum to two local minima (Figs(f)). When the pa- case a VHR optical satellite image. In this section, we will
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The algorithm is thus quasi-automatic. The functionahderi
tives of the HOAC term$Es/d¢, 0Enr /0 anddEL /d¢
involve convolutions: they are calculated in the Fourier do
main, as are all derivatives. The evolution equation fbr
with ENL is

Opa) _ 1, Py

zzzzzzz

(@) B3 = 0.01168, 3 = 0.1115

sssssss

(b) B3 = 0.01859, 3 = 0.06167

Fig. 7. Graphs otp ;, when the parameter setting is cho-
sen in the two intersection points of curves shown in Big.
(d2 = 5.5). Red dot: local minimum

introduce this termfp, and specify some implementation
details.

5.1 Overall Energy

The overall energy is the sum of the prior enefgy and the

likelihood energyFp:
E(¢;1) = Ep(I,¢) +0Ep(¢) , (26)

wherel : 2 — R is the image, and € R is a constant
that balances the contributions of the two terfs.is given

by
Eo(t.0)= - [ do{o.@mr, 1)

+ d)(z)lnP(I(x))} . (27)

o) = 3 g +0{ V20() - @) - olo)
—a(l - (@) + ﬂﬂ‘*l{de@(kd)é(k)}
- ﬁgv%(x)f_l{d@(kzd)ﬁ{qu(m) : V¢(x)}}

— BoV(z) - V{gf’l{d@(kd)gf{Vgﬁ(x) : v¢(z)}}}} ,
(28)

whereZ and.Z ~! denote the Fourier and the inverse Fourier
transform respectively, and a hat indicates the Fourier
transform of a function. The evolution equation fBrwith

E1, involves replacing the last two lines of equati@3) by

) ex xTeT} k qB(k)} .

The time evolution of) uses the forward Euler method. The
parameters of the two prior energi€% n; and Ep 1 are
constrained by the stability analysis of sectibn

53«?_1{k: . Q{W(E

0 (29)

6 Experimental Results

As input datal, we use a number of images, with average
size1200 x 1200 pixels, extracted from a QuickBird optical
panchromatic image of Beijing. The scenes are characteris-
tic of dense urban regions. Our aim is to extract, completely

P (I) are models of the histograms of the image intensityand accurately, the road network from an image. We also

inside (+) and outside ) the road region. They are both
mixtures of Gaussians whose parameters are leaned
ori, in a supervised way. The quantities = (1 + ¢)/2

analyse the effect of the different terms in our energies. In
order to evaluate the performance of our new nonlinear and
linear models, we compare them quantitatively to ground

are, by construction, approximately equal to the charactefryth and to other methods from the literature. Ground truth

istic functions of R and R. The likelihood energy is quite

was created by slightly correcting by hand an available GIS

Weak, in the sense that maximum likelihood Classiﬁcatior}nap from a few years earlier of the road network in the zone

produces very poor results (see Fig&)and11(d), mainly

shown in the image. Note that this ground trdéfinesvhat

due to the ‘noise’ in the road region and the great variationge mean by the phrase ‘road network’.
in the background. No image model that only takes into ac-

count the radiometry of independent pixels can do much bet-

ter than this, which is why a powerful geometric prior model6.1 Nonlinear Nonlocal Overall Model

is needed.

5.2 Optimization and Parameter Settings

To minimize E, we perform gradient descent with the neu-

tral initialization: the initial value ofp is set equal to the
thresholdz = «/ A everywhere in2 (Rochery et gl2009.

In this subsection, we demonstrate the behaviour of our new
modelE = 0(Ey + Es + Eny1) + Ep via experiments at
reduced resolutions.

Fig. 8(a) shows one of the input images Bt4 resolu-
tion. The parameterd(a, A, 3, B2, d) are (00,0.12,3.8,
0.0375,0.0338, 4). The results obtained using the energy with
the new nonlinear nonlocal terfiy ;, at iterationsl, 1, 500
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(d)

Fig. 8. Data, and experiment Bt4 resolution(a): image data (size- 350 x 350, road width= 3 ~ 5 pixels).(b)-(d): results
obtained using the new nonlinear model (wkik 1) at iterationsl, 1, 500 and27, 000

|

__——-"’_T—

(GY

© (d)

Fig. 9. Experiments at/4 resolution and ground truti{a)-(c): results obtained respectively using the standard energy
without £'x 1., MLE, and a standard, non-higher-order active contour rhwi¢h neither Es nor ). (d): ground truth
segmented manually

Table 1. Quantitative evaluation criteria for the differemethods as tested on Fig(a) at 1/4 resolution (T = True, F =
False, P = Positive, N = Negative). The completeness is theeptage of ground truth road network that is extracted; the
correctness is the percentage of extracted road netwarkstbarrect; and the quality is the most important measuteef
‘goodness’ of the result, because it takes into accountdhgpteteness and the correctness

Measure | Completeness Correctness Quality

Method TPI(TP+FN) | TP/(TP+FP)| TP/(TP+FP+FN)
New m(‘;‘?ge,%(g)i)th Exc | 09524 0.8591 0.8237
H(EO( th.Eg()aJ); Ep 0.8832 0.8659 0.7769
ig(é s (Jig 0.4282 0.8314 0.3940
M(ll_:IiEgFg (:b))O) 0.9734 0.1831 0.1822
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Fig. 10. More experiments at reduced resolutions. Firsirool input images, first rowt /2 resolution, size= 400 x 440,
road width= 2 ~ 4 pixels; second rowi /4 resolution, size= 300 x 300, road width= 3 ~ 5 pixels; third row:1/4
resolution, size= 300 x 400, road width= 3 ~ 6 pixels; last row:1/4 resolution, size= 512 x 512, road width= 3 ~ 15
pixels. Two rightmost columns: corresponding results imletd using the new nonlinear model (witfyy ;) and the standard
model (withoutFy 1)

and27, 000 are illustrated in Figs3(b)}-8(d). The result ob- tinguish the roads from the background, while the standard
tained using the standard HOAC model withdu;, (i.e.  active contour result shows the importance of the geometric
B2 = 0) is shown in Fig9(a) We see that addingnr, en-  knowledge introduced by HOACs. Quantitative evaluations
ables the recovery of the main and secondary road networbased on standard criterid€ipke et a) 1997) are shown in
whereas the model withouty;, misses a secondary road. Tablel.

In order to illustrate the effects of other terms in the mpdel  Fig. 10 presents more results at reduced resolutions. The
we compute results using maximum likelihood estimatiorfirst column shows the input image data, which is either at
(MLE, i.e. ¢ = 0) and a standard, non-higher-order active1/4 or 1/2 resolution. The two columns on the right show
contour (.e. 8 = B> = 0) (see Figs9(b) and9(c)). The the corresponding results obtained with and without the new
ground truth is presented in Fig(d). The MLE result shows nonlinear, nonlocal terni ;. The importance ofZy . is

that local image information alone is not sufficient to dis-clear: it facilitates greatly the retrieval of secondargds.
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Fig. 14. Result of river extraction on a QuickBird panchro-
Fig. 12. Comparisons at full resolutioa)-(b): results ob- matic image (size1024 x 1024)
tained with {Vang and Zhan®003 and (ru et al, 2009

16 pixels at full resolution: coefficients near the road border
However the nonlinear nature of the energy means that it itherefore include both road and background contributions,
prohibitively expensive computationally at full resobti  and the road boundary is thereby blurred.
In the next subsection, we show results at both reduced and To evaluate the performance of the linear model, we now
full resolution using the linear nonlocal model. compare our result to other methods at full resolution: with
MLE (i.e. 8 = 0); with a standard, non-higher-order active
contour (.e. 5 = (B3 = 0); and with the standard model
6.2 Linear Nonlocal Overall Model without £, (i.e.53 = 0). The results are shown in Figsl(d)
11(f). Again MLE discriminates poorly between the roads
As in the previous subsection, we study primarily the ex-and the background, while the models withdut and/or
traction of a network consisting of roads of roughly the saméZs are not able to recover the complete road network (al-
width, but in sectiors.2.2 we briefly consider the extraction though that withZ's does better than the standard active con-
of networks containing roads of two very different widths. | tour, which has only local prior knowledge). In addition, we
the former case, we choose the parameters sa:thathas  apply two other methods, as described\re(ig and Zhang
one local minimum. The resulting model can extract road€003 and (u et a, 2004, and compare them to ours (see
whose widths’ are close to the minimizing value. In the lat-Fig. 12). Wang and Zhan(2003 presented a classification,
ter case, we choose the parameters scethathas two local — tracking, and morphology algorithm to extract urban road
minima. Again a small range of widths around each mini-networks from QuickBird images;u et al (2004 proposed

mum is possible. a fast but rough segmentation technique based on ‘straight
line density’ to extract urban road networks. However, with
6.2.1 Extraction of Roads of Similar Width out much prior geometric knowledge, both of them extract

many incorrect areas that happen to have statistical piieper
similar to roads. Moreover, the accuracy of the delineation

to both full-resolution and reduced resolution images. We fi ©f the road boundary is poor. Some quantitative evaluations
the parameters as described in subsedtiariFor all experi-  °2sed on standard criteria{ipke et 4/ 1997), are shown
ments, the paramete( o, \, 3, 3s, d, d2) are(200, 0.15, 4 in Table2. The ‘quality’ is the most important measure be-
0.02,2x107%, 4,12) and(2,0(; 0’_15’4’0_02 1.25><10—5 ,167 cause it considers both completeness and correctness. Our

48) at 1/4 and full resolution respectively. Note that apart C©MPlete model outperforms all others. _
from the obvious scaling of andds, and a change if; Fig. 13 presents more results using the new linear model

the other parameters are the same for the two resolutions, (With £1), at full resolution. We also apply the same model
The results obtained using the new linear madéith to river extraction, as shown in Fig4.

E}), at1/4 resolution and at full resolution, are shown in

Figs. 11(b) and 11(c) The complete road network is re- 6.2.2 Extraction of Roads of Different Widths

trieved successfully at both resolutions. Although the- seg

mentation al /4 resolution appears geometrically smoother,images containing roads of different widths are processed

the extraction result is actually more accurate at full heso after choosing parameter values for whigh;, has two lo-

tion. Accuracy atl /4 resolution is limited both directly, by cal minima. Fig15(a)shows an input image containing two

the low resolution of the phase field, and indirectly, beeausroads: their widths are approximat&l§ pixels andl0 pix-

each scaling coefficientin the data at le¥éd the average of els. The results obtained using the new linear model (with

We apply our new linear modél = 0(Ey+ Es+EL)+Ep
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Fig. 11. Experiments using the new linear model (with), and analysis of the effects of the different terms in thergy.(a):
image data (sizet400 x 1400); (b): result obtained using the new linear model (wkh), at1/4 resolution;(c): result
obtained using the new linear model (with ), at full resolution; and results obtained at full resadatusing(d): MLE; (e):
the model with8 = 3 = 0 (equivalent to a standard active contoyf); the standard model without;, (i.e. 55 = 0)

(€) ()

Table 2. Quantitative criteria for the experiments showhim 11(a)at full resolution (except first row) (T = True, F = False,
P = Positive, N = Negative). See Talléor an explanation of completeness, correctness and gualit

Measure Completeness Correctness Quality
Method TP/(TP+FN) | TP/(TP+FP)| TP/(TP+FP+FN)
New modelE (with E;) at1/4 resolution
(Fig. 11(b) 0.9688 0.8519 0.8292
New modelE (le[h E}) at full resolution 0.8756 09693 0.8520
(Fig.11(c)
MLE
(Fig. 11(d) 0.9356 0.2073 0.2044
0Ey + Ep
(Fig. 11(e) 0.6047 0.8249 0.5359
9(E0 + ES) + ED
(Fig. 11() 0.6946 0.9889 0.6892
Wang (Vang and Zhanz003 0.9350 0.3463 0.3381
(Fig- 12(a)
Yu (Yu et al 2009
(Fig. 12(b) 0.6050 0.3695 0.2977
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Fig. 13. More results using the new linear model (with) on pieces of a QuickBird image at full resolution. Imageesiz
top left: 800 x 880; top right: 1200 x 1200; bottom left:1200 x 1600; bottom right:1400 x 1400

(b)

©

Fig. 15. Extraction of a road network containing two diffierevidths, atl /4 resolution.(a)-(c): image data; results using:

the new linear model’; the standard modepb§ = 0)

Ep) and the standard model (withoitt;), at 1/4 resolu-
tion, are illustrated in Figs.5(b)and15(c)respectively. The
parameter value§), o, A, 3, 83, d, d2) used in this experi-
ment are(25,0.15,5,0.02,1.228 x 1074, 4,22). The esti-
mated stable widths for these parameter value$ @gand
20.68, corresponding to the road widths Bt4 resolution,

iterations and the number of operations at each iteration.
The number of iterations depends greatly on the complex-
ity of the image, and on the values of the parameters, even
when the final result does not. On the other hand, the num-
ber of operations at each iteration is related to the funetio

derivative of the energy. As already mentioned, we compute

i.e. 5 pixels and20 pixels. This comparison shows clearly the functional derivative in the Fourier domain. At eacln-ite
that addingE;, enables the detection of roads with bothative step, for the nonlinear model, we need to compute two

widths, while the standard model withofy, finds only an
incomplete network.

6.3 Discussion

Computational costThe computational costs of the two

proposed algorithms depend on two factors: the number

forward Fourier transforms and two inverse Fourier trans-
forms; while for the linear model, only one forward and one
inverse transform are required, the rest of the operatiens b
ing the same. The computation time for the result in Big.
obtained withE v 1., is around30 minutes, while that for the
result in Fig.11(b) obtained withE, is around 60 min-
dftes. These computation times are long of course, but to our
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knowledge no other method even approaches the quality afie 863 program of the Ministry of Science and Technology lih@.
the results obtained. The work of the first author was supported by an MAE/Thaleside
Space/LIAMA grant during her PhD.

Parameter choiceWe note that in practice, the results ob-

tained are npt sensmve_ to_ the precise choice of parametefqtarances

values, provided they lie in the correct subset of the

B3 — do diagram. Amo M, Martinez F, Torre M (2006) Road extraction from aefiat
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