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Incremental learning on trajectory clustering

Luis Patino, Frangois Bremond and Monique Thonnat

Abstract Scene understanding corresponds to the real time procgssadiving,
analysing and elaborating an interpretation of a 3D dynacene observed through
a network of cameras. The whole challenge consists in magalgis huge amount
of information and in structuring all the knowledge. Oneli€lustering is an effi-
cient manner to process such huge amounts of data. On-lowe$sing is indeed
an important capability required to perform monitoring d&haviour analysis on
a long-term basis. In this paper we show how a simple clugjaaigorithm can be
tuned to perform on-line. The system works by finding the ni@jectory patterns
of people in the video. We present results obtained on relglog corresponding to
the monitoring of the Toulouse airport in France.

1 Introduction

Scene understanding corresponds to the real time processadiving, analysing

and elaborating an interpretation of a 3D dynamic scenerebddhrough a net-

work of sensors (including cameras and microphones). Toisgss consists mainly
in matching signal information coming from sensors obseg\the scene with a
large variety of models which humans are using to underdtandcene. This scene
can contain a number of physical objects of various types fe=ople, vehicle) in-

teracting with each other or with their environment (e.quipment) more or less

structured. The scene can last a few instants (e.g. the ffalperson) or a few

months (e.g. the depression of a person), can be limited abaratory slide ob-

served through a microscope or go beyond the size of a cibsd@s include usu-

ally cameras (e.g. omnidirectional, infrared), but alsy mnalude microphones and
other sensors (e.g. optical cells, contact sensors, pbgsial sensors, smoke de-
tectors, GNSS).
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Despite few success stories, such as traffic monitoring @&tdog), swimming
pool monitoring (e.g. Poseidon) and intrusion detectiog.@bjectVideo, Keeneo),
scene understanding systems remain erratic and can foroeilg under restrictive
conditions (e.g. during day rather than night, diffuse tig conditions, no shad-
ows). Having poor performance over time, they are hardly iffedide, containing
little a priori knowledge on their environment. Moreovdrese systems are very
specific and need to be redeveloped from scratch for newcgtigins. To answer
these issues, most researchers have tried to developanggion algorithms with
focused functionalities, robust enough to handle realdd@aditions. Up to now no
vision algorithms were able to address the large variefiesiditions characteris-
ing real world scenes, in terms of sensor conditions, harelveguirements, lighting
conditions, physical object varieties, application ohjess...

Here we state that the scene understanding process reltee amintenance of
the coherency of the representation of the global 3D scemeigihout time. This
approach which can be called 4D semantic interpretatiomive by models and
invariants characterising the scene and its dynamics.itaiants (called also reg-
ularities) are general rules characterising the scenerdigsaFor instance, the in-
tensity of a pixel can change significantly mostly in two casghange of lighting
conditions (e.g. shadow) or change due to a physical olgegtdcclusion). Another
rule verifies that physical objects cannot disappear in tidell® of the scene. There
is still an open issue which consists in determining whetthese models and invari-
ants are given a priori or are learned. The whole challengsists in managing this
huge amount of information and in structuring all this knegde in order to capi-
talise experiences, to share them with other computerrvisystems and to update
them along experimentations. To face this challenge skkeosvledge engineering
tools are needed:

Tools for scene perceptionA first category of tools contains vision algorithms
to handle all the varieties of real world conditions. Thelgdaall these algorithms
is to detect and classify the physical objects which are ddfims interesting by
the users. A first set of algorithms consists of robust segatien algorithms for
detecting the physical objects of interest. These segrientalgorithms are based
on the hypothesis that the objects of interest are relatedhttt is moving in the
video, which can be inferred by detecting signal changesci@p algorithms to
separate physical objects from different categories afen(®@.g. due to light change,
ghost, moving contextual object), and algorithms to extrazaningful features (e.g.
3D HOG, wavelet based descriptors, colour histograms)adhearising the objects
of interest belong to this category.

Tools for verification of the 3D coherency throughout time (gysical world).

A second category of tools are the ones combining all theufeatcoming from
the detection of the physical objects observed by diffesentsors and in tracking
these objects throughout time. Algorithms for tracking tiplg objects in 2D or 3D
with one camera or a network of cameras belong here; fornnstalgorithms that
take advantage of contextual information and of a graphaakid moving regions
where an object trajectory can be seen as the most probahléghe graph. This
property enables to process long video sequences and teeghsurajectory coher-
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ence. Moreover, these tracking algorithms compute thertaingy of the tracking
process by estimating the matching probability of two otgj@t successive instants.
A second example is to fuse the information coming from s&Eveensors at dif-
ferent levels depending on the environment configuratioioriation fusion at the
signal level can provide more precise information, butinfation fusion at higher
levels is more reliable and easier to accomplish. In pdegfcwe are using three
types of fusion algorithms: (1) multiple cameras with oapping field of view, (2)
a video camera with pressure sensors and sensors to melaswensumption of
water and electrical appliances, and (3) video camerasledwyth other sensors
(contact sensors and optical cells).

Tools for Event recognition (semantic world).At the event level, the computa-
tion of relationships between physical objects constitatehird category of tools.
Here, the real challenge is to explore efficiently all thegilde spatio-temporal
relationships of these objects that may correspond to s\eatled also actions,
situations, activities, behaviours, scenarios, scriptschronicles). The varieties of
these events are huge and depend on their spatial and tdrgporalarities, on the
number of the physical objects involved in the events, antherevent complexity
(number of components constituting the event and the typgeroporal relation-
ship). Different types of formalism can be used: HMM and Bage networks,
temporal scenarios [28].

Tools for knowledge managementTo be able to improve scene understanding
systems, we need at one point to evaluate their performdimefore we have
proposed a complete framework for performance evaluatibithvconsists of a
video data set associated with ground-truth, a set of nsefivicall the tasks of the
understanding process, an automatic evaluation softwat@ @raphical tool to vi-
sualise the algorithm performance results (i.e. to hidgttladgorithm limitations and
to perform comparative studies). Scene understandingmsgstan be optimised
using machine learning techniques in order to find the besifggrogram param-
eters and to obtain an efficient and effective real-time @seclt is also possible
to improve system performance by adding a higher reasoriagesand a feed-
back process towards lower processing layers. Scene tadeirsg is essentially a
bottom-up approach consisting in abstracting informatioming from signal (i.e.
approach guided by data). However, in some cases, a top-dppmoach (i.e. ap-
proach guided by models) can improve lower process perfocey providing a
more global knowledge of the observed scene or by optimevaglable resources.
In particular, the global coherency of the 4D world can heldécide whether some
moving regions correspond to noise or to physical objecistefest.

Tools for Communication, Visualisation Knowledge Acquisiion and learn-
ing. Even when the correct interpretation of the scene has be#ormed, a scene
understanding system still has to communicate its undetsig to the users or to
adapt its processing to user needs. A specific tool can bgrossifor acquiring a
priori knowledge and the scenarios to be recognised threnghuser interactions.
3D animations can help end-users to define and to visualemethcenarios. Thus,
these tools aim at learning the scenarios of interest fasuséese scenarios can be
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often seen as the complex frequent events or as frequenticatians of primitive
events called also event patterns.

The present work belongs to the latter category. We aim agieg an unsu-
pervised system for the extraction of structured knowlddoya large video record-
ings. By employing clustering techniques, we define theriavas (as mentioned
above) characterising the scene dynamics. However, netugtering techniques
are well adapted to perform on-line. On-line learning iseied an important capa-
bility required to perform scene analysis on long-term &dsi this work we show
how meaningful scene activity characterisation can beeaeld through trajectory
analysis. To handle the difficulty of processing large antewifivideo, we employ
a clustering algorithm that has been tuned to perform om-lithe approach has
been validated on video data from the Toulouse airport iméggEuropean project
COFRIEND [1)).

The reminder of the paper is organised as follows. We reviemesrelevant
work for scene interpretation from trajectory analysishie following subsection
(section 1.1 Related Work). We present the general streicfiour approach in
section 2 (General structure of the proposed approach)ieh tescription of the
object detection and tracking employed in our system ismginesection 3 (On-line
processing: Real-time Object detection). The detailedri@#on of the trajectory
analysis undertakenin this work is given in section 4 (Tetgey analysis), including
the algorithm to tune the clustering parameters. The etialuaf the trajectory
analysis work is given in the following section. The resoli$ained after processing
the video data from the Toulouse airport are presented itioge6. Our general
remarks and conclusions are given at the end of the paper.

1.1 Related Work

Extraction of the activities contained in the video by ajfpdydata-mining tech-
nigues represents a field that has only started to be addrd®seently it has been
shown that the analysis of motion from mobile objects degah videos can give
meaningful activity information. Trajectory analysis heescome a popular approach
due to its effectiveness in detecting normal/abnormal bielias. For example, Pi-
ciarelli et al. [22] employ a splitting algorithm applied @ery structured scenes
(such as roads) represented as a zone hierarchy. Fordst{&tpemploy an adap-
tive neural tree to classify an event occurring on a parkiigdgain a highly struc-
tured scene) as normal/suspicious/dangerous. Anjum gJaeémploy PCA to seek
for trajectory outliers. In these cases the drawback of gg@ach is that the anal-
ysis is only adapted to highly structured scenes. Simil&bftel et al. [20] first
reduce the dimensionality of the trajectory data employgrrete Fourier Trans-
form (DFT) coefficients and then apply a self-organizing ni8@M) clustering
algorithm to find normal behaviour. Antonini et al. [3] trdosn the trajectory
data employing Independent Component Analysis (ICA), aliile final clusters
are found employing an agglomerative hierarchical algaritin these approaches
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it is however delicate to select the number of coefficieras will represent the data
after dimensionality reduction. Data mining of trajecésrihas also been applied
with statistical methods. Gaffney et al. [13] have emplogegtures of regression
models to cluster hand movements, although the trajestovere constrained to
have the same length. Hidden Markov Models (HMM) have alsenbemployed
[5, 21, 24]. In addition to activity clustering, So as to eleathynamic adaptation to
unexpected event processing or newly observed data, wearsetiem able to learn
the activity clusters in an on-line way. On-line learningndeed an important capa-
bility required to perform behaviour analysis on long-térasis and to anticipate the
human interaction evolutions. An on-line learning aldamitgives a system the abil-
ity to incrementally learn new information from datasetstttonsecutively become
available, even if the new data introduce additional claskat were not formerly
seen. This kind of algorithm does not require access to pusly used datasets, yet
itis capable of largely retaining the previously acquiradwledge and has no prob-
lem of accommodating any new classes that are introducdteiméw data [23].
Some various restrictions, such as whether the learner drdéiglpor no access to
previous data [26, 17, 15], or whether new classes or newresare introduced
with additional data [30], have also been proposed [19]. WMaopular classifiers,
however, are not structurally suitable for incrementati@ay; either because they
are stable [such as the multilayer perceptron (MLP), raoléis function (RBF)
networks, or support vector machines (SVM)], or becausg lta@e high plastic-
ity and cannot retain previously acquired knowledge, withtaving access to old
data (such as -nearest neighbor) [19]. Specific algorithane been developed to
perform on-line incremental learning, such as Leader [Adlgptive Resonance
Theory modules (ARTMAP) [8, 7], Evolved Incremental Leangfor Neural Net-
works [25], leaders-subleaders [29], and BIRCH [18]. Amtimgm, the Hartigan
algorithm [14], also known as Leader algorithm, is probahl/most employed in
the literature. The Leader algorithm, computes the digdretween new data and
already built clusters to decide to associate these newvd#tiathe clusters or to
generate new ones better characterising the data. Hovedibiese approaches rely
on a manually-selected threshold to decide whether theiglate far away from
the clusters. To improve this approach we propose to cotiteolearning rate with
coefficients indicating how flexible the cluster can be updatith new data.

2 General structure of the proposed approach

The monitoring system is mainly composed of two differemigassing components
(shown in Figure 1). The first one is a video analysis subgys$te the detection

and tracking of objects. This is a processing that goes oaradrby-frame basis.
The second subsystem achieves the extraction of trajegatigrns from the video.
This subsystem is composed of two modules: The trajectalyais module and the
statistical analysis module. In the first module we perfdrendnalysis of trajectories
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by clustering and obtain behavioural patterns of inteoactin the second module
we compute meaningful descriptive measures on the scerzrdgs.

For the storage of video streams and the trajectories aatdiom the video pro-
cessing module, a relational database has been setup.ajéadry analysis mod-
ules read the trajectories from the database and returdehéfied trajectory types;
the discovered activities on the video; and resultingstias calculated from the ac-
tivities. Streams of video are acquired at a speed of 10 fsgpeesecond. The video
analysis subsystem takes its input directly from the dagaiation component; the
video is stored into the DB parallel to the analysis process.

The whole system helps the manager or designer who wantg @iajel and
long-term information from the monitored site. The user specify a period of
time where he/she wishes to retrieve and analyse storedmatmn. In particular
the user can access the whole database to visualize speeifitsestreams of video
and off-line information.

Live data -

Video Analysi Trajectory Analysi
acquisition ideo Analysis rajectory Analysis

Real-ime
detection of objects

ﬂ , and tracking
= ‘frame by frame’

Trajectory on-line
clustering

| Statistical analysis

End-user

Fig. 1 General architecture of the system.

3 On-line processing: Real-time Object detection

Tracking objects in video is not the main contribution ofstpaper and therefore
only a general description is made here. Detecting objecs iimage is a difficult
and challenging task. One solution widely employed cosgigperforming a thresh-
olding operation between the pixel intensity of each franité the pixel intensity
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of a background reference image. The latter can be a capiueagk of the same
scene having no foreground objects, or no moving objectsoint fof the camera.
The result of the thresholding operation is a binary maslocédground pixels. The
neighbouring foreground pixels are grouped together tmfiegions often referred
to as blobs which correspond to the moving regions in the enHghe moving ob-
ject projection in the image plane does not overlap with edbbr, i.e. no dynamic
occlusion, then each detected moving blob correspondsittgéesnoving object.
The detailed description of the background subtractiooritlym, which also es-
timates when the background reference image needs to beedpdan be found
in [12]. Having 3D information about the scene under viewtdes the calibration
of the camera. Point correspondences between selectediBf3 pothe scene and
their corresponding point in the 2D image plane allow us toegate the 3D loca-
tion of any points belonging to moving objects. Thus, the B& (vidth and height)
of each detected moving blob can be measured as well as Déacation on the
ground plane in the scene with respect to a chosen coordigatem. The 3D ob-
ject information is then compared against several 3D maateigided by the user.
From this comparison, a detected object is linked to a sameliaiss. Detected and
classified 3D objects in a scene can be tracked within theesabitve camera using
the 3D information of their location on the ground as welllasit 3D dimensions.
Tracking a few objects in a scene can be easy as far as theyt duteract heavily
in front of the camera: i.e. occlusions are rare and shonvéver, the complexity
of tracking several mobile objects becomes a non-trivial eery difficult task to
achieve when several object projected images overlap with ether on the image
plane. Occluded objects have missing or wrong 3D locatiwh&h can create inco-
herency in the temporal evolution of their 3D location. Oaicking algorithm [4]
builds a temporal graph of connected objects over time t@ eaith the problems
encountered during tracking. The detected objects areambad between each pair
of successive frames by a frame to frame (F2F) tracker. Lirgte/een objects are
associated with a weight (i.e. a matching likelihood) cotegiurom three criteria:
the similitude between their semantic class, 3D dimensiand their 3D distance
on the ground plane. The graph of linked objects providedhby2F tracker is then
analysed by the tracking algorithm, also referred to as tireglTerm tracker, which
builds paths of mobiles according to the link weights. Thstlpath is then taken
out as the trajectory of the related mobiles.

The proposed tracking approach has the advantage of bemgesto implement
and able to run at a ‘high’ frame rate. However, it is sensitvnoise and this could
prevent tracking correctly long trajectories.

4 Trajectory analysis

The second layer of analysis in our approach is related t&ribe/ledge discovery
of higher semantic information from analysis of activitresorded over a period of
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time that can span, for instance, from minutes to a whole dagéveral days of
recording). Patterns of activity are extracted from thdymis of trajectories.

4.1 Object representation: feature analysis

For the trajectory pattern characterisation of the objgethave selected a compre-
hensive, compact, and flexible representation. It is slgitalso for further analysis
as opposed to many video systems, which actually store theesee of object lo-
cations for each frame of the video building thus a cumbees@presentation with
little semantic information. If the dataset is made upNadbjects, the trajectory for
objectO; in this dataset is defined as the set of pojriét),y;(t)] corresponding to
their position points; x and y are time series vectors whesgth is not equal for
all objects as the time they spend in the scene is variable.KBy points defining
these time series are the beginning and the pqd.,),y;(1)] and[x;(end),y;(end)]

as they define where the object is coming from and where itilsggm. We build

a feature vector from these two points. Additionally, wepatsclude the directional
information given agcoq 0),sin(6)], wheref is the angle which defines the vector
joining [x;(1),yj(1)] and[x;(end),y;(end)]. A mobile object seen in the scene is
thus represented by the feature vector :

Vi = [Xj (1)vyj (1)’)(] (end},yj (end), COS(Q),Sin(e)] 1)

This feature vector constitute a set of simple descriptoas have proven ex-
perimentally to be enough to describe activities in a lamydéety of domains (such
as traffic monitoring, subway control, monitoring smartieowments), mainly be-
cause they are the most salient, but also they are appm@foiateal world videos
depicting unstructured scenes where trajectories ofréiffietypes have strong over-
lap and they are usually the ones used by end-users of dgifféoenains.

4.2 Incremental learning

We need a system able to learn the activity clusters in ainenalay. On-line learn-
ing is indeed an important capability required to perforrhdgour analysis on a
long-term basis. A first approach proposed in the statéefart for on-line clus-
tering is the Leader algorithm [14]. In this method, it isw@s®d that a rule for
computing the distanc® between any pair of objects, and a threshblid given.
The algorithm constructs a partition of the input space (ilegi a set of clusters)
and a leading representative for each cluster, so that edggct in a cluster is
within a distancel of the leading object. The thresholdis thus a measure of the
diameter of each cluster. The clustéis, are numbere@L,, CL, ,Clg, ..., CL.
The leading object representative associated with cl@ters denoted by j. The
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algorithm makes one pass through the dataset, assignihgoégect to the cluster
whose leader is the closest and making a new cluster, and &ader, for objects
that are not close enough to any existing leaders. The posespeated until all
objects are assigned to a cluster. Leader-subleader [FAIMMP [8] and BIRCH
[18] algorithms are of this type. The strongest advantadiéiseoLeader algorithm
are that it requires a single scan of the database, and amdyeclrepresentatives
need to be accessed during processing. However, the algoistextremely sensi-
tive to threshold parameter defining the minimum activatiba clusterCL. A new
input object defined by its feature vectowill be allocated to clusteCL; if v falls
into its input receptive field (hyper-sphere whose radiaisigbyr; = T). Defining
T is application dependent. It can be supplied by an expeht avileep knowledge
of the data or employing heuristics. In this work we propaskearn this parameter
employing a training set and a machine learning process.

Let each cluste€L; be defined by a radial basis function (RBF) centered at the
position given by its leaddr;:

CLI(V) = p(Li,v.T) = exp(— v —Li[| *T?) (2)

The RBF function has a maximum of 1 when its input is L; and thus acts as a
similarity detector with decreasing values outputted vevenv strides away from
Li. We can make the choice that an object element will be incluct® a cluster if
CLi(v) > 0.5, which is a natural choice. The cluster receptive field émgphere) is
controlled by the parametér

Now, considerC = {CLy,...,CLg} is a clustering structure of a datasét=
{vi,V2,...,w}; {L1,La,...,Lx} are the leaders in this clustering structure and
P = {Pi,...,Ps} is the true partition of the data (Ground-truth) afid,..., Ms}
are the main representatives (or Leaders) in the true ipartitVe can define an
error function given by

1 N
E= NJ;EJ 3)

0 if {L(vj),vj} €CL;{L(vj),vj} €R
Ej =< —1ifvjeCL;|CL| = 1and L(vj) #M(vj) 4)
1 otherwise

andL(vj) is the Leader associated ¥pin the clustering structurg; and|C;| is
the cluster cardinalityM(v;) is the Leader associated ¥ in the true partitiorP.
In the above equation, the first case represents a good ritigstehen the cluster
prototype and the cluster elements match the ground trutitipa P. The error is
zero and the cluster size is correct. The second case con@spo a cluster made
of a singleton element. This element prototype does noespand to any expected
cluster prototype in the ‘true’ partition P. In this case thester size has to grow
in order to enclose the singleton element. The remaining sawhere an element
is wrongly included into a cluster; The cluster size has tivetlecrease to exclude
unwilling border elements.
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Minimising this error is equivalent to refining the clustegistructureC or is
equivalent to adjusting the paramefethat controls the cluster receptive field. A
straightforward way to adjust and minimise the error is employing an iterative
gradient-descent method:

B JOE(t)
T(t+1)—T(t)—no.?—T (5)
where the error gradient at time t is:
JE(t) 1 I
R PR ©
]
and the cluster activation gradient is:
od 9
3T = a7 {exp(—”vj — L(vj)||2T2)} 7)
oo
o7 =i~ L |P@m) [ex— v~ Lvp) |T3)] ®8)

The threshold update can thus be written as:
1 21 -
T+ =TO-nG 3 EO [-2TIv - L)) & ©)

The final value is typically set when the error is sufficiergipall or the pro-
cess reaches a given number of iterations. Convergence eptanum value for
both, T andE is only guaranteed if data in the ‘true’ partitiéhis well structured
(having high intra-class homogeneity and high inter-ckegsaration; see unsuper-
vised/supervised evaluation below).

With the purpose of tuning paramefgrand for this application, we have defined
a Training data set (with associated Ground-truth) coirtgisixty nine synthetic
trajectories. The ground-truth trajectories were mamudthwn on a top view scene
image. Figure 2 shows the empty scene of the Toulouse aingtbrisome drawn
trajectories. Semantic descriptions such as From Taxiipg&rea to Tow-tractor
waiting point were manually given. There are twenty thresuath annotated seman-
tic descriptions, which are called in the following traject types. Each trajectory
type is associated with a main trajectory that best matdtasiescription. Besides,
two complementary trajectories define the confidence limithin which we can
still associate that semantic description. In figure 2 thertrajectory of each tra-
jectory type is represented by a red continuous line while broken lines represent
the complementary trajectories of the trajectory type.s[taach ground-truth tra-
jectory is associated to a semantic descriptor or trajgdyqe. Each trajectory type
contains a triplet of trajectories.

The proposed gradient-descent methodology was applietdetatound-truth
dataset. The threshold, in the leader algorithm, is initially set to a large value
(which causes a merge of most trajectory types). Figure ®&show this threshold
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value evolves as the gradient algorithm iterates. The gfapthe corresponding
error is shown in figure 4. Remark that for this application ewe not encoun-
tered local minima problems. However, as gradient-desglgotrithms are clearly
exposed to this problem, it could be envisaged to verify Wwlethe minima found
is indeed the global optima. A multiresolution analysis Widwe of help for this.

Itis also possible to evaluate, in an unsupervised or sigEymanner, the qual-
ity of the resulting clustering structure:

Unsupervised evaluatiotypical clustering validity indexes evaluating the intra
cluster homogeneity and inter-cluster separation suchilaguette [6, 16], Dunn
[10] and Davies-Bouldin [9] indexes (given in Annex 1) candmployed. Figure
5 shows the evolution of these three indexes on the clugtefitrajectories as the
gradient-descent algorithm evolves.

Supervised evaluatiorsupervised validity indexes, which in this case compare
the clustering results to the true data partition, such@adaiccard index [27] (given
in Annex 2) can also be employed. Figure 6 shows the evolutidhis index on
the clustering of trajectories as the gradient-descewotign evolves.

For large values of the threshold(above 1.5) it is possible to see that a large
number of trajectories are badly clustered (about 1/3 ofititaset). The unsuper-
vised indexes are also unstable (presenting some ostjliettanges over the differ-

ZD T

m o

e
i
T

-30

-40

=50 L i 7 : e 5 =
=Bl -40 -20 0 20 40 B0

Fig. 2 Ground-truth for different semantic clusters.
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Threshold T value

X: 745
r Y:0.7964

0 100 200 300 400 500 600 700 800
Iteration number t

Fig. 3 Evolution of the threshold T controlling the cluster recepfield.

60

number of badly clustered trajectories

X:745
1 Y:0

0 100 200 300 400 500 600 700 800
Iteration number t

Fig. 4 Evolution of the gradient-descent error with the numbertefations. The error gives an
indication of how many elements of different trajectory eégpare merged together in a single
cluster.

ent iterations) and indicative of a bad clustering strue{uneaning low inter-cluster
distance and high intra-cluster distance). The mappiniy thi¢ true partition is also
poor (indicated by low values of the Jaccard index). For eslof the threshold
below 1.4 there is an almost monotonically improvement efunsupervised and
supervised clustering indexes. The Jaccard index reashmakimum value (mean-
ing a perfect matching with the true partition) for a thrdslib=0.79, which is then
selected for our analysis. The unsupervised indexes apeiradécative of a good
clustering structure. The Leaders defined from this proaesselected as the initial
cluster centres that will guide the partition of new incoghdata.
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Ll

Dunn

Davis-Bouldin

— Silhouette

~

Performance indexes

0 100 200 300 400 500 600 700 800
Iteration number t

Fig. 5 Validity indexes such as Silhouette (higher values areebetbunn (higher values are bet-
ter) and Davies-Bouldin (lower values are better) at eaefation step of the gradient-descent
algorithm.

Jaccard index

0 100 200 300 400 500 600 700
Iteration number t

Fig. 6 Supervised evaluation at each iteration step of the gradiescent algorithm. The Jaccard
index compares the resulting clustering with the partigor@n by the trajectory ground-truth.

5 Trajectory analysis evaluation

In order to test the efficiency of the trajectory clusterifgpaithm we have analysed
a new set of synthetic trajectories, which we denote by ‘erpental set’. This new
set was composed of 230 trajectories, which have the saoLste as the training
dataset; that is, each trajectory is associated with a s@mmaeaning. Moreover,
each trajectory in the test dataset was generated from then@struth dataset in
the following form. Trajectories are generated by randoselcting among points
uniformly distributed on each side between the main trajgcind the two adjacent
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trajectories. These points lie on segments linking the rrajectory to the two ad-
jacent trajectories. Each segment starts on a sample ddhe main trajectory and
goes to the nearest sample point in the adjacent traje&djgcent trajectories are
up-sampled for better point distribution. Ten points lieaaith segment linking the
main trajectory and an adjacent trajectory. For this regb@rtrajectories generated
from the principal trajectory will convey the same semarfigure 7 below shows
a couple of examples.

Rear unload area to Tow tractor waiting point Jet bridge stairs access area to Tanker area

Fig. 7 Four different sets of synthetic trajectories. Each setaios twenty trajectories different
from the main and adjacent trajectories previously defindtié Ground-truth dataset (Figure 2).

The clustering algorithm is then run again without any krexge of the semantic
description for each trajectory on the experimental dataster the clustering pro-
cess is achieved, the resulting partition can be assesseaiyyaring with the one
initially defined by the Ground-truth; what the Jaccard idees. In this case, the
Jaccard index takes a value of 0.9119 (our baseline). Meretypical metrics re-
lated to the ROC space (Receiver operating charactejisacsbe computed which
evaluate both the mapping between the clustering algowmthtput and the Ground-
truth partition. These measures are the true positive id&) and false positive
rate (FPR), which in this case take the following values: ¥8R565, FPR=0.002.

In order to assess the robustness of the trajectory clogtaigorithm, we have
evaluated our approach on more different sets of synthbjects. Each set has the
particularity of containing groups of very similar trajeges (even with an overlap
in the most difficult cases), yet associated with differegnantics. The evalua-
tion consists thus in assessing how much the clusteringitigowill be affected
by the different levels of complexity/noise introduced.ch@racterise the different
datasets, we have computed the unsupervised clusteriegaadilhouette, Dunn
and Davies-Bouldin. The table below summarises the results

Each experimental set mentioned in the table above cordaiimgreasing com-
plexity. For instance, some groups of trajectories defimethé ‘experimental set
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Table 1 Clustering results on different synthetic datasets.

Input | Output
Name NI_J. Nb. Structure_ _ Nb. Structure_ _ JaccardROC measures
Trj.  GT's characteristics Clusters characteristics Index
Sil Dunn DB Sil Dunn DB TPR FPR

ExpSet 230 23 085 0.79 0.22 |22 0.82 0.79 030 091 0.95 0.0020
ExpSet2 280 28 0.82 059 0.24 |27 0.80 0.80 0.33 092 0.96 0.0013
ExpSet3 340 34 080 058 0.26 |32 0.76 0.03 0.41 0.87 0.94 0.0018
ExpSet4d 440 44 0.76 0.47 0.33 |42 0.73 0.06 0.47 085 0.92 0.0016
ExpSets 520 52 0.75 0.46 0.33 |51 0.74 030 0.42 091 0.95 0.00075
ExpSet6 590 59 0.73 0.47 0.37 |55 0.70 0.14 0.49 086 0.93 0.0012
ExpSet7 650 65 0.72 0.39 0.39 |59 0.67 0.08 057 0.79 0.88 0.0017
ExpSet8 710 71 0.70 0.37 0.40 |[65 0.67 0.05 054 082 0.91 0.0012
ExpSet9 750 75 0.70 0.39 0.41 |62 0.57 0.03 062 061 0.80 0.0025
ExpSetl0 840 84 0.67 0.25 045 |71 0.58 0.03 065 0.66 0.82 0.0020
ExpSetll 890 89 0.66 0.13 0.48 |72 0.55 0.04 066 0.60 0.77 0.0024
ExpSetl2 920 92 0.65 0.21 0.50 |77 0.54 0.02 0.68 0.62 0.79 0.0022
ExpSetl3 990 99 0.64 0.22 0.52 |86 0.53 0.04 0.66 0.62 0.77 0.0019
ExpSetl4 1070 107 0.60 0.04 0.61 |77 045 0.02 0.74 045 0.66 0.0030

2', which contain some overlap between them, are also ptésetime next ex-
perimental sets (experimental set 3, 4 , 5., ...). For eapler@xental set, some
new groups of trajectories are added, which in turn inducesnowerlapping situ-
ations and will also be present in the following experimestds. The figure be-
low presents some examples of such trajectories in thereiffeexperimental sets.
The structuring indexes ‘Silhouette’, ‘Dunn’ and ‘DaviBsuldin’ reflect the less
distinct separation induced between trajectories witfeddéht semantic meanings
(Silhouette and Dunn indexes decrease, while the DaviegdBoindex increases).
The different experimental datasets cover situationsgoit@sy a very strong sepa-
ration between groups of trajectories with different setitcameanings (structuring
indexes Silhouette=0.85 Dunn=0.79 Davies-Bouldin=Q.gajtial confusion (Sil-
houette=0.7588 Dunn=0.4690 Davies-Bouldin=0.3331)hhignfusion (Silhou-
ette=0.6517 Dunn=0.2131 Davies-Bouldin=0.5031) and g confusion (Sil-
houette=0.6098 Dunn=0.0463 Davies-Bouldin=0.6157). fagctory clustering
algorithm performs accordingly, having more difficulty &tnieve all initial seman-
tic groups when the confusion increases (thus the intetnadtsire of the input data
decreases); at the same time, the mapping between thetdrgjetustering results
and the semantic groups (GT) also worsens as exposed bydterddndex. How-
ever, the overall behaviour shown by the true positive raRR) and false positive
rate (FPR) remains globally correct with TPR values neabora 0.77 for all stud-
ied cases except for the worst case experimental set 14 \itver€PR is below
0.7.

In order to assess the generalisation capability of thedtajy clustering al-
gorithm, we have carried out new experiments employing tA¥IEBR dataset
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Confusion added Experimental Set 5 Confusion added Experimental Set 9

Yy

Fig. 8 Different examples of trajectories added to a given expenttal data set under study. Dif-
ferent colours in an experimental data set correspond ferelift semantics attributed to the tra-
jectories (each trajectory is associated with only one séimaneaning). Although the semantics
between trajectories may be different, their spatial sirty can be very close.

(http://Iwww-prima.inrialpes.fr/PETS04/cavidata.html). The dataset contains peo-
ple observed at the lobby entrance of a building. The anedtgtound-truth in-
cludes for each person its bounding box (id, centre cootéfavidth, height) with

a description of his/her movement type (inactive, activalkimg, running) for a
given situation (moving, inactive, browsing) and most imtpotly gives contextual
information for the acted scenarios (browsing, immobidt dbject, walking, drop
down). In Figure 9 below, some examples of the acted scenarithe CAVIAR
dataset and the involved contextual objects are shown.

Fig. 9 Two different people trajectory types while going to look fiaeformation (Browsing) at two
different places.

From the CAVIAR dataset we have kept only the representatajectory of
the acted scenario (which we further call principal trajegt. Other non-related
trajectories like supplementary movements or non-acépedtories, which are thus
not related to the acted scenario, are filtered out. In timely different activities can
be distinguished. They include Browsing at different ptaoéthe scene, Walking
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(going through the hall) from different locations, and liegvor dropping an object
at different locations of the hall. We have created the nesluation set applying
the following formulae:

X =N (ary,x1) +N(Bry, %) (10)

yi =N (ary,y1) + N(Bry,yi) (11)

WhereN (gy,T) is a random number from a normal distribution with mé&an
and standard deviatiom,; ry = [max(x;) —min(x;)| is the range function ok; and
a, 3 are two different constants to control the spread of theemtlinctions. For
each principal trajectory, we have generated 30 new syintinajectories by adding
random noise as explained above. In total, the syntheticlBRWataset contained
1200 trajectories. The following figure shows the synthe&tigectories generated
from the principal trajectories of the activities showndref

Browsel Browse3

Fig. 10 Synthetic trajectories in the CAVIAR dataset generatedhftbe activities shown in the
previous figure. The trajectories are plotted employingr B coordinates on the ground.

The CAVIAR synthetic evaluation data set was further didideo a Learning set
(containing 1/3 of the trajectories in the synthetic evatradata set, plus all of the
principal trajectories) and Test set (containing the rexngi 2/3 from the trajecto-
ries in the synthetic evaluation data set). The Learningvastemployed to tune the
‘“T' threshold, which is critical to the clustering algorithas indicated before. In this
case, the tuning algorithm has fetchedavalue of T=1.05and for which, the best
clustering partition matches the ‘true’ data partition. &dlevaluating the algorithm
in the Test set, the supervised Jaccard index used to corffgaresulting partition
with that ‘true’ expected partition gives a value of: Jacdadex=0.99. One supple-
mentary evaluation set was created by adding more trajestbut which contain
some spatial overlap to those already defined, yet they gandéfferent semantic
(same procedure carried out in the first synthetic datask®.structuring indexes
‘Silhouette’, ‘Dunn’ and ‘Davies-Bouldin’ reflect againdhess distinct separation
induced between trajectories with different semantic rivegmn The table below
summarises the results on both CAVIAR experimental dagaset

Again, the same trend as for the synthetic COFRIEND datggstas. When
the confusion between semantics increases (thus the ahtgracture of the input
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Table 2 Clustering results on CAVIAR synthetic datasets.

Input [Output
Nb. Nb. Nb. Jaccard
Name T, GT's Structure Clusters StructureIn dex ROC measures
Sil Sil TPR FPR
ExpSetl 440 22 0.79 22 0.79 0.99 0.99 0.0001
ExpSet2 740 37 0.65 26 0.60 0.56 0.69 0.008

data decreases), retrieving all initial semantic groupsase difficult and the map-
ping between the trajectory clustering results and the sémgroups also worsens
(Jaccard index decreases).

6 Results

We have processed in total five video datasets correspotaldifferent monitoring
instances of an aircraft in the airport docking area (in thléofving, these video
datasets are to be named: cofl, cof2, cof3, cof4 and cof@sé&leorrespond to
about five hours of video which corresponds to about 8008dtajies. The system
was first tuned and initialised as previously described éraploying a learning
dataset with 230 trajectories distributed into 23 trajectgpes). Figure 11 shows
the online system learning as the different video sequedegasets) are processed.

4500 - 4500

4000 / 4000

3500 /' {3500

\

3000
2500 — {2500
2000 1 2000

1500 {1500

number of trajectories
number of clusters

1000 {1000

{500

0
coft cof2 cofd cofd cofg

dataset

Fig. 11 Number of processed trajectories (blue curve) and numbgafctory clusters created
by the online system as the different datasets are seglgptiacessed. Remark that the number
of trajectory clusters does not increase much in relatidghesmumber of trajectories analysed after
the processing of the‘cof2’ dataset.

The structure of the resulting clustering after the proogsef a given dataset
can be measured again with unsupervised evaluation indegethe intra-cluster
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homogeneity and inter-cluster separation) as in sectiolrajeéctory analysis’. We
calculated the Silhouette index for the clustering pantiinduced on each analysed
dataset. The table below gives such results. When compiéuesg Silhouette values
with those obtained in section ‘Trajectory analysis’ foe #valuation of the cluster-
ing algorithm, we can deduce that the analysed datasetainaitill high levels of
complexity/noise.

Table 3 Clustering structure evaluated by the Silhouette indexherptocessed datasets.
dataset Silhouette Index

cofl 0.45
cof2 0.24
cof3 0.43
cofd 0.39
cof8 0.39

We employed the trajectory clusters to measure the sirtyilagtween the dif-
ferent datasets. For this purpose a histogram was builtsfoln eataset where each
bin of the histogram represents the number of mobile obJssitsy associated with
that particular trajectory cluster. The similarity betwegatasets comes down to
measuring the similarity between the established histogrdor this purpose we
employ the Kullback-Leibler divergence measure given tiexany two different
histograms1 andh2:

L1002 = 3 pra 109220+ 5 po (1022 (12)

andr is a given bin on the histogram of trajectories.

Because the Kullback-Leibler divergence measure is a mamded measure,
which equals to zero wheiml=h2, we actually calculate the correlatiooofr) be-
tween the different datasets by adding a normalisatiolfastd a unit offset:

. KL (h1,h2)
Yr Pra(r)1og(pra(r)) + 3 pr2(r)log(pnz(r))

The correlation between the different datasets is themgivéhe table below

corr (h1,h2) = (13)

Table 4 Trajectory-based correlation between the different sseydatasets.

cofl cof2 cof3 cof4 cof8
cofl 1 0.77 0.75 0.79 0.76
cof2 0.77 1 0.78 0.80 0.78
cof3 0.75 0.78 1 0.76 0.71
cof4 0.79 0.80 0.76 1 0.81
cof8 0.76 0.78 0.71 0.81 1
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From the trajectory-based correlation table it can thentdseved that sequences
cof2, cof4 and cof8 are the most similar, although in genalidlve sequences do
contain a large number of common trajectories as their minincorrelation value
is above 0.75.

7 Conclusions

Activity clustering is one of the new trends in video undansting. Here we have
presented an on-line learning approach for trajectory atidity learning. Previous
state of the art has mainly focused on the recognition ofiéies mostly with the
aim to label them as normal/suspicious/dangerous. Howtheradaptation/update
of the activity model with the analysis of long term periodslonly been partially
adressed. Moreover, most state of the art on activity aisahes been designed for
the case of structured motions such as those observedfin trafnitoring (vehicle
going straight on the road, vehicle turning on a round-abogtor specific iso-
lated body motions like walking, running, jumping. In thigper, we have adressed
the problem of incremental learning of unstructured spatiation patterns. The
proposed algorithm allows monitoring and processing lgrggods of time (large
amounts of data), and thus perform analysis on a long-tesis.b@he proposed
approach employs a simple, yet advantageous incremegtaitaim: The Leader
algorithm. The strongest advantage is that it requires arsiyngle scan of the data,
and only cluster representatives need to be stored in the mamory. Generally,
incremental approaches rely on a manually-selected tolgtthdecide whether the
data is too far away from the clusters. To improve this apghoge propose to con-
trol the learning rate with coefficients indicating when tiiester can be updated
with new data. We solve the difficulty of tuning the system hypéoying a training
set and machine learning. The system respects the maingesof incremental
learning: The system learns new information from datadets consecutively be-
come available. The algorithm does not require access toquay used datasets,
yet it is capable of largely retaining the previously acqdiknowledge and has no
problem of accommodating any new classes that are intradincéhe new data.
In terms of the studied application, the system has thusdpadgity to create new
clusters for new trajectories whose type had not been pusljimbserved. Exhaus-
tive evaluation is made on synthetic and real datasets gfnglansupervised and
supervised evaluation indexes. Results show the abilifnag#ctory clusters to char-
acterise the scene activities. In this work we have adresshudthe recognition of
single mobiles appearing in the scene. In a future work, leadtess group-related
activity such as ‘Meeting’ (trajectory merging) and ‘Spiigy’. Our future work will
also include more exhaustive analysis with temporal inftiom, extracted from
trajectories, to achieve more precise behaviour chaiaatem and to distinguish
between mobiles moving at ‘walking’ speed or higher speeel VWM also include
normal/abnormal behaviour analysis from trajectory @rtiag.
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Appendix 1

Silhouette index

The Silhouette index is defined as follows: Consider a dgeoty, j € {1,2,--- ,N},
belonging to clustecl;, i € {1,2,---,c}. This means that objegj is closer to the
prototype of clustecl; than to any other prototype. Let the average distance of this
object to all objects belonging to clustelr be denoted byw;j. Also, let the average
distance of this object to all objects belonging to anothesteri’i # i’ be called

dyj. Finally letb;; be the minimund;/; computed over = 1,--- ,cwhich represents
the dissimilarity of objeci to its closest neighbouring cluster. The Silhouette index
is then

bij — &j

1 N
S=— siandg= ———
szl ! 3 max(aij,bij)

Larger values of correspond to a good clustering partition.
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Dunn index

The Dunn index is defined as follows: Lat andcl; be two different clusters of the
input dataset. Then, the diameteof cl; is defined as

Ael) = max, {d (vy.v;)}
Let 0 be the distance betweeh andcl; Thend is defined as
d(cli,cli) = Vjecrlirj\;?j%di/ {d(vjr,vj)}

and,d (x,y) indicates the distance between pox&ndy. For any partition, the
Dunnindex is

D = min< min a(cl,clv)
|

7| max(a (i) andii’ € {1, N}, i' i

Larger values oD correspond to a good clustering partition.

Davies-Bouldin index

The Davies-Bouldin index is defined as follows: This indea fsinction of the ratio
of the sum of within-cluster scatter to between-clusteasafon. The scatter within
cluster.cl;, is computed as

1

S - |C|i|

> {lvi—mi}

vjec
m; is the prototype for clustasl; . The distanc® between clustersl; andcl; is
defined as
S (cli,cly) = |[my —my|
The Davies-BouldinPB) index is then defined as

S+&

1N . L L B
DB—NI;RthR—T?)R“/,h' 6{1,,N},| #|andel—W

Low values of theDB index are associated with a proper clustering.
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Appendix 2

Jaccard index

ConsidelC=CLy,---,CLyis a clustering structure of a data ¥et {vi,vo,- - ,Vn};
andP = {P,--- ,Ps} is a defined partition of the data .
We refer to a pair of pointgv;,v;) from the data set using the following terms:

< SSif both points belong to the same cluster of the clusteringcsureC and to
the same group of partition.

e SD if points belong to the same cluster©@fand to different groups d®.

¢ DS if points belong to different clusters & and to the same group &f

< DD: if both points belong to different clusters Gfand to different groups d®.

Assuming now thag, b, c andd are the number 08S SD, DS andDD pairs
respectively, therm+ b+ c+d = M which is the maximum number of all pairs
in the data set (meaninyy) = N (N —1) /2 whereN is the total number of points
in the data set). Now we can define the Jaccard indegrgasuring the degree of
similarity betweerC andP:

_a
a+b+c



