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Abstract—In a wireless network composed of randomly scat-
tered nodes, the characterization of the distribution of the best
signal quality received from a group of nodes is of primary
importance for many network design problems. In this paper,
using shot noise models for the interference field, we develop a
framework for analyzing this distribution. We first identify the
joint distribution of the interference and the maximum signal
strength. We then represent the best signal quality as a function
of these two quantities. Particular practical scenarios are also
analyzed in which explicit expressions are obtained.

Index Terms—shot noise, max sinr, joint interference and signal
strength.

I. INTRODUCTION

Wireless communication is constrained by various impair-
ments due to radio propagation characteristics such as prop-
agation loss, fadings, noise and interference. To take these
factors into account, the signal-to-interference-plus-noise ratio
(SINR) is used as a basic metric for the description of the
signal quality.

In a wireless communication network composed of many
spatially scattered nodes, connecting a user to a node or a
group of nodes which provides the best signal quality is a
fundamental requirement.

The signal quality is a function of the signal power strength
and the interference. Its analysis requires a model of the inter-
ference which is itself already a challenge [1]–[3]. Besides, as
the SINRs received from a set of nodes which are sharing a
common frequency band suffer from a common interference,
they are stochastically dependent. Identifying the distribution
of the best signal quality therefore requires some efforts.

In this paper, using a shot noise model for the interference
field [4], we develop a framework for the distribution of
the best signal quality. We consider that nodes are spatially
distributed on the two-dimensional Euclidean plane according
to a Poisson point process. Nodes are operating in a wireless
network subject to distance-dependent path loss and a generic
fading which can capture the effects of multi-path fading,
shadowing, or both. We begin with the derivation of the
joint distribution of the interference and the maximum signal
strength. Using the fact that the best signal quality is a function
of the interference and the maximum signal strength, the dis-
tribution of the best signal quality is derived. Some particular
scenarios are also presented in which explicit expressions of
these probabilistic characterizations are obtained.

Section II describes the studied model. Section III gives a
representation of the best signal quality as a function of the
interference and the maximum signal strength. In Section IV,
we develop the joint distribution of these two quantities. The
distribution of the best signal quality is analyzed in Section V.
Concluding remarks are finally given in Section VI.

II. SYSTEM MODEL

The underlying network is composed of nodes with om-
nidirectional antennas. The set of all the nodes in the net-
work is denoted by Ω. We construct a model for studying
the maximum signal strength, the interference, and the best
signal quality after specifying essential parameters of the radio
propagation and the spatial distribution of nodes.

In the following, the spatial distribution of nodes will be
modeled by a Poisson point process with intensity λ in a two
dimensional plane R2.

The signal strength of node i received at a position y ∈ R2

is given by:
Pi(y) = pi/l(|y − xi|), (1)

where l is path-loss function; the typical far-field model is:

l(|y − x|) = |y − x|β for x, y ∈ R2,

with β the path loss exponent; here we consider 2 < β. And

pi = AXi, (2)

where A represents the node’s transmission power; the vari-
ables {Xi, i = 1, 2, . . .} refer to fading and are assumed
independent and identically distributed. Here, Xi can be used
to model slow fading (i.e., shadowing), multi-path fading, or
both. Let Fp be the common cumulative distribution function
(cdf) of {pi, i = 1, 2, . . .}, and let denote p = p1.

It is assumed that all the nodes share a common frequency
band. The results can be easily generalized to networks with
multiple frequencies. The signal quality is expressed in term
of the SINR received at y ∈ R2 from node i:

ζi(y) =
Pi(y)

N0 +
∑
j 6=i,j∈Ω Pj(y)

, (3)

where N0 is the thermal noise average power which is assumed
constant. For notational simplicity, consider A := A/N0, then:

ζi(y) =
Pi(y)

1 +
∑
j 6=i,j∈Ω Pj(y)

. (4)

In the following, we will use (4) instead of (3).
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III. PRELIMINARY

Given a set of nodes S ⊂ Ω, the best signal quality received
from S at position y ∈ R2, denoted by YS(y), is defined as:

YS(y) = max
i∈S

ζi(y). (5)

Lemma 1: In the set S of nodes, the node which provides
the maximum signal strength also provides the best signal
quality which is

YS(y) =
MS(y)

1 + I(y)−MS(y)
, ∀y ∈ R2, (6)

where
MS(y) = max

i∈S
Pi(y)

is the maximum signal strength received at y from the set S,
and

I(y) =
∑
i∈Ω

Pi(y)

is the total interference received at y.
Proof: The proof is straightforward. We can rewrite (4)

as ζi(y) = Pi(y)/{1 + I(y) − Pi(y)}. Since Pi(y) < I(y),
(6) follows from the fact that no matter which node i ∈ Ω is
considered, I(y) is the same; and from the fact that x/(c−x)
with c constant is an increasing function of x < c.

From Lemma 1, the distribution of YS can be determined
by the joint distribution of MS and I . We identify their joint
distribution in the following section.

Remark. For notational simplicity, the location variable y
appearing in YS(y), MS(y), and I(y) will be omitted in case
of no ambiguity.

IV. JOINT DISTRIBUTION OF THE INTERFERENCE AND THE
MAXIMUM SIGNAL STRENGTH

Under the model described in Section II, the interference
field can be modeled as a shot noise [4, Chap. 2] which is:
• Defined on the two-dimensional Euclidean plane R2, and

taking values in R+,
• Generated by an independently marked Poisson point pro-

cess Φ̃ of intensity λ, and a set of marks {pi, i = 1, 2...}
which are independent and identically distributed on R+,

• Associated with a response function L(x,y, p) ,
p/l(|x− y|), for x, y ∈ R2, and p ∈ R+.

Given a network area B, we are interested in a set S
of nodes which are selected in B according to some given
criterion. An interesting case is when nodes located in B are
randomly selected with equal probability ρ. In this case, the
nodes of set S are distributed in B according to a Poisson
point process of intensity ρλ, c.f. Proposition 1.3.5 in [4].

Theorem 1: Given B ⊂ R2 and ρ ∈ [0, 1], let S be the
set of nodes which are randomly selected from B with equal
probability ρ. For u ≥ 0 and s ∈ C with a non-negative real
part, define:

L(I,MS≤u)(s) = E{1(MS≤u) exp(−sI)},

where E{·} is the mathematical expectation. If the interference
field is modeled as the shot noise as described above, then:

L(I,MS≤u)(s) =

= exp
(
− λ

∫
R2

(
1− Lp(

s

l(|y − x|)
)
)

dx

− ρλ
∫
B

E
{

1( p
l(|y−x|)>u) exp(

−sp
l(|y − x|)

)
}

dx
)
. (7)

where Lp(s) , E{exp(−sp)} is the Laplace transform of the
random variable p = p1.

Proof: See Appendix A.
Theorem 1 may be useful for various studies related to the

interference and the maximum signal strength.
Before investigating more properties, let us consider a few

special cases. We first look at the special case where B =
R2 and ρ = 1. Denote by M = maxi∈Ω Pi(y) the global
maximum signal strength of the network. From (7):

L(I,M≤u)(s)

= exp
(
− 2πλ

∫ ∞
0

(
1− Lp(

s

l(r)
) + E

{
1( p

l(r)>u)e
−sp
l(r)
})
rdr
)

= exp
(
− 2πλ

∫ ∞
0

(
1−E

{
1( p

l(r)≤u)e
−sp
l(r)
})
rdr
)
. (8)

Now using the fact that P{MS ≤ u} = L(I,MS≤u)(0), from
(7) we get the cumulative distribution function (cdf) of MS :

FMS
(u) = exp

(
−ρλ

∫
B

(
1− Fp(l(|y − x|)u)

)
dx
)
. (9)

We find back the well known result on the distribution of the
max shot noise (see e.g. Proposition 2.4.2 in [4]).

Notice that, when assuming that Fp(0) < 1 (Fp(0) = 1
corresponds to the case where the node’s transmission power
is 0 since the fading Xi satisfies FX(0) < 1) and that ρλ > 0,
which will be done here and below, we get that∫

B

(
1− Fp(l(|y − x|)u)

)
dx|(u=0) =∞ iffB = R2.

Therefore, from (9) FMS
(0) = 0 if and only if (iff) B = R2.

Otherwise, FMS
(0) > 0, which means that there is a mass of

MS at the origin, which is

FMS
(0) = exp (−ρλ(1− Fp(0))|B|) , (10)

with |B| the Lebesgue measure of B.
Another interesting special case is when B is a disk of

radius RB and the path loss function is l(r) = rβ . In this
case, FMS

is given in closed form as follows:
Corollary 1: Under the conditions of Theorem 1, denote by

MS the maximum signal strength received at the center of a
disk B of radius RB . If the path loss function is l(r) = rβ

for r ∈ R+, then:

FMS
(u) = exp

(
− πρλR2

B

(
1− Fp(uRβB)

)
− πρλE{1(p≤uRβB)p

α}u−α
)
, (11)
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where α = 2/β. In particular, if B = R2 then:

FMS
(u) = exp

(
−πρλE{pα}u−α

)
. (12)

Here, note that for some constant a > 0:
• If p follows a Rayleigh dist. of parameter σ > 0:

E{1(p≤a)p
α} = 2

α
2 σα

(
Γ(1 +

α

2
)− Γ(1 +

α

2
,
a2

2σ2
)
)
,

where Γ(s) ,
∫∞

0
ts−1e−tdt for <(s) > 0 is the

gamma function, and Γ(s, z) ,
∫∞
z
ts−1e−tdt is the

upper incomplete gamma function.
• If p follows a Gamma dist. of shape parameter k > 0 and

scale parameter θ > 0:

E{1(p≤a)p
α} = θα (Γ(k + α)− Γ(k + α, a/θ)) /Γ(k).

• If p follows a Lognormal dist. of parameter (µ, σ > 0):

E{1(p≤a)p
α} =

eαµ+α2σ2
2

2
erfc

(
µ+ ασ2 − log(a)√

2σ

)
.

Proof: Substitute l(r) = rβ , dx = rdrdθ into (9):∫
B

(
1− Fp(l(|y − x|)u)

)
dx = 2π

∫ RB

0

(
1− Fp(urβ)

)
rdr.

An integration by parts with 1− Fp(urβ) and 2rdr yields

2
∫ RB

0

(
1− Fp(urβ)

)
rdr = R2

B

(
1− Fp(uRβB)

)
+
∫ RB

0

r2dFp(urβ).

where using the change of variable t = urβ , we have:∫ ∞
0

r2dFp(urβ) =
∫ uRβB

0

(
t

u
)2/βFp(dt) =

E{1(p≤uRβB)p
α}

uα
.

The proof for the case of B = R2 is straightforward.
Remark 1: As shown by (12) where the expression on right

hand-side is a Fréchet distribution with shape parameter α and
scale parameter (πρλE{pα})1/α, we find back the result on
the regular variation of the max shot noise [5].

Here is another corollary of Theorem 1 for the case of a
disk.

Corollary 2: For u ≥ 0 define:

φ(I,MS≤u)(w) = E{1(MS≤u) exp(jwI)}, for w ∈ R.

Assume the same conditions of Theorem 1, and that B is a
disk of radius RB , l(r) = rβ for r ∈ R+ and β > 2. Let MS

and I be the max power and the interference received at the
center of B. Then

φ(I,MS≤u)(w) = exp
(
− δ|w|α

(
1− jsign(w) tan(

πα

2
)
)

− ρπλα|w|αE
{∫ +∞

|w|u
p

1(p≤uRβB)e
jsign(w)tp

tα+1
dt
}

− ρπλα|w|αE
{∫ +∞

|w|
R
β
B

1(p>uRβB)e
jsign(w)tp

tα+1
dt
})
, (13)

where δ = πλE{pα}Γ(1− α) cos(πα2 ).
Proof: See Appendix B.

Denote by φI the characteristic function of I . Since
φI(w) = φ(I,MS≤+∞)(w), we have:

φI(w) = exp
(
− δ|w|α

(
1− jsign(w) tan(

πα

2
)
))
. (14)

We find back the same result given in [3].
Corollary 3: Under the assumptions of Corollary 2, if B =

R2 then:

φ(I,MS≤u)(w) = exp
(
−C1|w|α

(
1− jsign(w) tan(

πα

2
)
)

− C2(w, u) + jC3(w, u)
)
, (15)

where C1 = (1− ρ)δ, and

C2(w, u) = ρπλE{pα} 1F2(−α2 ; 1
2 , 1−

α
2 ;−u

2w2

4 )
uα

.

C3(w, u) = ρπλE{pα} αw

1− α
1F2( 1−α

2 ; 3
2 ,

3−α
2 ;−u

2w2

4 )
uα−1

.

with 1F2 denoting the hypergeometric function,

1F2(a1; b1, b2; z) ,
∞∑
n=0

(a1)n
(b1)n(b2)n

zn

n!
, (16)

where (a)n represents the Pochhammer symbol:

(a)n = a(a+1)(a+2) . . . (a−n+1), and (a)0 = 1. (17)

Proof: See Appendix C.
Remark 2: In many practical scenarios, the case where RB

is large is of interest. For example, macro cellular networks
are often deployed for scattered traffic areas and have a low
density of base stations. Considering BN as a disk with radius
RN =

√
N/(πλ), which has in average N base stations;

its radius increases rapidly as N increases. And so, one can
consider that RN ≈ ∞ for some moderate value of N . In
such a situation, one can use (15) as an approximation of
φ(I,MS≤u)(w).

We have identified FMS
and φI as well as the joint

distribution of MS and I . In the following, we will further
investigate some more properties of this joint distribution when
assuming that it admits a density.

Theorem 2: Assume that the conditions of Theorem 1 hold
and that l(r) = rβ for r ∈ R+, β > 2, and 0 < E{pαi } <∞.
Then:

(i) |φ(I,MS≤u)(w)|q ∈ L with respect to (w.r.t.) w for all
q = 1, 2, . . ., ∀u > 0.

(ii) If Fp admits a continuous density fp, then
∂
∂uφ(I,MS≤u)(w) exists, and | ∂∂uφ(I,MS≤u)(w)|q ∈ L
w.r.t. w for all q = 1, 2, . . ., ∀u > 0.

where L denotes the space of absolutely integrable functions.
Proof: See Appendix D

Corollary 4: Assume that the conditions of Theorem 2 hold
and that Fp admits a continuous density fp. Then (I,MS)
admits a joint density f(I,MS)(v, u) on (R∗+)2 and the function
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v → f(I,MS)(v, u) is bounded, continuous, square-integrable.
In addition, for all u > 0,

f(I,MS)(v, u) =
∫ +∞

−∞

e−jwv

2π
∂

∂u
φ(I,MS≤u)(w)dw. (18)

Proof: By definition,
∂
∂uφ(I,MS≤u)(w)
∂
∂uφ(I,MS≤u)(0)

is the characteristic function of I conditional on MS =
u. From (ii) of Theorem 2, for all u > 0, w →
| ∂∂uφ(I,MS≤u)(w)| ∈ L. So by Theorem 3 in [6, p.509], for all
u > 0, the law of I conditional on MS = u admits a density
and (I,MS) hence admits a joint density f(I,MS)(v, u) at v
which is bounded and continuous w.r.t. v, and which is given
by (18). Secondly, since | ∂∂uφ(I,MS≤u)(w)|2 ∈ L as shown by
(ii) of Theorem 2, f(I,MS)(v, u) is square-integrable w.r.t. v
[6, p.510].

V. DISTRIBUTION OF THE BEST SIGNAL QUALITY

The next theorem gives the tail distribution function F̄YS of
the best signal quality.

Theorem 3: Assume that the conditions of Theorem 2 hold
and that Fp admits a continuous density fp. Then for all γ > 0

F̄YS (γ) =
1

2π

∫ +∞

u=γ

∫ +∞

−∞
φ(I,MS≤u)(w)g(w, u)dwdu,

(19)
where

g(w, u) = e−jwu − (1 + γ−1)ejw(1−1+γ
γ u) (20)

and
F̄YS (0) = 1− exp (−ρλ(1− Fp(0))|B|) .

Proof: See Appendix E.
Corollary 5: Under the assumptions of Theorem 2, if B =

R2, then F̄YS (0) = 1, and

F̄YS (γ) =
∫ +∞

u=γ

∫ +∞

w=0

1
π

exp
{
− (C1w

α + C2(w, u))
}

×
(
− 1 + γ

γ
cos
{
C1w

α tan(
πα

2
) + C3(w, u) + C4(w, u)

}
+ cos

{
C1w

α tan(
πα

2
) + C3(w, u)− wu

})
dwdu, (21)

for γ > 0 where C4(w, u) = w(1− 1+γ
γ u).

Proof: See Appendix F.

VI. CONCLUSION

Using a shot noise model for the interference field, we have
analyzed the joint distribution of the interference and the max-
imum signal strength, and thereby identified the distribution of
the best signal quality. In addition, this framework also allows
one to obtain marginal distributions of the interference, and
the maximum signal strength. These results are expected to
enable various studies related to the stochastic modeling of
communication networks.
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APPENDIX A
PROOF OF THEOREM 1

Under the provided assumptions, the nodes of set S are
distributed in B according to a Poisson point process of
intensity ρλ. And the nodes located in B but not retained
in S are distributed B according to an independent Poisson
point process of intensity (1− ρ)λ. Thus, we can decompose
the marked Poisson point process defined on R2 into three
independent marked Poisson point processes such that: the
first Φ̃1 is defined on B and has intensity ρλ, the second Φ̃2

is defined on B and has intensity (1− ρ)λ, and the third Φ̃3

is defined on B̄ = R2 \ B and has intensity λ. Note that for
a node i : i 6∈ S, then (xi, pi) ∈ Φ̃2 ∪ Φ̃3.

We have:

E{1(MS≤u) exp(−sI)} =

= E
{

1(MS≤u) exp(−s
∑
i∈Ω

Pi(y))
}

= E
{

exp
(∑
i∈S

(
ln 1(Pi(y)≤u) − sPi(y)

)
− s

∑
i*S

Pi(y)
)}

= E
{

exp
( ∑

(xi,pi)∈Φ̃1

(
ln 1(Pi(y)≤u) − sPi(y)

)
− s

∑
(xi,pi)∈Φ̃2∪Φ̃3

Pi(y)
)}
.

Using Proposition 2.2.4 in [4], we have:

E{1(MS≤u)exp(−sI)} =

= exp
(
−ρλ

∫
B

(
1−E

{
1( p

l(|y−x|)≤u)e
−sp

l(|y−x|)
})

dx

−(1− ρ)λ
∫
B

(
1−E{e

−sp
l(|y−x|) }

)
dx

−λ
∫
B̄

(
1−E{e

−sp
l(|y−x|) }

)
dx
)
. (22)
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Note that E{e
−sp

l(|y−x|) } = Lp( s
l(|y−x|) ), this gives us:

E{1(MS≤u) exp(−sI)} =

= exp
(
− λ

∫
R2

(
1− Lp(

s

l(|y − x|)
)
)

dx

− ρλ
∫
B

E
{

1( p
l(|y−x|)>u)e

−sp
l(|y−x|)

}
dx
)
.

�

APPENDIX B
PROOF OF COROLLARY 2

By definition we have:

φ(I,MS≤u)(w) = L(I,MS≤u)(−jw).

Substitute l(r) = rβ and dx = rdrdθ into (7) of Theorem 1;
this gives us

φ(I,MS≤u)(w) = exp
(
−2πλ

∫ +∞

0

(1−E{exp(
jwp

rβ
)})rdr

− 2πρλ
∫ RB

0

E{1(p>urβ) exp(
jwp

rβ
)}rdr

)
. (23)

Using the change of variable t = |w|r−β and α = 2/β:∫ +∞

0

(1−E{exp(
jwp

rβ
)})rdr

=
α|w|α

2

∫ +∞

0

1−E{ejsign(w)tp}
tα+1

dt. (24)

Similarly,∫ RB

0

E{1(p>urβ) exp(
jwp

rβ
)}rdr

=
α|w|α

2

∫ +∞

|w|
R
β
B

E{1
(t>

u|w|
p )

ejsign(w)tp}

tα+1
dt. (25)

For 0 < α < 1 we have:∫ +∞

0

1− ejsign(w)tp

tα+1
dt = −Γ(−α)pαe−jsign(w)πα2 . (26)

Taking expectations on both sides of (26), we get∫ +∞

0

1−E{ejsign(w)tp}
tα+1

dt = −E{pα}Γ(−α)e−jsign(w)πα2 .

From (24) we have

2πλ
∫ +∞

0

(1−E{exp(
jwp

rβ
)})rdr

= πλE{pα}Γ(1− α)(−jw)α. (27)

And for (25), we simply have∫ +∞

|w|
R
β
B

E{1
(t>

u|w|
p )

ejsign(w)tp}

tα+1
dt

= E
{∫ +∞

|w|
R
β
B

1(p>uRβB)e
jsign(w)tp

tα+1
dt
}

+ E
{∫ +∞

|w|u
p

1(p≤uRβB)e
jsign(w)tp

tα+1
dt
}
. (28)

Finally, substituting this and (27) into (23), we obtain (13). �

APPENDIX C
PROOF OF COROLLARY 3

Condition B = R2 induces RB =∞. Take this into account
for (13), we have:

E
{∫ +∞

|w|
R
β
B

1(p>uRβB)e
jsign(w)tp

tα+1
dt
}

= 0, (29)

And

E
{∫ +∞

|w|u
p

1(p≤uRβB)e
jsign(w)tp

tα+1
dt
}

= E
{∫ +∞

|w|u
p

ejsign(w)tp

tα+1
dt
}
.

For 0 < α < 1, the integral on the right hand-side of this can
be evaluated with help of a symbolic calculation software like
Mathematica:∫ +∞

|w|u
p

ejsign(w)tp

tα+1
dt = pαΓ(−α)e−jsign(w)πα2

− j wu

1− α
( p

|w|u
)α

1F2(
1− α

2
;

3
2
,

3− α
2

;−u
2w2

4
)

+
1
α

( p

|w|u
)α

1F2(−α
2

;
1
2
, 1− α

2
;−u

2w2

4
).

Taking expectations on both sides, we obtain

E
{∫ +∞

|w|u
p

ejsign(w)tp

tα+1
dt
}

= E{pα}Γ(−α)e−jsign(w)πα2

− jE{pα} w

1− α
1F2( 1−α

2 ; 3
2 ,

3−α
2 ;−u

2w2

4 )
|w|αuα−1

+ E{pα} 1F2(−α2 ; 1
2 , 1−

α
2 ;−u

2w2

4 )
α|w|αuα

. (30)

Substituting (30) and (29) back to (13), we get (15). �

APPENDIX D
PROOF OF THEOREM 2

We begin with the proof of (i). Use (7) of Theorem 1:

φ(I,MS≤u)(w) = L(I,MS≤u)(−jw)

= exp
(
− 2πλ

∫
R+

(
1−E{exp(

jwp

l(r)
)}
)
rdr

− ρλ
∫
B

E{1(p>ul(|y−x|)) exp(
jwp

l(|y − x|)
)}dx

)
. (31)
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It follows that

|φ(I,MS≤u)(w)|q = exp
(
−2qπλ

∫
R+

(
1−E{cos(

wp

l(r)
)}
)
rdr

− qρλ
∫
B

E{1(p>ul(|y−x|)) cos(
wp

l(|y − x|)
)}dx

)
. (32)

For the first term in the exponential, substituting l(r) = rβ

and noting that∫
R+

(
1−E{cos(

wp

rβ
)}
)
rdr

= <
{∫

R+

(
1−E{exp(

jwp

rβ
)}
)
rdr
}
,

we get from (27) that:

− 2qπλ
∫

R+

(
1−E{cos(

wp

rβ
)}
)
rdr

= −qπλΓ(1− α) cos(
πα

2
)E{pα}|w|α. (33)

For the second integral of (32), we have:

−
∫
B

E{1(p>ul(|y−x|)) cos(
wp

l(|y − x|)
)}dx

= −
∫
B

∫ ∞
ul(|y−x|)

cos(
wt

l(|y − x|)
)Fp(dt)dx

= −
∫
B

∫ ∞
ul(|y−x|)

(
1− 1 + cos(

wt

l(|y − x|)
)
)
Fp(dt)dx

=
∫
B

∫ ∞
ul(|y−x|)

Fp(dt)dx

−
∫
B

∫ ∞
ul(|y−x|)

(
1 + cos(

wt

l(|y − x|)
)
)
Fp(dt)dx,

where, since 1 + cos(·) ≥ 0, we have:

−
∫
B

E{1(p>ul(|y−x|)) cos(
wp

l(|y − x|)
)}dx

≤
∫
B

∫ ∞
ul(|y−x|)

Fp(dt)dx ≤
∫

R2

∫ ∞
ul(|y−x|)

Fp(dt)dx

= 2π
∫

R+

(
1− Fp(urβ)

)
rdr. (34)

Using an integration by parts with 1− Fp(urβ) and 2rdr:

2
∫

R+

(
1− Fp(urβ)

)
rdr =

∫ ∞
0

r2dFp(urβ)

=
∫ ∞

0

(
t

u
)αFp(dt) =

E{pα}
uα

.

Taking this into account in (34), and then substituting (34) and
(33) into (32), we get:

|φ(I,MS≤u)(w)|q ≤ exp
(
qπλρu−αE{pα}

)
× exp

(
− pπλΓ(1− α) cos(

πα

2
)E{pα}|w|α

)
. (35)

Under the condition that β > 2, we have 0 < α < 1 and
so cos(πα2 ) > 0 and Γ(1 − α) > 0. Hence, provided that

0 < E{pα} < ∞, the right hand-side of (35) is integrable
w.r.t. w, ∀q = 1, 2, . . ., and u > 0. This proves claim (i).

We now prove (ii). We first show that ∂
∂uφ(I,MS≤u)(w)

exists for all u > 0. From (31), we can have that the
differentiability of φ(I,MS≤u)(w) w.r.t. u is implied by that
of the second term in the exponential of (31) and that when
the latter holds,

∂

∂u
φ(I,MS≤u)(w) = −ρλφ(I,MS≤u)(w)

× ∂

∂u

∫
B

E{1(p>ul(|y−x|)) exp(
jwp

l(|y − x|)
)}dx, (36)

where∫
B

E{1(p>ul(|y−x|)) exp(
jwp

l(|y − x|)
)}dx

=
∫
B

∫ ∞
ul(|y−x|)

e
jwt

l(|y−x|)Fp(dt)dx. (37)

Under the condition that Fp admits a continuous density fp:

∂

∂u

∫ ∞
ul(|y−x|)

e
jwt

l(|y−x|)Fp(dt) =
∂

∂u

∫ ∞
ul(|y−x|)

e
jwt

l(|y−x|) fp(t)dt

= −ejwul(|y − x|)fp(ul(|y − x|)),

and the last expression is continuous w.r.t. u. Taking this into
account in (37), we have:

∂

∂u

∫
B

E{1(p>ul(|y−x|)) exp(
jwp

l(|y − x|)
)}dx

=
∫
B

∂

∂u

∫ ∞
ul(|y−x|)

e
jwt

l(|y−x|) fp(t)dtdx

= −
∫
B

ejwul(|y − x|)fp(ul(|y − x|))dx.

Thus under the above assumptions, ∂
∂uφ(I,MS≤u)(w) exists

and

| ∂
∂u
φ(I,MS≤u)(w)|q = |ρλφ(I,MS≤u)(w)|q

×
(∫

B

l(|y − x|)fp(ul(|y − x|))dx
)q
. (38)

Moreover, we have:∫
B

l(|y − x|)fp(ul(|y − x|))dx

≤
∫

R2
l(|y − x|)fp(ul(|y − x|))dx

= 2π
∫
R+

rβfp(urβ)rdr

= παu−α−1

∫
R+

tαfp(t)dt

= παu−α−1E{pα} <∞, provided E{pα} <∞.

We complete the proof of (ii) when taking this into account
in (38) and using (i). �
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APPENDIX E
PROOF OF THEOREM 3

The mass in 0 was evaluated in (10). Now let us consider
γ > 0. We have:

F̄YS (γ) = P
{ MS

1 + I −MS
> γ

}
= P

{
MS >

γ

1 + γ
(1 + I)

}
=
∫ ∞
v=γ

∫ v

u=
γ(1+v)
1+γ

f(I,MS)(v, u)dudv,

=
∫ ∞
v=γ

∫ v

u=0

f(I,MS)(v, u)dudv,

−
∫ ∞
v=γ

∫ γ(1+v)
1+γ

u=0

f(I,MS)(v, u)dudv. (39)

where f(I,MS) is the joint density function of I and MS , which
exists at all points (i,m) with m > 0 according to Corollary 4.

For u > 0 let

h(v, u) :=
∫ u

0

f(I,MS)(v, t)dt+ gI(v)P{MS = 0}, (40)

where gI(v) is the density of I at v given that MS = 0.
Intuitively, h is the density of (1(MS≤u)I). The characteristic
function of v → h(v, u) is φ(I,MS≤u)(w). From Theorem 2,
we have φ(I,MS≤u)(w) ∈ L w.r.t. w for u > 0. So by Theorem
3 in [6, p.509], we have:

h(v, u) =
1

2π

∫ ∞
−∞

e−jwvφ(I,MS≤u)(w)dw.

Therefore

h(v, v) =
1

2π

∫ ∞
−∞

e−jwvφ(I,MS≤v)(w)dw.

And so:∫ ∞
γ

h(v, v)dv =
1

2π

∫ ∞
γ

∫ ∞
−∞

e−jwvφ(I,MS≤v)(w)dwdv.

(41)
Similarly, we have:

h(v,
γ(1 + v)

1 + γ
) =

1
2π

∫ ∞
−∞

e−jwvφ
(I,MS≤ γ(1+v)1+γ )

(w)dw.

Hence∫ ∞
γ

h(v,
γ(1 + v)

1 + γ
)dv

=
1

2π

∫ ∞
γ

∫ ∞
−∞

e−jwvφ
(I,MS≤ γ(1+v)1+γ )

(w)dwdv.

Conducting the change of variable x = γ(1+v)
1+γ , we get:∫ ∞

γ

h(v,
γ(1 + v)

1 + γ
)dv

=
1

2π
1 + γ

γ

∫ ∞
γ

∫ ∞
−∞

e−jw( 1+γ
γ x−1)φ(I,MS≤x)(w)dwdx.

(42)

Moreover, by (40) we have:∫ ∞
γ

∫ v

0

f(I,MS)(v, u)dudv −
∫ ∞
γ

∫ γ(1+v)
1+γ

0

f(I,MS)(v, u)dudv

=
∫ ∞
γ

h(v, v)dv −
∫ ∞
γ

h(v,
γ(1 + v)

1 + γ
)dv.

Substituting (41) and (42) into this, then by (39) we get:

F̄YS (γ) =
1

2π

∫ +∞

γ

∫ +∞

−∞
φ(I,MS≤x)(w)g(w, x)dwdx.

where

g(w, x) = e−jwx − 1 + γ

γ
e−jw( 1+γ

γ x−1).

�

APPENDIX F
PROOF OF COROLLARY 5

From Theorem 3, F̄YS is given by (19). For this, we have∫ +∞

−∞
φ(I,MS≤u)(w)g(w, u)dw =

=
∫ +∞

0

(
φ(I,MS≤u)(w)g(w, u)

+ φ(I,MS≤u)(−w, u)g(−w, u)
)

dw. (43)

where φ(I,MS≤u) is given by Corollary 3 and g is given by
(20). Thus, we have for w ∈ [0,+∞):

φ(I,MS≤u)(w, u)g(w, u)

= e−(C1w
α+C2(w,u))

(
ej(C1w

α tan(πα2 )+C3(w,u)−wu)

− 1 + γ

γ
ej(C1w

α tan(πα2 )+C3(w,u)+C4(w,u))
)
.

where C4(w, u) = w(1− 1+γ
γ u). Similarly, for w ∈ [0,+∞):

φ(I,MS≤u)(−w, u)g(−w, u)

= e−(C1w
α+C2(w,u))

(
e−j(C1w

α tan(πα2 )+C3(w,u)−wu)

− 1 + γ

γ
e−j(C1w

α tan(πα2 )+C3(w,u)+C4(w,u))
)
.

These result in

φ(I,MS≤u)(w, u)g(w, u) + φ(I,MS≤u)(−w, u)g(−w, u)

= 2e−(C1w
α+C2(w,u))

×
(
− 1 + γ

γ
cos
(
C1w

α tan(
πα

2
) + C3(w, u) + C4(w, u)

)
+ cos

(
C1w

α tan(
πα

2
) + C3(w, u)− wu

))
.

Substituting this into (43) and then by (19) we obtain (21). �
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