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Abstract—It is of prime importance to reveal the structure
of wireless multi-access interference distributions to compute
many performance bounds and metrics for wireless networks
such as transmission capacity, outage probability and bit-error-
rate. However, at the present, there are no closed form expres-
sions for the multi-access interference distributions in wireless
networks apart from a very special case. This paper presents
a principled methodology towards the resolution of this bottle-
neck by establishing rates of convergence of the multi-access
interference distribution to a Gaussian distribution for any given
bounded power-law decaying path-loss function G. In particular,
it is shown that the interference distribution converges to the
Gaussian distribution with the same mean and variance at a
rate 1√

λ
, where λ > 0 is the intensity of the homogenous planar

Poisson point process generating node locations.

I. INTRODUCTION

Wireless networks are often interference limited due to
the broadcast nature of the wireless medium, which makes
the interference characterization an important issue for a
lot of research problems involving signal-to-interference-plus-
noise-ratio calculations. Since the level of wireless multi-
access interference (WMAI) at a receiver node in a wireless
network depends on the overall network geometry (locations of
interfering nodes as well as numerous other wireless channel
dynamics), computation of the exact WMAI distributions is
mathematically intractable in most practical scenarios. Except
for one special case [1], i.e., the case in which the signal
power decays according to the unbounded power-law decaying
path-loss function t−4, there are no closed form expressions
available for the WMAI distributions.
Therefore, it becomes necessary to resort to numerical

methods to compute the WMAI distributions by modeling
WMAI as a power-law shot-noise process. Even though al-
gorithmic perspectives based on fast Fourier transforms [2] to
numerically compute power-law shot-noise distributions and
densities are promising, they are of limited interest and im-
portance in the context of wireless networking as the numerical
computation cannot provide closed form expressions revealing
structural dependencies between the WMAI distributions and
network design parameters to assess the wireless network
performance under candidate/existing wireless communication

technologies.
Other approaches in the field include various approximation

techniques based on LePage series [3], Edgeworth expansion
[4] or geometrical considerations [5] to estimate the WMAI
distributions, and thereby obtain simple and insightful upper
and lower bounds on the related performance quantities of
interest in spatial wireless networks, e.g., [6] and [7]. In
particular, this paper is close in spirit to [5] in that the authors
of [5] also obtained upper and lower bounds on the normalized
WMAI distribution with provably small gaps between the
computed bounds and the actual WMAI distribution when the
transmitted signal power decays according to the unbounded
power-law path-loss model. 1
In contrast to most earlier work in the field, one dis-

tinctive aspect of this paper is that we work with general
bounded power-law decaying path-loss functions to calculate
the WMAI distributions, which often complicates analysis
significantly. The main motivation for working with bounded
path-loss models is recent findings pointing out that the
unrealistic singularity of the unbounded path-loss model at 0
leads to unexpected deviations on the final computed WMAI
distributions, e.g., see [8] and [9].
Secondly, this paper presents a principled methodology

employing advanced distribution approximation techniques
[10] to handle general bounded path-loss models efficiently
in WMAI distribution computations.
Last but not least, this paper establishes the rates of conver-

gence of the WMAI distributions to the Gaussian distribution
with the same mean and variance, and the bounds on the
goodness of this approximation. This rate is equal to c(x)√

λ
,

where λ is the intensity of the homogenous planar Poisson
point process generating node locations, and c(x) > 0 is a
function which depends on the shape of the path-loss model,
and the point x ∈ R at which we want to estimate the
interference distribution function. c(x) approaches zero for
large values of |x|, i.e., absolute value of x, which makes
the bounds on the WMAI distributions tight for any given λ.
1To be more precise, they focus on the distribution of the normalized

inverted signal-to-interference-ratio in [5], which is, in essence, the same as
computing the WMAI distribution.
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Moreover, the supremum of c(x) over x is a small constant,
which allows us to obtain uniform rates of convergence as a
function of λ.

A. Related Work
The efforts for characterizing the structure of WMAI in

wireless networks by using stochastic geometry can be traced
back to as early as 1978 [11]. Sousa et al. applied similar
techniques, e.g., [1] and [12], in the 1990s to assess the
performance of spread spectrum wireless networks as well as
to find optimum transmission ranges in these networks. Subse-
quently, several approximation techniques appeared in the field
to approximate the level of WMAI in wireless networks, and
then use these results for the network performance analysis,
e.g., [3], [4] and [5]. The model and the problem set-up of this
work is related to all of these previous papers dealing with
the WMAI characterization in wireless networks but with one
very crucial distinction that this paper focuses on more realistic
general bounded path-loss models at the physical layer.
Since interference in a wireless network is a specific in-

stance of a shot-noise process, the results of this paper are also
related to a more general body of work on shot-noise processes
[13] and [14]. The paper [13] establishes many properties
of the power-law shot-noise process on the line such as its
moment generating functions, moments and cumulants. For a
very specific bounded power-law decaying impulse response
function driving the power-law shot-noise process, [13] also
briefly mentions that the amplitude distribution of the power-
law shot-noise process converges to the Gaussian form without
any formal proof for this convergence and without establishing
rates of convergence.
Our results are closest to those of [14] as they also es-

tablished the uniform rates of convergence for the amplitude
distribution of the shot-noise process. When compared with
[14], our results are different than those of [14] in three
aspects. Firstly, we give both uniform and non-uniform Berry-
Esseen types of bounds on the WMAI distributions. The non-
uniform bounds allow us to tightly approximate the WMAI
distributions for extreme interference values even for small
finite values of λ. Secondly, error terms appearing in our
uniform Gaussian approximation formulas are seven times
better than those in [14], which is a very important point
since we are estimating numbers in [0, 1]. Finally, this paper
presents a principled and simpler methodology to establish
Gaussian approximation results, which offers an evolutionary
path for many novel applications to wireless communications
and networking. The proof technique used in [14] depends on
obtaining general lemmas on probabilities of large deviations
and on the rate of normal convergence by using character-
istic functions, which is usually more complicated than the
approach employed in this paper.

II. NETWORK MODEL

We consider a planar network in which transmitters are
distributed according to a homogenous planar Poisson point
process with intensity λ, denoted by PPP(λ), over R2. Location

of the kth transmitter is represented by Xk. The transmitter
location process Nλ is represented by Nλ =

∑

k δXk
, where

δXk
(A) = 1 if Xk ∈ A ⊆ R2, and zero otherwise.
We consider the case in which all transmitters transmit

with the same power P . For the signal power attenuation in
the wireless medium, we consider a bounded monotone non-
increasing path-loss function G : [0,∞) $→ [0,∞), which
asymptotically decays to zero at least as fast as t−α for some
path-loss exponent α > 2, without any fading. Therefore, the
received signal power at a distance t will be given by PG(t).
The analysis in the next section can also be generalized to
the case where transmission powers are random variables,
and there are fading effects corrupting received signals. We
also believe that the same analysis can be further extended to
non-homogenous point processes by appropriately modifying
Lemma 1, all of which will be subject to our future work in
the field. As it is common in most of the earlier works, we will
also assume an ALOHA-type medium access control (MAC)
layer mediating node transmissions.
We place a test receiver node at the origin, and consider

signals coming from all other transmitters, whose locations are
given by Nλ, as interference to this test receiver node. Without
loss of generality, we focus on the distribution of WMAI seen
by the test receiver node placed at the origin for the rest of
the paper. Due to Slivnyak’s theorem [16], the interference
statistics seen by any other receiver node placed at any other
point in R2 are the same.
The level of WMAI at the origin is given by the shot-noise

process

Iλ =
∞
∑

k=1

PG (|Xk|) , (1)

where |Xk| is the distance of the kth transmitter to the
origin. Iλ is a random variable since transmitter locations
{Xk, k ≥ 1} are random variables. Therefore, different node
configurations result in different levels of interference at the
test receiver. In the next section, we will show that the distri-
bution of Iλ can be approximated by a Gaussian distribution.

III. WMAI DISTRIBUTION AND RATES OF CONVERGENCE
TO THE GAUSSIAN DISTRIBUTION

This section presents calculations for approximating the
WMAI distributions as a Gaussian distribution, and establishes
the rates of convergence for this approximation as the intensity
of the homogenous planar Poisson point process generating
node locations increases.
There are several equivalent ways to represent a PPP(λ)

on R2. Since the level of interference caused by a node
depends on its distance to the test receiver node, the most
convenient representation for our purposes in this paper is the
one obtained by transforming and marking (see [15] for the
details of marking and transforming of Poisson processes) a
PPP(1) on [0,∞), which is given as

Nλ
d
=

∑

k

δ„

q

Γk
λπ

cos(Θk),
q

Γk
λπ

sin(Θk)

«, (2)
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whereX
d
= Y means two random variablesX and Y are equal

in distribution, Θk’s are independent and indentically dis-
tributed (i.i.d) random variables with uniform distribution on
[0, 2π], and Γk =

∑k
i=1 Ei, where Ei’s are i.i.d random vari-

ables with unit exponential distribution. This representation
allows us to take Xk

d
=

(

√

Γk

λπ
cos (Θk) ,

√

Γk

λπ
sin (Θk)

)

,

and |Xk|
d
=

√

Γk

λπ
. By using Poisson process transformations

one more time, one can further show that the distances between
the origin and the points ofNλ form a Poisson point process on
[0,∞) with mean measure µλ ([0, t]) = λπt2, and the density
pλ(t) = 2λπt1{t≥0}. This density hints us how to choose the
sequence of random variables approximating Iλ in distribution
in Lemma 1. Furthermore, by using Laplace functionals of
Poisson processes (see [15] for details) and pλ(t), we have
the following Laplace transform for Iλ:

LIλ
(s) = E

[

e−sIλ

]

= exp

(

−2λπ

∫ ∞

0

(

1 − e−sPG(t)
)

tdt

)

.

We will need some auxiliary results to prove the main ap-
proximation result of the paper. The next lemma shows that the
distribution of Iλ can be approximated as a limit distribution of
a sequence of random variables In, i.e., In

d→ Iλ as n → ∞.
Lemma 1: For each n, let Un,1, Un,2, · · · , Un,%λπn2& be i.i.d

random variables with common density q(t) = 2t
n2 1{0≤t≤n},

where (·) is the smallest integer greater than or equal to its
argument. Let In =

∑(λπn2)
k=1 PG (Un,k). Then, In converges

in distribution to Iλ, which is shown as In
d→ Iλ, as n → ∞.

Proof: We will show that LIn
(s) converges

to LIλ
(s) point-wise as n goes to infinity. Since

Un,1, Un,2, · · · , Un,%λπn2& are independent, we have

LIn
(s) =

(

1 +
2

n2

∫ n

0

(

e−sPG(t) − 1
)

tdt

)(λπn2)
.

Note that e−sPG(t) − 1 = O (t−α) as t → ∞. Since α > 2,
∫∞
0

(

e−sPG(t) − 1
)

tdt < ∞. This implies limn→∞ LIn
(s) =

LIλ
(s).
Definition 1: For any a > 0, we say a sequence of random

variables {Yk}∞k=1 converges to another random variable Y in
the ath moment if limk→∞ E [|Y a

k − Y a|] = 0.
Note that, for any given a > 0, the above definition is also

equivalent to the L1 convergence of the sequence {Y a
k }∞k=1 to

the limit random variable Y a.
For the Gaussian convergence result, we also need the

convergence of In to Iλ in the first and second moments. With
probability one convergence of a sequence of random variables
{Yk}∞k=1 to another random variable Y implies the conver-
gence in the first moment if the collection {Yk}∞k=1 is uni-
formly integrable, i.e., limM→∞ supk E

[

|Yk| 1{|Yk|>M}
]

=
0. A sufficient condition for uniform integrability is to
have supk E [ϕ (Yk)] < ∞ for any function ϕ ≥ 0 with
limt→∞

ϕ(t)
t

= ∞ (see [18] for details).
The next lemma, Lemma 2, establishes the uniform in-

tegrability of {Ia
n} for any a > 0. Therefore, by using

Skorohod’s theorem [17] and Lemma 2, we can show that
In converges to Iλ in the ath moment for any a > 0, which
is a stronger condition than the convergence in the first and
second moments only.
Lemma 2 (Uniform Integrability Lemma): For any a > 0,

sup
n

E [Ia
n] < ∞.

Proof: For any t ≥ 0, we have ta ≤ eat. Thus,

E [Ia
n] ≤ E

[

eaIn

]

=

(

1 +
2

n2

∫ n

0

(

eaPG(t) − 1
)

tdt

)(λπn2)
.

Since G is bounded, we have ‖G‖∞ = supt∈[0,∞) |G(t)| <
∞. Since G(t) = O (t−α) as t → ∞ for some α > 2, we can
find positive constants B1 and B2 such that G(t) ≤ B1t

−α

for all t ≥ B2. Thus,

E [Ia
n] ≤

(

1 +
2

n2

∫ B2

0

(

eaP‖G‖
∞ − 1

)

tdt

+
2

n2

∫ ∞

B2

(

eaPB1t−α

− 1
)

tdt

)(λπn2)
. (3)

Since eaPB1t−α − 1 = O (t−α) as t → ∞ and α > 2, all the
integrals in (3) are finite. Thus, there exists a constant C such
that

E [Ia
n] ≤

(

1 +
C

n2

)(λπn2)

and

sup
n

E [Ia
n] ≤ eCλπ < ∞.

We are now ready to state the main theorem of the paper.
Theorem 1: For all x ∈ R,

∣

∣

∣

∣

∣

Pr

{

Iλ − E [Iλ]
√

Var (Iλ)
≤ x

}

− Φ(x)

∣

∣

∣

∣

∣

≤
c(x)√

λ
, (4)

where E [Iλ] = 2λπP
∫∞
0 G(t)tdt, Var (Iλ) =

2λπP 2
∫∞
0 G2(t)tdt, Φ(x) = 1√

2π

∫ x

−∞ e−
t
2

2 dt, which
is the standard normal cumulative distribution function
(CDF), and c(x) = 1√

2π

R

∞

0
G3(t)tdt

(
R

∞

0
G2(t)tdt)

3
2

min
(

0.7975, 31.935
1+|x|3

)

.

Proof: We let

mn,k = E [PG (Un,k)] =
2P

n2

∫ n

0
G(t)tdt,

mn = E [In] =
⌈

λπn2
⌉

mn,k,

σ2
n,k = Var (PG (Un,k))

=
2P 2

n2

(

∫ n

0
G2(t)tdt −

2

n2

(
∫ n

0
G(t)tdt

)2
)

and

σ2
n = Var (In) =

⌈

λπn2
⌉

σ2
n,k.

Since In converges to Iλ in the first and second moments,
we have E [Iλ] = limn→∞ mn = 2λπP

∫ ∞
0 G(t)tdt and
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Var (Iλ) = limn→∞ σ2
n = 2λπP 2

∫ ∞
0 G2(t)tdt.2 We will

focus on the following normalized random variables

ξn,k =
PG (Un,k) − mn,k

σn
(5)

for n ≥ 1 and 1 ≤ k ≤
⌈

λπn2
⌉

. Note that E [ξn,k] = 0 and
∑(λπn2)

k=1 E

[

ξ2
n,k

]

= 1 for all k and n. We use the following
Gaussian approximation result (see [10]) to finish the proof.
Theorem 2: Let ξ1, ξ2, · · · , ξj be independent random

variables with zero means and
∑j

i=1 E
[

ξ2
i

]

= 1. Let
χ =

∑j
i=1 E

[

|ξi|3
]

. Then,
∣

∣

∣
Pr

{

∑j
i=1 ξi ≤ x

}

− Φ(x)
∣

∣

∣
≤

χmin
(

0.7975, 31.935
1+|x|3

)

for all x ∈ R.
Our random variables, ξn,k’s, are already in the correct

form to apply Theorem 2. We need to calculate χn =
∑(λπn2)

k=1 E
[

|ξn,k|3
]

. To this end, we define t%n as t%n =
inf {t ≥ 0 : PG(t) < mn,k}. Then,

E
[

|ξn,k|3
]

=
2

σ3
nn2

(

∫ t$

n

0
(PG(t) − mn,k)3 tdt

+

∫ n

t$
n

(mn,k − PG(t))3 tdt

)

.

First, note that
∫ n

t$
n

(mn,k − PG(t))3 tdt ≤ m3
n,k

n2

2

=
4P 3

n4

(
∫ n

0
G(t)tdt

)3

= O
(

n−4
)

.

Secondly, note that (PG(t) − mn,k)3 1{0≤t≤t$
n
} ≤ P 3G3(t)

and P 3
∫∞
0 G3(t)tdt < ∞ since G(t) = O (t−α) as t → ∞

for some α > 2. t%n approaches infinity as n increases since
mn,k goes to zero with increasing n. Therefore, by using the
dominated convergence theorem, we have

lim
n→∞

∫ t$

n

0
(PG(t) − mn,k)3 tdt = P 3

∫ ∞

0
G3(t)tdt.

As a result, we calculate χn as

χn =
⌈

λπn2
⌉

E
[

|ξn,1|3
]

=
2
⌈

λπn2
⌉

σ3
nn2

(

∫ t$

n

0
(PG(t) − mn,1)

3
tdt

+

∫ n

t$
n

(mn,1 − PG(t))3 tdt

)

→
1√
2λπ

∫ ∞
0 G3(t)tdt

(∫∞
0 G2(t)tdt

)
3

2

as n → ∞.

2These results can also be verified by using the Campbell’s formula.

We finish the proof as follows. Let c′(x) =

min
(

0.7975, 31.935
1+|x|3

)

. By using Theorem 2, we have
∣

∣

∣

∣

∣

∣

∣

Pr











(λπn2)
∑

k=1

ξn,k ≤ x











− Φ(x)

∣

∣

∣

∣

∣

∣

∣

≤ χnc′(x), ∀x ∈ R. (6)

By using Lemma 1 and Lemma 2, we have

(λπn2)
∑

k=1

ξn,k
d→

Iλ − E [Iλ]
√

Var (Iλ)
as n → ∞. (7)

Taking the limit of both sides in (6), we have

lim
n→∞

∣

∣

∣

∣

∣

∣

∣

Pr











(λπn2)
∑

k=1

ξn,k ≤ x











− Φ(x)

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

Pr

{

Iλ − E [Iλ]
√

Var (Iλ)
≤ x

}

− Φ(x)

∣

∣

∣

∣

∣

≤
1√
λ

1√
2π

∫∞
0 G3(t)tdt

(∫∞
0 G2(t)tdt

)
3

2

min

(

0.7975,
31.935

1 + |x|3

)

.(8)

We note that the Gaussian approximation bound we derived
in Theorem 1 is a combination of two different types of Berry-
Esseen bounds, one of which is a uniform bound and the
other one is a non-uniform bound. The non-uniform bound is
designed to be tight for large values of |x|. On the other hand,
the uniform bound is tighter for moderate values of |x|. We
will further analyze these points in detail in the next section.
One easy corollary of Theorem 1 is the following.
Corollary 1:

sup
x∈R

∣

∣

∣

∣

∣

Pr

{

Iλ − E [Iλ]
√

Var (Iλ)
≤ x

}

− Φ(x)

∣

∣

∣

∣

∣

≤
c√
λ

, (9)

where c = 0.7975√
2π

R

∞

0
G3(t)tdt

(
R

∞

0
G2(t)tdt)

3
2

.

We remark that the inequality (9) is given with almost seven
times larger constant 2.21 (rather than 0.7975√

2π
) in [14] (Equa-

tion 7.1).

IV. GAUSSIAN APPROXIMATION BOUNDS AND
SIMULATION RESULTS

In this section of the paper, we present our numerically
computed Gaussian approximation bounds and simulation
results confirming the theoretical predictions in Section III.
For the numerical study, we focused on two different path-
loss models G1(t) = 1

(1+t)α (Fig. 1) and G2(t) = 1
1+tα (Fig.

2) with α = 4 for various values of λ. Similar conclusions
continue to hold for other path-loss models and different values
of α greater than 2.
For the simulation study, we built a C-Simulator in order

to perform Monte-Carlo simulations to simulate the WMAI
CDFs. We simulated the WMAI distributions for the same
path-loss models again: G1(t) = 1

(1+t)α (Fig. 3) and G2(t) =
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Fig. 1. Upper and lower bounds on the centered and normalized WMAI
CDFs for the path-loss function G1(t) = 1

(1+t)α and α = 4.
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Fig. 2. Upper and lower bounds on the centered and normalized WMAI
CDFs for the path-loss function G2(t) = 1

1+tα and α = 4.

1
1+tα (Fig. 4). In Figs. 3 and 4, we plotted the simulated
WMAI distributions for two different choices of α, i.e., 3
and 5, under various values of λ. Similar results continue
to hold for other bounded path-loss models and different
values of α greater than 2. For each different choice of the
path-loss model, path-loss exponent and node intensity, we
computed the interference power level at the origin for 10000
random node configurations in order to estimate the WMAI
distributions.
In Figs. 1 and 2, we observe two different regimes in

our computed bounds, i.e., Φ(x) + c(x)√
λ
and Φ(x) − c(x)√

λ
,

for the the centered and normalized WMAI, i.e., Iλ−E[Iλ]√
Var(Iλ)

,
distributions. For the moderate values of x, our uniform Berry-
Esseen bound gives better upper and lower bounds around the
normal CDF for the interference distribution. On the other
hand, for the large (greater than 3.4) absolute values of x, our
non-uniform Berry-Esseen bound becomes a better estimator
for the interference distribution. Our bounds can be used to
bound the probability of outage in a wireless communications
setting. Such bounds will be at least seven times sharper than
those based on the convergence results in [14].
For any fixed value of λ, the gap between the upper and
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Fig. 3. Comparison of the simulated centered and normalized WMAI CDFs
with the normal CDF for the path-loss function G1(t) = 1

(1+t)α , α = 3 and
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Fig. 4. Comparison of the simulated centered and normalized WMAI CDFs
with the normal CDF for the path-loss function G2(t) = 1

1+tα , α = 3 and
5.

lower bounds vanish at a rate O
(

|x|−3
)

as the interference
power increases. When λ increases, the upper and lower
bounds approach the normal CDF at a rate 1√

λ
, and we start to

approximate the WMAI interference distribution as a Gaussian
distribution increasingly more accurately. When the upper and
lower bounds on the WMAI distribution are compared for
different path-loss models, we see that they become tighter
for G2(t). This is because the path-loss dependent constant,
i.e.,

R

∞

0
G3(t)tdt

(
R

∞

0
G2(t)tdt)

3
2

, appearing in Theorem 1 is smaller for

G2(t) than that for G1(t) (see Table I).
For the simulation study, we focused on very small to

moderate values of λ to illustrate the Gaussian convergence
result predicted by Theorem 1, and to understand the effect of
small values of λ on the WMAI distributions. As observed in
Figs. 3 and 4, the deviations between the normal distribution
and the simulated WMAI distributions are prominent for very
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TABLE I
PATH-LOSS DEPENDENT GAUSSIAN APPROXIMATION CONSTANT

 

R

∞

0
G

3(t)tdt

(
R

∞

0
G2(t)tdt)

3
2

!

Path-loss model Path-loss exponent (α)

α = 3 α = 4 α = 5

G1(t) =
1

(1 + t)α
1.564 2.3838 3.1688

G2(t) =
1

1 + tα
1.0501 1.1972 1.2713

sparse networks, i.e., λ = 0.1. On the other hand, there is
a good match between the normal CDF and the simulated
WMAI distributions for small to moderate values of λ, i.e.,
λ = 1 and λ = 10. When λ is around 10 nodes per unit
area, the match between the simulated distributions and the
normal distribution is almost perfect for both path-loss models
and path-loss exponents. Even when λ is around 1, it is still
very good. These observations in conjunction with Theorem
1 illustrate the utility of the Gaussian approximation of the
WMAI distributions for small and large values of λ. They
also indicate the potential to further tighten the upper and
lower bounds that we derive in this paper.
When the effect of small and large values of α on the WMAI

distributions is analyzed, it is seen that the match between the
simulated WMAI distributions and the normal distribution is
slightly better for small values of α (e.g., for λ = 0.1 in
Fig. 3, the maximum deviation between the simulated WMAI
distribution and the normal distribution is 0.14 and 0.3 for
α = 3 and 5, respectively.). This is an expected result when we
compare the path-loss model dependent constants appearing
in Theorem 1 (see Table I). When we compare the effect
of different path-loss models on the Gaussian approximation,
we observe that the match between the simulated WMAI
distributions and the normal distribution is slightly better for
G2(t) (e.g., when λ = 0.1 and α = 5, the maximum deviation
between the simulated WMAI distribution and the normal
distribution is 0.3 and 0.21 for Figs. 3 and 4, respectively.).
This is also expected when we compare the path-loss model
dependent constants appearing in Theorem 1 (see Table I).

V. CONCLUSIONS

In this paper, we have analyzed wireless multi-access inter-
ference (WMAI) distributions for general bounded power-law
decaying path-loss functions. We have shown that the WMAI
distribution converges to the Gaussian distribution at a rate
c(x)√

λ
if the transmitted signal power decays to zero according

to a general bounded power-law decaying path-loss function
G, where λ is the intensity of the homogenous planar Poisson
point process generating node locations, and c(x) > 0 is a
function which depends on G and the point x ∈ R at which we
want to estimate the interference distribution. c(x) approaches
zero as |x| increases, which makes our bounds tight for any
finite value of λ. An explicit expression for c(x) appearing in

our approximation results has also been provided.
We have performed both a numerical study and extensive

simulations to illustrate the theoretical results. We have ob-
served a very good match between the simulated (centered and
normalized) WMAI distributions and the normal distribution
with zero mean and variance one even for moderately small
values of λ. Since there are no closed form expressions
available for the WMAI distributions under general bounded
path-loss models at the present, these results are expected to
help researchers in the field significantly by simplifying the
derivation of closed form expressions for various performance
bounds and metrics in important wireless communications
and networking research problems involving the signal-to-
interference-plus-noise-ratio calculations.
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