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Filtre PHD multi-ible : proposition d'extensions au asmulti-apteurRésumé : Le pistage multi-ible se trouve onfronté au double problème suivant : l'état du système etla olletion de mesures ne sont pas ordonnés et leurs dimensions varient aléatoirement au ours du temps.Dans e ontexte, l'utilisation des ensembles aléatoires �nis apporte un adre de résolution partiulièrementpertinent et e travail s'intéresse plus partiulièrement au �ltre PHD (Probability Hypothesis Density)introduit par Mahler.La première partie de e rapport (jusqu'à la setion 4) est une synthèse des travaux de Mahler et seveut pédagogique : elle reprend en détail la onstrution du �ltre PHD mono-apteur. En se basant surles éléments de solution proposés par Mahler, la deuxième partie (à partir de la setion 5) propose desextensions du �ltre au as multi-apteur.Mots-lés : Pistage Multi-apteur/Multi-ible, PHD, Ensembles Aléatoires Finis
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Multi-sensor/multi-target PHD �ltering 41 IntrodutionThis doument deals with the Probability Hypothesis Density (PHD) �lter as a solution for multi-targetBayesian �ltering. The aim of this doument is to desribe the setting of the single-sensor/multi-targetPHD �lter as provided by Mahler, and to propose several paths for an extension to the multi-sensorase. Although the desription of the single-sensor ase (setions 2, 3 and 4) relies heavily on Mahler'swork on the topi ([1℄, [2℄), the author found nonetheless important to desribe it thoroughly sine itprovides ground for the disussion on the multi-sensor ase. Pleaste note that this work may be seen asunomprehensive and may ontain mistakes sine it mainly re�ets the author's modest understanding ofMahler's work on PHD �ltering.Setion 2 provides the general framework of multisensor-multitarget Bayesian �ltering, that is, it desribesthe problem to solve. The de�nition of the PHD and a brief desription of the fundamental steps whihallows the onstrution of the PHD-equivalent formulas out of the Bayesian equations are then given inorder to provide an insight on the "logial �ow" whih leads the onstrution of the single-sensor/multi-target PHD �lter.Setion 3 desribes some basis on the Finite Set Statistis (FISST) alulus and gives some tools whihwill be required to "translate" the Bayesian formulas into their PHD-equivalent (setion 4). Note thatsome important mathematial proofs are given in setion 7. As other material in these �rst setions,it is strongly based on Mahler's work ([1℄, [2℄). However, the author did not fully grasp several proofsgiven in [1℄ and found it interesting to reformulate them in order improve its understanding on the topi.Moreover, inluding these proofs allows this doument to be as omprehensive as possible.In setion 5, the extension of the single-sensor/multi-target PHD equation to the multi-sensor ase arepresented. Then, a few leads are disussed in order to simplify the Bayes update equations in a moretratable form. Note that this report is a �rst version and fouses on theoretial results. Works are inprogress to validate the assumptions on the proposed extensions.
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Multi-sensor/multi-target PHD �ltering 52 Multi-sensor/multi-target Bayesian �lteringIn the general multisensor-multitarget Bayesian framework, the time update and data update equationsat step k + 1 are given by the following formulas:
fk+1|k(X |Z(k)) =

∫

fk+1|k(X |W )fk|k(W |Z(k))δW (1)
fk+1|k+1(X |Z

(k+1)) =
fk+1(Zk+1|X)fk+1|k(X |Z(k))

∫
fk+1(Zk+1|W )fk+1|k(W |Z(k))δW

(2)where:� X = {x1, ..., xn} is a multi-target state, i.e. a �nite set of elements xi de�ned on the single-targetspae X ; 1� Zk+1 = {z1, ..., zm} is the urrent multi-sensor observation, i.e. a olletion of measures zi produedat time k + 1 by all the sensors;� Z(k) =
⋃

t6k Zt is the olletion of observations up to time k;� fk|k(W |Z(k)) is the urrent multi-target posterior density in state W ;� fk+1|k(X |W ) is the urrent multi-target Markov transition density, from state W to state X ;� fk+1(Z|X) is the urrent multi-sensor/multi-target likelihood funtion.Although equations (1) and (2) may seem similar to the lassial single-sensor/single-target Bayesiansequations, they are generally untratable beause of the presene of the set integrals. Integrals in (1) and(2) are indeed omputed over multi-target sets rather than single-target states. Beause multi-target setsbelongs to multi-target spaeX =
⋃

n>0 X
n, to ompute every possible set one must ompute every possibledimension (i.e number of target) n, and for eah n ompute every possible n-state olletion (x1, ..., xn).Likewise, the onstrution of the multi-target transition funtion fk+1|k or the multi-sensor/multi-targetlikelihood funtion fk+1 may be tedious in many traking problems.Hene the introdution of the PHD:De�nition 2.1. ([1℄ p.1154) The Probability Hypothesis Density (PHD) is the density Dk|k(x|Z(k)) de-�ned on single-target state spae X whose integral ∫

S
Dk|k(x|Z(k))dx on any region S ⊂ X is the expetednumber Nk|k(S) =

∫
|X ∩ S|fk|k(X |Z(k))δX of targets ontained in S.Although de�ned on single-state spae X , the PHD enapsulates information on both target numberand states and therefore provides a nie alternative to umbersome multitarget posterior fk|k(X |Z(k)).Furthermore, should the posterior be approximated as a multitarget Poisson as required later (see setion4.2), Mahler proved ([1℄, theorem 4 p.1166) that the best Poisson approximation - in an information-theoreti sense - has an intensity equal to its PHD Dk|k(x|Z(k)).

1The state xi of a target is usually omposed of its position, its veloity, et.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 6Assuming that propagating the PHD is su�ient enough for an aurate estimation of target numberand target states, the hallenge is to �nd the PHD-equivalent of Bayes formulas (1) and (2) in order topropagate densities Dk+1|k(x|Z(k)) and Dk+1|k+1(x|Z
(k+1)) rather than multi-target densities. Essentially,the onstrution of the PHD follows from the following points:1. The multitarget prior fk|k an be seen as a probability distribution fΞ of a random �nite set Ξ;2. Thanks to Finite Set Statistis (FISST) alulus, fΞ and its multimoment densities an be on-struted as set derivatives of its probability generating density funtional (PGFl) GΞ[h];3. Under ertain assumptions - partiularly on the target motion model - the PGFl GΞ[h] an beonstruted expliitly;4. The PHD Dk|k is the �rst-moment density of the multitarget prior fk|k.Therefore, under the same assumptions, the PHD Dk|k an be onstruted expliitly. Likewise, the multi-target Bayes equations an be "translated" in expliit PHD-equivalent formulas.Although the losed-form PHD-equivalent of the time update equation (1) requires no strong assumptionon the multitarget posterior (see setion 4.1), this is not true for the data update equation (1), whihrequires the multitarget posterior to be approximately Poisson (see setion 4.2). But, even with thisassumption, the PHD-equivalent remains tratable in the single-sensor ase only. That is why a few leadsare disussed in setion 5 in order to simplify the Bayesupdate equation in the multi-sensor ase.
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Multi-sensor/multi-target PHD �ltering 73 Finite set statistis and generalized FISST multi-target alulus3.1 Multi-target states and �nite setsThe multitarget state X = {x1, ..., xn} an be formulated equivalently by a point proess Ξ on spae X .If we further assume that the elements xi are distints, then the orresponding simple point proess (orrandom �nite set - RFS) Ξ is equivalently desribed by the ounting measure NΞ(S) = |Ξ ∩ S| or theDira δΞ(x) =
∑

w∈Ξ δw(x). From now on, this assumption will be onsidered valid so that multi-targetsets and the posterior densities an be desribed using FISST alulus.A RFS Ξ is haraterized by the family of its Janossy densities jΞ,1(x1), jΞ,2(x1, x2)... (see [3℄ for a thoroughdesription). These densities are symmetri in all arguments (sine elements in Ξ are unordered), vanishwhenever two elements are equal (sine Ξ is simple), and are jointly normalized:
∞∑

n=0

1

n!

∫

jΞ,n(x1, ..., xn)dx1...dxn = 1 (3)The multitarget posterior fk|k(X |Z(k)) an then be desribed using the Janossy densities of the orre-sponding RFS Ξk|k:
fk|k({x1, ..., xn}|Z

(k)) = jΞk|k,n(x1, ..., xn) (4)Beause multi-target densities must be desribed as simple RFS in order to use the onvenient FISSTalulus rules as explained later, an important onsequene is that fk|k({x1, ..., xn}|Z(k)) = 0 whenevertwo elements xi, xj are equal. Whether this might have unwanted onsequenes on PHD �ltering in ertainases (e.g. very lose targets in spae X ) is an interesting question to be answered.3.2 Probability generating funtionalsThe probability generating funtionals (PGFls) are a generalization of the belief-mass funtions that willprove to be onvenient tools to ompute both multi-target posteriors and PHDs.De�nition 3.1. ([1℄ p.1161) Let Ξ be a RFS on X with density fΞ and h a real-valued funtion suh that
∀x ∈ X , 0 6 h(x) 6 1. The PGFl GΞ of Ξ is de�ned as:

GΞ[h] =

∫

hXfΞ(X)δX 2 (5)Note that the PGFl GΞ is the funtional generalization of the belief-mass set funtion βΞ sine:
∀S ∈ X , βΞ(S) =

∫

1X
S fΞ(X)δX = GΞ[1S ] (6)where 1S is the indiator funtion on S. Mahler provides the following intuitive interpretation of thisfuntional. If h(x) is seen as the detetion probability of a sensor's �eld of view on a single target spae X ,then GΞ[h] is the probability of some RFS Ξ (desribing a multi-target state, for example) to be inludedin the �eld of view. In that sense, the PGFls an be seen as a generalization of belief-mass funtions onfuzzy subsets - with h as their membership funtion - rather than on "ertain states" S.2hX =

Q

x∈X h(x), h∅ = 1RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 8An important property that will be used to build PGFls is shared with the belief-funtion. If Ξ =
Ξ1 ∪ ... ∪ Ξn it the union of independent RFSs, then their respetive PGFls GΞ, GΞ1 , ...GΞn

are linked bythe following relation:
∀h, GΞ[h] =

∏

i

GΞi
[h] (7)3.3 Set derivatives and funtional derivativesIn a similar fashion than the gradient derivative of real funtions G(x) on X are de�ned, the gradientderivative of a PGFl G[h] in funtion diretion g is given by:

∂G

∂g
[h] = lim

ǫ→0

G[h + ǫ.g]−G[h]

ǫ
(8)The PGFls being the "funtional onterpart" (although expanded) of the "set" belief-mass funtions,Mahler showed using set derivatives rules that gradient derivatives on PGFls are equivalent to set deriva-tives on belief-mass funtions. That is, for all multi-target set X = {x1, ..., xn} for all subset S ⊂ X :

δnβΞ

δx1...δxn
(S) =

∂nGΞ

∂δx1 ...∂δxn

[1S] (9)That is, the set derivative in the singleton {x} is the onterpart of the gradient derivative in Dira deltafuntion δx (also alled funtional derivative in x). Hene the following simpli�ed notation of gradientderivatives:De�nition 3.2. ([1℄ p.1162) The funtional derivatives of PGFl G[h] in distint points x1, ..., xn are:
δ0G

δx0
[h] = G[h] (10)

δG

δx1
[h] =

∂G

∂δx1

[h] (11)
δnG

δx1...δxn
[h] =

∂nG

∂δx1 ...∂δxn

[h] (12)3.4 Some essential properties of funtional derivativesLet G[h] = h(x1) for some x1 ∈ X , then:
δG

δx
[h] = δx(x1) (13)The proof is given in setion 7.1.Let G[h] =

∫
h(x)f(x)dx, then:

δG

δx
[h] = f(x) (14)The proof is given in setion 7.2.

RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 9Proposition 3.1. Let Ξ be a RFS with density fΞ and PGFl GΞ, X = {x1, ..., xn} a RFS of distintpoints of X , then:
fΞ(X) =

δnGΞ

δx1...δxn
[0] (15)The proof is given in setion 7.3.3.5 Multitarget moment densitiesDe�nition 3.3. ([1℄ p.1162) Let Ξ be a RFS on X with density fΞ. Its moment density DΞ is de�ned as:

DΞ(X) =

∫

fΞ(X ∪W )δW (16)The funtion of n variables DΞ({x1, ..., xn}) is the moment of order n (or n-th moment) of Ξ.The moment density DΞ(X) of a given multi-target set X = {x1, ..., xn} an be seen as the relativelikelihood that a realisation of the RFS Ξ ontains at least the points x1, ..., xn. Therefore, if the statespae X is a single-target spae, DΞ(X) an be seen as the relative likelihood that there are at least ntargets, with distint states x1, ..., xn.As for the density fΞ, the moment density DΞ an be omputed as a set derivative of the PGFl.Theorem 3.1. ([1℄ p.1162) Let Ξ be a RFS with density fΞ, moment density DΞ and PGFl GΞ, X =
{x1...xn} a olletion of distint points of X , then:

DΞ(X) =
δnGΞ

δx1...δxn
[1] (17)The proof is given in setion 7.4.The following alulus rule is an example of the use of the �rst moment in order to ompute set integrals.Proposition 3.2. ([1℄ p.1163) Let Ξ be a RFS with density fΞ and moment density DΞ and PGFl GΞ,and h a real-valued funtion on X . Then:

∫

hY fΞ(Y )δY =

∫

h(y)DΞ({y})dy 3 (18)In partiular, setting h = δx gives ([1℄ p.1162) :
∀x ∈ X , DΞ({x}) =

∫

δY (x)fΞ(Y )δY 4 (19)The proof an be found in setion 7.5.Another important result involves PGFls and funtional tranformation:Proposition 3.3. ([1℄ p.1163) Let h → Φ[h] be a funtional transformation suh that Φ[1] = 1. Let GΞbe a PGFl with orresponding moment density DΞ, and G the funtional de�ned by G[h] = GΞ[Φ[h]] forall h, with orresponding moment density D. Then:
D({x}) =

∫

Dw({x})DΞ({w})dw (20)where Dw is the orresponding moment density of the PGFl Φw de�ned by Φw[h] = Φ[h](w).The proof is given in setion 7.6.3hX =
P

x∈X h(x), h∅ = 04δY (x) =
P

y∈Y δy(x), δ∅ = 0RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 10The fundamental result for later is that the PHD is the �rst moment density:Theorem 3.2. ([1℄ p.1163) Let Ξk|k be a multitarget RFS with density fk|k(X |Z(k)) and moment density
Dk|k(X |Z(k)). Then, for any region S ⊂ X :

∫

S

Dk|k({x}|Z(k))dx = E(|Ξk|k ∩ S|) (21)That is, the �rst-moment density equals the PHD almost everywhere:
Dk|k({x}|Z(k)) = Dk|k(x|Z(k)) (22)The proof is given in setion 7.7.Equation (21) is fundamental beause it provides the PHD with a traditionnal statistial interpretation.Being the �rst moment density, the PHD an be seen as the "expetation" in the multitarget spae.Indeed, the set integral ∫ X.fk|k(X |Z(k))δX does not exist sine the sum operator has no sense in thelass of �nite sets, hene the absene of a "onventional" expetation operator.Note also that the ombination of results (17) and (22) allows the omputation of the PHD as a setderivative, sine:
DΞ(x) = DΞ({x}) =

δGΞ

δx
[1] (23)Sine the PHD Dk|k(x|Z(k)) is merely the �rst-moment of the multi-target density fk|k(X |Z), propagatingthe PHD rather than the multi-target density redues the information available on targets. Although thisost is neessary to transform general Bayes equations in their more tratable PHD-equivalents, one mustkeep it in mind for the design of a pratial �lter.

RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 114 Single-sensor/multi-target PHD �ltering4.1 Time update equationThe hallenge is to �nd the onterpart of the set-based Bayes time update equation (1), repeated here:
fk+1|k(X |Z(k)) =

∫

fk+1|k(X |W )fk|k(W |Z(k))δWFirst, some assumptions on the target model must be made in order to shape the orresponding PGFls.It is assumed that, at time k:� Eah existing target i, with state xi
k, dies with a probability 1− ps(x

k
i ); 5� If it survives, target xi

k evolves towards state xi
k+1 with probability distribution fE

k+1|k(.|xi
k);� For eah existing target with state xi

k, a olletion of spawned targets Y i
k+1 is reated whose proba-bility distribution is fS

k+1|k(.|xi
k);� A olletion of spontaneous birth targets Yk+1 is reated whose probability distribution is fB

k+1|k(.);� The evolution, spawning and spontaneous proesses are statistially indendent onditionnaly on themultitarget state Xk of existing targets.Note that the transition fE
k+1|k(.|xi

k) is a state funtion, but the spawning fS
k+1|k(.|xi

k) and the birth
fB

k+1|k(.) proesses are still set funtion. The above assumptions on the target transition model arefundamental beause they allow the "deoupling" of the set transition funtion fk+1|k(.|W ) in a muhsimpler state funtion fE
k+1|k(.|xi

k). Therefore, with no additional assumptions on spawning or birthproesses, the sole part of the PGFl of the multi-target state RFS Ξk+1|k whih is ontruted expliitly isthe transition part and we have:Proposition 4.1. ([1℄ p.1164) Conditionnaly on previous multi-target set X, the multi-target RFS Ξk+1|kwith density fk+1|k(Y |X) has a PGFl Gk+1|k[h|X ] equal to:
Gk+1|k[h|X ] = (1− ps + ps.p

E
h )X .(pS

h )X .pB
h (24)where:� pE

h (.) is the funtion pE
h (x) =

∫
h(y)fE

k+1|k(y|x)dy;� pS
h(x) is the PGFl of the spawning multi-target RFS ΞS

k+1|k(x);� pB
h is the PGFl of the spontaneous birth multi-target RFS ΞB

k+1|k.The proof is given in setion 7.8.
5ps(.) = ps,k+1(.), time subsripts are omitted for simpliity's sake.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 12From the onstrution of the PGFl, the time update formula follows:Theorem 4.1. ([1℄ p.1167) The time update equation is given by:
Dk+1|k(x) = bB

k+1|k(x) +

∫ (

ps(w)fE
k+1|k(x|w) + bS

k+1|k(x|w)
)

Dk|k(w)dw (25)where:� Dk+1|k(x) = Dk+1|k(x|Z(k)) is the PHD of the time updated multi-target RFS Ξk+1|k;� Dk|k(x) = Dk|k(x|Z(k)) is the PHD of the posterior multi-target RFS Ξk|k; 6� bS
k+1|k(x|w) is the PHD of the spawning multi-target RFS ΞS

k+1|k(w);� bB
k+1|k(x) is the PHD of the spontaneous birth multi-target RFS ΞB

k+1|k.The proof is given in 7.9.Theorem 4.1 allows (in theory) the omputation of the time updated expeted number of targets Nk+1|ksine, aording to de�nition 2.1:
Nk+1|k =

∫

Dk+1|k(x)dx

=

∫

bB
k+1|k(x)dx +

∫ [(

ps(w) +

∫

bS
k+1|k(x|w)dx

)

Dk|k(w)

]

dw (26)However, depending on the shape of the spawning and spontaneous birth proesses, the omputation ofintegrals ∫ bB
k+1|k(x)dx and ∫ bS

k+1|k(x|w)dx for all w may be triky. In order to overome this di�ulty,the set funtions of the spawning and spontaneous birth proesses an be "deoupled" in state funtions sothat their PGFl, and heneforth their PHD, an be onstruted expliitly. As for the transition funtion,this requires additionnal assumptions. It is ommon to assume than spawning and spontaneous birthproesses are Poisson, i.e.:
fS

k+1|k(Y |x) = exp(−λS
k+1|k(x))

∏

y∈Y

λS
k+1|k(x)sS

k+1|k(y|x) (27)
fB

k+1|k(Y ) = exp(−λB
k+1|k)

∏

y∈Y

λB
k+1|ksB

k+1|k(y) (28)where:� ∀x, IS(y|x) = λS
k+1|k(x)sS

k+1|k(y|x) with λS
k+1|k(x) > 0 and ∫ sS

k+1|k(y|x)dy = 1 is the intensity ofthe spawning proess in y originating from target in x;� IB(y) = λB
k+1|ksB

k+1|k(y) with λB
k+1|k > 0 and ∫ sB

k+1|k(y)dy = 1 is the intensity of the spontaneousbirth proess in y.
6Dk|k(x) is stated as "posterior" sine it is the density whih results from the Bayes update following the previousobservation.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 13The following proposition is a useful tool when dealing with Poisson proesses:Proposition 4.2. ([1℄ p.1164) Let Ξ be a RFS whose density fΞ(X) is Poisson with intensity I(x) andparameter λ =
∫

I(x)dx. Then:� Its moment density DΞ is DΞ(X) =
∏

x∈X I(x);� Its PGFl GΞ is DΞ[h] = exp(I[h]− λ).where I[h] is the funtional I[h] =
∫

h(x)I(x)dx.The proof is given in 7.10.Sine the PHD is the �rst-moment density (see (22)) and therefore the intensity (see proposition 4.2above), then the Poisson assumption immediately leads to the following simpli�ed versions of theorem 4.1and equality (26):Corollary 4.1. ([1℄ P.1167) If the spawning and spontaneous birth proesses are Poisson with respetiveintensities IS(y|x) = λS
k+1|k(x)sS

k+1|k(y|x) and IB(y) = λB
k+1|ksB

k+1|k(y), the time update equation is givenby:
Dk+1|k(x) = λB

k+1|ksB
k+1|k(x) +

∫ (

ps(w)fE
k+1|k(x|w) + λS

k+1|k(w)sS
k+1|k(x|w)

)

Dk|k(w)dw (29)Furthermore, the time updated expeted number of targets Nk+1|k is given by:
Nk+1|k = λB

k+1|k +

∫ (

ps(w) + λS
k+1|k(w)

)

Dk|k(w)dw (30)From now on, we will assume spawning and spontaneous birth proesses to be Poisson so that results fromorollary 4.1 are valid.4.2 Single-sensor data update equationThe hallenge is to �nd the onterpart of the set-based data update equation (2), repeated here:
fk+1|k+1(X |Z

(k+1)) =
fk+1(Zk+1|X)fk+1|k(X |Z(k))

∫
fk+1(Zk+1|W )fk+1|k(W |Z(k))δWFirst, some assumptions on the observation model must be made in order to shape the orrespondingPGFls. It is assumed that, at time k:� Eah existing target i, with state xi

k, is deteted with probability 1− pd(x
k
i ); 7� If it is deteted, target xi

k produes a single observation z ∈ Z with probability distribution
fO

k+1(.|x
k
i ) = Lz(x

k
i ) (Lz is the vraisemblane funtion) ;� A olletion of false alarms are reated, who is assumed Poisson with parameter λ and intensity

λ.c(.);� The observation proesses on eah target are statistially independent, onditionnaly on the multi-target set Xk of existing targets.7pd(.) = pd,k+1(.), time subsripts are omitted for simpliity's sake.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 14Proposition 4.3. ([1℄ p.1168) Conditionnaly on previous multi-target set X, the single-sensor/multi-target observation RFS Σk+1|k with density fk+1(Zk+1|X) has a PGFl Gk+1[g|X ] equal to:
Gk+1[g|X ] = (1− pd + pd.p

O
g )X .eλ.c[g]−λ (31)where:� pO

g (.) is the funtion pO
g (x) =

∫
g(z)fO

k+1(z|x)dz;� c[.] is the false alarm funtional c[g] =
∫

g(z)c(z)dz.The proof is given in 7.11.In order to �nd the PHD-equivalent of the set-based data update, an assumption on the time updatedPHD (i.e. the density Dk+1|k resulting from orollary 4.1) is neessary (see below). From now on, it willbe assumed that time updated distribution fk+1|k(X |Z(k)) is approximately Poisson with intensity µs andparameter µ 8. The following de�nition introdues the "ross-terms". Even though these terms were notoined by Mahler, they will be introdued sine they will play an important role in the extension to themulti-sensor ase (see setion 5).De�nition 4.1. Let g be a real-valued funtion de�ned on observation spae Z suh that ∀z ∈ Z [j],
0 6 g[j](z) 6 1. Let h be a real-valued funtion de�ned on state spae X suh that ∀x ∈ X , 0 6 h(x) 6 1.Assume that the time updated distribution fk+1|k(X |Z(k)) is approximately Poisson with intensity µs andparameter µ. Then, the generi single-sensor ross-term is the funtional de�ned by:

β[g, h] = λc[g]− λ + µs
[
h(1− pd + pdp

O
g )
]
− µ (32)where:� pO

g is the funtion pO
g (x) =

∫
g(z)fO

k+1(z|x)dz;� c is the false alarm funtional c[g] =
∫

g(z)c(z)dz.As for the PGFLs, g and h an be seen as fuzzy membership funtions in observation spae Z and targetstate spae X respetively. When di�erentiated in a single point of state spae x and/or observation spae
z, the generi ross-term beomes set in x and/or z:De�nition 4.2. Let β[g, h] be the generi single-sensor ross-term. Let x ∈ X be any point in targetspae. The single-sensor ross-term set in point x is de�ned by:

β[g, δx] =
δ

δx
β[g, h]Let z ∈ Zk+1 be one of the urrent measures, where Zk+1 is assumed non empty. The single-sensorross-term set in z is de�ned by:

β[δz, h] =
δ

δz
β[g, h]The single-sensor ross-term set in x and z is de�ned by:

β[δz , δx] =
δ

δz
β[g, δx](=

δ

δx
β[δz, h])8µs(.) = µk+1|ksk+1|k(.), time subsripts are omitted for simpliity's sakeRR n° 0123456789



Multi-sensor/multi-target PHD �ltering 15The following proposition gives an expliit expression of the set ross-terms and provides ground for theirintuitive interpretation:Proposition 4.4. With the same notations as in de�nition 4.2, we have:
β[g, δx] = µ(1− pd(x) + pd(x)pO

g (x))s(x)

β[δz, h] = λc(z) + µs[hpdLz]

β[δz , δx] = µpd(x)Lz(x)s(x)In partiular, setting g = 0, h = 1 gives:
β[0, δx] = µ(1− pd(x))s(x) (33)
β[δz , 1] = λc(z) + µs[pdLz] (34)

β[δz , δx] = µpd(x)Lz(x)s(x) (35)The proof is given in 7.12. These ross-terms an therefore be seen as the likelihood that:� β[0, δx]: a target is in state x and is undeteted by the urrent observation;� β[δz , δx]: a target is in state x, is deteted and produes measure z;� β[δz , 1]: a measure is produed in point z.Sine β[δz, 1] is the likelihood that a measure is produed in point z, it overs both possible events that
z is a false alarm ("λc(z)") or z is produed by an underlying target ("µs[pdLz]", whih an be seen asan "expetation" over state spae). Note also that, aording to the results of the proposition above, aross-term whih is set in several observation points (e.g. δ2

δz2δz1
β[g, h] = δ

δz2
β[δz1 , h]) and/or in severalstate points (e.g. δ2

δx2δx1
β[g, h] = δ

δx2
β[g, δx1 ]) equals to zero. Indeed, under the observation model, thelikelihood that several targets produe a single measure and, alternatively, the likelihood that severalmeasures are produed by a single target are null.Finally, the single-sensor data update formula an be onstruted with derivatives of the generi single-sensor terms and onstruted expliitely as follows:Theorem 4.2. ([1℄ p.1168) Let Zk+1 = {z1, ..., zm} be the set of urrent measures. Assuming that thetime updated distribution fk+1|k(X |Z(k)) is approximately Poisson with parameter µ and intensity µs(x),the data update equation is given by:

Dk+1|k+1(x) ≃

[
δ
δx

(
δm

δz1...δzm
eβ[g,h]

)]

g=0,h=1
[

δm

δz1...δzm
eβ[g,h]

]

g=0,h=1

=



1− pd(x) +
∑

z∈Zk+1

pd(x)Lz(x)

λc(z) + Dk+1|k[pdLz]



 .Dk+1|k(x)(36)where:� Dk+1|k+1(x) = Dk+1|k+1(x|Z
(k+1)) is the PHD of the data updated multi-target RFS Ξk+1|k+1;� Dk+1|k(x) = Dk+1|k(x|Z(k)) is the PHD of the time updated multi-target RFS Ξk+1|k;� Dk+1|k[h] is the funtional Dk+1|k[h] =

∫
h(x)Dk+1|k(x)dx.The proof is given in 7.13.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 165 Extension to the multi-sensor aseAs it an be seen in proof 7.13, the single-sensor data update equation is tratable beause the setderivatives on the single-sensor ross-terms are easy to ompute. Although it is quite straightforward toexpand the ross-terms to multi-sensor ones and to write the multi-sensor data update equation as setderivatives of these expanded ross-terms, �nding a losed-form expression of the data updated multi-sensor PHD (as an equivalent to theorem 4.2) is hallenging. Some leads will be disussed in this setionin order to answer it.Note that the time update equation does not involve the observation proess (see theorem 4.1) and istherefore idential in the single-sensor and multi-sensor ases.5.1 Multi-sensor data update equationAssume that, at time k, eah sensor j ∈ [1 N ] produes measures independently of the others aordingto the observation model desribed in setion 4.2:� Eah existing target i, with state xi
k, is deteted with probability 1− p

[j]
d (xk

i );� If it is deteted, target xi
k produes a single observation z[j] ∈ Z [j] with probability distribution

f
O,[j]
k+1 (.|xk

i ) = L
[j]
z (xk

i );� A olletion of false alarms are reated, whih is assumed Poisson with parameter λ[j] and intensity
λ[j]c[j](.);� The observation proesses on eah target are statistially independent, onditionnaly on the multi-target set Xk of existing targets.Further assume that the time updated distribution fk+1|k(X |Z(k)) is approximately Poisson with param-eter µ and intensity µ.s(x). Then, expanding the ross-terms de�ned in the proof of the single-sensor dataupdate equation (see proof in setion 7.13) gives:De�nition 5.1. For all j ∈ [1 N ], let g[j] be a real-valued funtion de�ned on observation spae Z [j] suhthat ∀z ∈ Z [j], 0 6 g[j](z) 6 1. Let h be a real-valued funtion de�ned on state spae X suh that ∀x ∈ X ,

0 6 h(x) 6 1. The generi multi-sensor ross-term β[g[1], ..., g[N ], h] is the funtional de�ned by:
β[g[1], ..., g[N ], h] =

N∑

j=1

(λ[j]c[j][g[j]]− λ[j]) + µs



h

N∏

j=1

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)



− µ (37)where:� p
O,[j]

g[j] (.) is the funtion p
O,[j]

g[j] (x) =
∫

g[j](z)f
O,[j]
k+1 (z|x)dz;� c[j][.] is the false alarm funtional c[j][g[j]] =
∫

g[j](z)c[j](z)dz.As for the single-sensor ase, g[1], ..., g[N ] and h an be seen as fuzzy membership funtions in observationspae Z [1], ...,Z [N ] and target state spae X respetively. Sine any target may be deteted by up to Nsensors and hene may produe up to N di�erent measures, one in eah observation spaes Z [i]. Therefore,the generi multi-sensor ross-term an be set in a single state x and/or any ombination of measures, atmost one per sensor:RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 17De�nition 5.2. Let β[g[1], ..., g[N ], h] be the generi-ross term. Let x ∈ X be any element in target spae.The multi-sensor ross-term set in point x is de�ned by:
β[g[1], ..., g[N ], δx] =

δ

δx
β[g[1], ..., g[N ], h]Let 1 6 M 6 N and σ be an indexing funtion suh that σ1, ...σM are the inreasing indexes in [1 N ] ofany M distint sensors among the N ones. For any sensor σj , let z[σj] ∈ Z

[σj ]
k+1 be one of the urrentmeasures of sensor j, where Z

[σj ]
k+1 is assumed non empty. The multi-sensor ross-term set in z[σ1], ..., z[σM ]is de�ned by:

β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], h] =
δM

δz[σ1]...δz[σM ]
β[g[1], ..., g[N ], h]The multi-sensor ross-term set in measures z[σ1], ..., z[σM ] and target state x is de�ned by:

β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], δx] =
δM

δz[σ1]...δz[σM ]
β[g[1], ..., g[N ], δx]

(=
δ

δx
β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], h])The following proposition gives an expliit expression of the set ross-terms and provides ground for theirintuitive interpretation:Proposition 5.1. With the same notation as in de�nition 5.2, we have:

β[g[1], ..., g[N ], δx] = µ

N∏

j=1

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)

β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], h] =







λ[σ1]c[σ1](z[σ1]) + µs



h
(

p
[σ1]
d L

[σ1]

z[σ1]

) ∏

j 6=σ1

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)



(M = 1)

µs



h

M∏

i=1

(

p
[σi]
d L

[σi]

z[σi]

) ∏

j /∈σ([1 M ])

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)



(M > 1)

β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], δx] = µ

M∏

i=1

(

p
[σi]
d (x)L

[σi ]

z[σi]
(x)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)
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Multi-sensor/multi-target PHD �ltering 18In partiular, setting g[1] = 0, ..., g[N ] = 0, h = 1 gives:
β[0, ..., 0, δx] = µ

N∏

j=1

(

1− p
[j]
d (x)

)

s(x) (38)
β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, 1] =







λ[σ1]c[σ1](z[σ1]) + µs





(

p
[σ1]
d L

[σ1]

z[σ1]

) ∏

j 6=σ1

(

1− p
[j]
d

)



(M = 1)

µs





M∏

i=1

(

p
[σi]
d L

[σi]

z[σi]

) ∏

j /∈σ([1 M ])

(

1− p
[j]
d

)



(M > 1) (39)
β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, δx] = µ

M∏

i=1

(

p
[σi]
d (x)L

[σi ]

z[σi]
(x)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (x)

)

s(x) (40)The proof is given in 7.14. One simpli�ed, these ross-terms have an intuitive interpretation and an beseen as the likelihood that:� β[0, ..., 0, δx]: a target is in state x and is undeteted by the urrent observation;� β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, 1]: measures are produed in points z[σj], j ∈ [1 M ] by a single soure;� β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, δx]: a target is in state x, is deteted by sensors σj , j ∈ [1 M ] only andprodues measures z[σj ], j ∈ [1 M ].Note that the false alarm term λ[i]c[i](z[i]) vanished in β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, 1] whenever M > 2.Indeed, ross-terms quantify the likelihood of the "link" between several points, at most one in state spae(hene only one fuzzy membership funtion on X , namely h), at most one in eah of the observation spaes(hene one fuzzy membership funtion per observation spae Z [i], namely g[i]). Hene, eah ross-termquanti�es the likelihood that the measures are produed by a single soure. If there is only one measure(i.e. M = 1), the measure an be either produed by an underlying target or by the false alarm proess;if there are at least two measures (i.e. M > 1), all the measures are produed by a single target.As it will be seen later, the ase where several measures from di�erent sensors are produed by false alarmproesses is overed by a ombination of ross-terms. For example, the produt β[δz[1] , 0, 1].β[0, δz[2] , 1]stands for the likelihood that measures z[1] and z[2] are produed by di�erent soures, eah one an beprodued by an underlying target or by a false alarm proess, provided that the (eventual) underlyingtargets are di�erent. On the other hand, the ross-term β[δz[1] , δz[2] , 1] stands for the likelihood thatmeasures z[1] and z[2] are produed by a single soure, whih is neessarily a single underlying target.As for the single-sensor ase, a ross-term whih is set in several observation points from the sameobservation spae (e.g. δ2

δz
[1]
2 δz

[1]
1

β[g[1], g[2], h] = δ

δz
[1]
2

β[δ
z
[1]
1

, g[2], h]) and/or in several state points (e.g.
δ2

δx2δx1
β[g[1], g[2], h] = δ

δx2
β[g[1], g[2], δx1 ]) equals to zero. Indeed, under the observation model, the likeli-hood that several targets produe a single measure and, alternatively, the likelihood that several measuresare produed by a single target are null.The multi-sensor data update equation an then be onstruted as the ratio of set derivatives from thegeneri multi-sensor ross-term:RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 19Proposition 5.2. For all sensor j ∈ [1 N ], let Z
[j]
k+1 = {z

[j]
1 , ..., z

[j]
m[j]} be the set of urrent measuresprodued by sensor j. Assuming that the time updated distribution fk+1|k(X |Z(k)) is approximately Poissonwith parameter µ and intensity µs(x), the data update equation is given by:

Dk+1|k+1(x) ≃

[

δ
δx

(

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

eβ[g[1],...,g[N ],h]

)]

g[1]=0,...,g[N ]=0,h=1
[

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

eβ[g[1],...,g[N ],h]

]

g[1]=0,...,g[N ]=0,h=1

(41)where:� Dk+1|k+1(x) = Dk+1|k+1(x|Z
(k+1)) is the PHD of the data updated multi-target RFS Ξk+1|k+1;� Dk+1|k(x) = Dk+1|k(x|Z(k)) is the PHD of the time updated multi-target RFS Ξk+1|k;� Dk+1|k[h] is the funtional Dk+1|k[h] =

∫
h(x)Dk+1|k(x)dx.The proof is given in 7.15.Equation (41) an be omputed through the sole ross-terms de�ned above. The formula is widelyimpratial nonetheless, beause there is no easy analytial expression suh as in the single-sensor ase.Indeed, the omputation of the set derivatives of the PGFl eβ[g[1],...,g[N ],h] requires two steps: �rst, everypossible ross-term must be omputed; then follows the omputation of every ombination of these ross-terms that is involved in the numerator or denominator. For example, assuming that there are threesensors, that the �rst one produed a single measure z

[1]
1 , the seond produed two measures z

[2]
1 , z

[2]
2 andthe third one none. Then, the data update equation gives:

Dk+1|k+1(x) ≃

[

δ
δx

(

δ3

δz
[1]
1 δz

[2]
1 δz

[2]
2

eβ[g[1],g[2],g[3],h]

)]

g[1]=0,g[2]=0,g[3]=0,h=1
[

δ3

δz
[1]
1 δz

[2]
1 δz

[2]
2

eβ[g[1],g[2],g[3],h]

]

g[1]=0,g[2]=0,g[3]=0,h=1

(42)A loser look at the denominator gives:
e−β[0,0,0,1].

[

δ3

δz
[1]
1 δz

[2]
1 δz

[2]
2

eβ[g[1],g[2],g[3],h]

]

g[1]=0,g[2]=0,g[3]=0,h=1

= β[δ
z
[1]
1

, 0, 0, 1].β[0, δ
z
[2]
1

, 0, 1].β[0, δ
z
[2]
2

, 0, 1] + β[δ
z
[1]
1

, δ
z
[2]
1

, 0, 1].β[0, δ
z
[2]
2

, 0, 1] + β[δ
z
[1]
1

, δ
z
[2]
2

, 0, 1].β[0, δ
z
[2]
1

, 0, 1](43)Note that the denominator is omposed of three terms, eah one is the produt of a various numberof ross-terms suh that among one term, eah measure appears one only. Eah term represents thelikelihood that a partiular ombination of soures produed the urrent measures. For example, the term
β[δ

z
[1]
1

, 0, 0, 1].β[0, δ
z
[2]
1

, 0, 1].β[0, δ
z
[2]
2

, 0, 1] is the likelihood that eah measure was produed by a di�erentsoure (either an underlying target or false alarm proess). The seond term β[δ
z
[1]
1

, δ
z
[2]
1

, 0, 1].β[0, δ
z
[2]
2

, 0, 1]is the likelihood that a single underlying target produed both measures z
[1]
1 and z

[2]
1 , whereas the thirdmeasure was produed by another soure (either another target or a false alarm proess).
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Multi-sensor/multi-target PHD �ltering 20Likewise, the numerator an be expanded as follows:
e−β[0,0,0,1].

[

δ

δx

(

δ3

δz
[1]
1 δz

[2]
1 δz

[2]
2

eβ[g[1],g[2],g[3],h]

)]

g[1]=0,g[2]=0,g[3]=0,h=1

= β[δ
z
[1]
1

, 0, 0, δx].β[0, δ
z
[2]
1

, 0, 1].β[0, δ
z
[2]
2

, 0, 1] + β[δ
z
[1]
1

, 0, 0, 1].β[0, δ
z
[2]
1

, 0, δx].β[0, δ
z
[2]
2

, 0, 1]

+ β[δ
z
[1]
1

, 0, 0, 1].β[0, δ
z
[2]
1

, 0, 1].β[0, δ
z
[2]
2

, 0, δx] + β[δ
z
[1]
1

, δ
z
[2]
1

, 0, δx].β[0, δ
z
[2]
2

, 0, 1]

+ β[δ
z
[1]
1

, δ
z
[2]
1

, 0, 1].β[0, δ
z
[2]
2

, 0, δx] + β[δ
z
[1]
1

, δ
z
[2]
2

, 0, δx].β[0, δ
z
[2]
1

, 0, 1] + β[δ
z
[1]
1

, δ
z
[2]
2

, 0, 1].β[0, δ
z
[2]
1

, 0, δx](44)One again, eah term represents the likelihood that a partiular ombination of soures produed theurrent measures, suh that one of the soures is a target with state x. For example, the term
β[δ

z
[1]
1

, 0, 0, δx].β[0, δ
z
[2]
1

, 0, 1].β[0, δ
z
[2]
2

, 0, 1] is the likelihood that a target is in point x and produed measure
z
[1]
1 , whereas eah one of the remaining measures was produed by a di�erent soure (either an underlyingtarget or false alarm proess).Clearly the omputation beomes tedious when the number of sensor and/or measures per sensor is largeenough, beause the number of ross-terms, the number of terms and the size of the terms enlarge too. Thestep whih seems to be the most omputationaly demanding is the "simulation" of the set di�erentiation,that is the generation of the term as produts of ross-terms (as in (43)), rather than the omputationof the ross-terms afterwards. The following setions deals with some leads to redue the omputationalost of the data update step.5.2 Simpli�ation by target spae partitionAlthough the data update equation (41) involves many ross-terms as seen in examples (43) and (44), someof them may equal to zero. Finding suh ross-terms is interesting beause it redues the number of termto onsider (sine whenever a ross-term vanishes, every term it belongs to vanishes as well) and henesimpli�es the omputation of the data update equation. Moreover, the simpli�ed expression provides theexat same result as the data update equation, sine only void terms are disarded.This setion deals with a solution whih disards void ross-terms based on the partiular on�gurationof the sensors at the urrent time. In the ommon ase where sensors' �eld of views (FOVS) are boundedin state spae and may not ompletely overlap eah other, one an have the intuitive feeling that thePHD Dk+1|k+1 an be updated in any subregion S ⊂ X without taking into aount sensors whose FOVsare "away" from S. The idea is to set a partition of both the sensors and the state spae, suh thateah element in the sensor partition is linked to an element in the state spae partition. Then, the PHD

Dk+1|k+1 omputed in x an be redued by onsidering the points form the same partition element than
x and the sensors from the orresponding element in the sensor partition.
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Multi-sensor/multi-target PHD �ltering 21De�nition 5.3. For any sensor j ∈ [1 N ], let F
[j]
k+1 ⊂ X denote its �eld of view at time k + 1 de�ned as:

∀x ∈ X , x ∈ F
[j]
k+1 ⇔ p[j]

s (x) 6= 0 (45)De�ne the equivalene relation "ross" (↔) between sensors as:
∀i, j ∈ [1 N ], (i↔ j)⇔ (F [i] ∩ F [j] 6= ∅) (46)Let {PS(p)}Pp=1 be the sensor partition of [1 N ] formed by the equivalene lasses of the transitive losureof the "ross" relation. Let {PT (p)}Pp=0 be the spae partition of the state spae X de�ned by: 9

PT (p) =







∁





N⋃

j=1

F [j]



 (p = 0)

⋃

j∈PS(p)

F [j] (p 6= 0)

(47)Finally, for any element PS(p) ot the sensor partition, let np = |PS(p)| denotes the number of sensors in
PS(p), and let p1, ..., pnp

denote the inreasing indexes in [1 N ] of sensors belonging to PS(p).In the de�ntion above, it is assumed that ∀j ∈ [1 N ], F
[j]
k+1 6= ∅. Should any sensor have a void �eld ofview at the urrent time, it would be ignored for the data update step, disarded from the sensor indexes

[1 N ] whih would be reindexed aordingly. Note also that if the ombined FOV of all the sensors is thewhole state spae, PT (0) is empty and should not be onsidered as an element of the state spae partition.The following de�nition introdues the "bounded" ross-terms whose "sope" are limited to one elementof the sensor partition PS(p) and to the orresponding element in the state spae partition PT (p).De�nition 5.4. For any p ∈ [1 P ], de�ne the generi ross-term limited to element PS(p) as:
βp[g

[p1], ..., g[pnp ], h] =
∑

j∈PS(p)

(λ[j]c[j][g[j]]− λ[j]) + µs



h
∏

j∈PS(p)

(1 − p
[j]
d + p

[j]
d p

O,[j]

g[j] )





p

− µwhere s[h]p is the restrition of s[h] to PT (p) ⊂ X , i.e. s[h]p = s[1PT (p)h] =
∫

PT (p)
h(x)s(x)dx.Let x ∈ X be any element in target spae. The bounded ross-term set in target state x is de�ned by:

βp[g
[p1], ..., g[pnp ], δx] =

δ

δx
βp[g

[p1], ..., g[pnp ], h]Let 1 6 M 6 N and σ be an indexing funtion suh that σ1, ...σM are the inreasing indexes in [1 N ] ofany M distint sensors among the N ones. For any sensor σj , let z[σj] ∈ Z
[σj ]
k+1 be one of the urrentmeasures of sensor j, where Z

[σj ]
k+1 is assumed non empty. The bounded ross-term set in z[σ1], ..., z[σM ] isde�ned by:

βp[g
[p1], ..., δz[σ1] , ..., δz[σM ] , ..., g[pnp ], h] =

δM

δz[σ1]...δz[σM ]
βp[g

[p1], ..., g[pnp ], h]9{PS(p)}Pp=1 = {PS,k+1(p)}
Pk+1
p=1

and {PT (p)}Pp=0 = {PT,k+1(p)}
Pk+1
p=0

, time subsripts are omitted for simpliity's sake.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 22The bounded ross-term set in measures z[σ1], ..., z[σM ] and target state x is de�ned by:
βp[g

[p1], ..., δz[σ1] , ..., δz[σM ] , ..., g[pnp ], δx] =
δM

δz[σ1]...δz[σM ]
βp[g

[p1], ..., g[pnp ], δx]

(=
δ

δx
β[g[p1], ..., δz[σ1] , ..., δz[σM ] , ..., g[pnp ], h])That is, the de�nition of the bounded ross-terms is idential to the de�nitions 5.1 and 5.2 of multi-sensor ross-terms exept that only the sensors belonging to an element PS(p) are onsidered. Likewise,proposition 5.1 applies to limited ross terms, where all but the sensors in PS(p) are ignored and the"expetation" is restrited to the subset PT (p) ⊂ X .The following proposition is fundamental beause it provides tools for reduing the general multi-sensorross-terms to the bounded ones:Proposition 5.3. With the same notations as in de�nitions 5.2 and 5.4, we have:

β[g[1], ...,g[N ], δx] =
{

βp[g
[p1], ..., g[pnp ], δx] (∃p ∈ [1 P ], x ∈ PT (p))

µs(x) (x ∈ PT (0))

β[g[1], ...,δz[σ1] , ..., δz[σM ] , ..., g[N ], h] =
{

βp[g
[p1], ..., δz[σ1] , ..., δz[σM ] , ..., g[pnp ], h] (∃p ∈ [1 P ], σ([1 M ]) ⊂ PS(p))

0 (otherwise)

β[g[1], ...,δz[σ1] , ..., δz[σM ] , ..., g[N ], δx] =
{

βp[g
[p1], ..., δz[σ1] , ..., δz[σM ] , ..., g[pnp ], δx] (∃p ∈ [1 P ], σ([1 M ]) ⊂ PS(p), x ∈ PT (p))

0 (otherwise)The proof is given in setion 7.16.The results above have an intuitive interpretation one the fuzzy funtionals g[j] are set to zero and thefuzzy funtional h set to one. First of all, reall that β[0, ..., 0, δx] an be seen as the likelihood that thereis a target in point x and that this target was undeteted by all the sensors. If this target was outsidethe ombined FOV of all the sensors (i.e. x ∈ PT (0)) then the fat that the target remained undetetedbrings no information as this event was to our with probability one. Therefore,β[0, ..., 0, δx] is exatlythe intensity of the PHD Dk+1|k before the data update, i.e. µs(x). On the other hand, if a target xwas inside the ombined FOV of a sensor partition (i.e. x ∈ PT (p)), then the likelihood that this targetremained undeteted by all the sensors is exatly the likelihood that this target remained undeteted bythe sensors of PS(p) only, sine x was to be undeteted by sensors of others partition with probabilityone. Therefore, [β[g[1], ..., g[N ], δx]
]

g[1]=0,...,g[N ]=0
=
[

βp[g
[p1], ..., g[pnp ], δx]

]

g[p1]=0,...,g
[pnp ]

=0
.Likewise, the reformulation of β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, δx] has a straightforward interpretation. Reallthat it an be seen as the likelihood that a target is in point x, that it was deteted by sensors σ1, ..., σMonly and that it produed measures z[σ1], ..., z[σM ]. Sine a target inside subset PT (p) an be deteted byno sensors but the ones inside subset PS(p), it is lear that β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, h] = 0 wheneversensors σ1, ..., σM are not from the same subset.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 23If they all belong to the same subset PS(p) but the target belongs to a subset PT (q), where q 6= p, thentarget x is undeteted by these sensors with probability one, and therefore the likelihood vanishes aswell. However, if all the sensors σ1, ..., σM belong to the same subset PS(p) and the target belongs to theorresponding subset PT (p), then the likelihood β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, δx] equals to the likelihoodlimited to subsets PS(p) and PS(p), i.e., βp[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, δx]. The same arguments are relevantfor the reformulation of the expetation β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, 1].These results lead to the following proposition:Proposition 5.4. Denote by {PS(p)}Pp=1 the sensor partition and by {PT (p)}Pp=0 the orresponding par-tition as desribed in de�nition 5.3. Then proposition 5.2 simpli�es as following:
Dk+1|k+1(x) ≃







Dk+1|k(x) (x ∈ PT (0))

[

δ
δx

(

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβ[g[p1],...,g
[pnp ]

,h]

)]

g[p1]=0,...,g
[pnp ]

=0,h=1
[

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβ[g[p1],...,g
[pnp ]

,h]

]

g[p1]=0,...,g
[pnp ]

=0,h=1

(x ∈ PT (p), p 6= 0)(48)where:� Dk+1|k+1(x) = Dk+1|k+1(x|Z
(k+1)) is the PHD of the Bayes updated multitarget RFS Ξk+1|k+1;� Dk+1|k(x) = Dk+1|k(x|Z(k+1)) is the PHD of the time updated multitarget RFS Ξk+1|k;� ∀j ∈ [1 N ], Z

[j]
k+1 = {z

[j]
1 , ..., z

[j]
m[j]} is the olletion of urrent measures produed by sensor j;� βp[g

[p1], ..., g[pnp ], h] is the generi ross-term limited to sensor partition element PS(p) and targetpartition element PT (p).The proof is given in setion 7.17.The gain in omputational ost when using the partition equation (48) rather than the general equation(41) seems quite di�ult to evaluate, beause we lak a losed-form expression of the set di�erentiationappearing in these equations. Reall that updating the PHD using (41) or (48) requires the generation ofterms whih are the produts of general multi-sensor ross-terms (for (41)) or bounded ones (for (48)). Tobe sure, the number of di�erent ross-terms will be redued with the partition method, but the signi�antomputational gain is likely to stem from the tedious generation of the terms omposing the numerator(see example (44)) and the denominator (see example (43)) of the data update equation. Still, someelements of omparison an be given onsidering:� The number of di�erent ross-terms omputed in eah ase;� The omputational ost of the partition step.Assume that, at urrent step, eah sensor i produes an average of M measures. Assume also that thePHD is implemented with a partile �lter, i.e. the time updated density Dk+1|k is approximated by aolletion of weighted partiles {wj, xj}, the urrent number of partiles being K.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 24Without the partition step, the generi ross-term has N observation funtionals g[i] and one state fun-tional h. Sine eah funtional g[i] an be di�erentiated in any urrent measure produed by sensor i,the number of ross-terms set in a given partile xj is roughly MN . Sine the ross-terms whih denote"expetations" over state spae are approximated by the sum of the orresponding ross-terms set on eahpartile (e.g. β[δ
z
[1]
1

, δ
z
[2]
1

, 0, 1] ≃
∑K

j=1 β[δ
z
[1]
1

, δ
z
[2]
1

, 0, δxj
]), the ross-terms set on eah partile must beomputed; therefore the number of ross-terms Nnp is given by:

N true
β ∼ O

(
K.MN

) (49)With the partition method, the result is similar exept that the overall update is splitted on several"smaller" updates. Assume that partitioning in urrent step gives P elements, eah sensor element has
Np sensors suh that ∑P

p=1 Np = N , and the orresponding partile element has Kp partiles suh that
∑P

p=1 Kp 6 K (some partiles may be outside the ombined FOV of all the sensors, i.e. belong to PT (0)).The number of bounded ross-terms to ompute is therefore:
N

part
β ∼ O

(
P∑

p=1

Kp.M
Np

) (50)In the best-ase senario where the FOVs are disjoints, we have P = N and therefore Np = 1. The multi-sensor update is merely the union of N independant single-sensor updates and N
part
β ∼ O (K.M). In theworst-ase senario, all the FOVs are in the same equivalene lass and N

part
β ∼ N true

β . The partitiontherefore spares the omputation of a signi�ant number of ross-terms in general. Keep in mind, though,that the number of ross-terms does not fully re�et the omplexity of the data update; the same studyon the omplexity of the terms generation would be quite useful too.The partition method nonetheless requires the omputation of sensor and spae partitions at every step
k. The following paragraph provides the pseudo-ode for the partitioning assuming that the PHD isimplemented with a partile �lter. Sine there is a mapping from the sensor partition elements to thestate partition elements, and that the number of sensors N is muh smaller than the partile number K,it is somewhat easier to ompute the sensor partition and dedue the partile partition. The input is aN-by-M binary matrix, alled the over matrix C, where C(i, j) = 0 if p

[i]
D (xj) = 0 (i.e. partile xj liesoutside the FOV of sensor i) and C(i, j) = 1 otherwise. Note that the over matrix is neessary for theomputation of the ross-terms whether the partition method is used or not, thus it should not add up tothe omputational ost of the partition step.
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Multi-sensor/multi-target PHD �ltering 251. Initialize adjaeny matrix A← (C.CT 6= 0) a2. Initialize temp matrix T ← (A2 6= 0)3. While T 6= A:3.1. A← T3.2. T ← (A2 6= 0)4. Initialize partition number p← 05. For i = 1 to sensor number N :5.1. If A(i, :) 6= 05.1.1. If p = 05.1.1.1. Inrement partition number p← 15.1.1.2. Initialize sensor partition matrix Sp(1, :)← A(i, :)5.1.2. Elseif S(:, i) = 05.1.2.1. Inrement partition number p← p + 15.1.2.2. Add a new partition Sp(p, :)← A(i, :)6. Compute partile partition matrix Pp ← (Sp.C 6= 0)aIf A ← (B 6= 0), A is the binary matrix with the same size than B suh that A(i, j) = 1 if B(i, j) 6= 0,
A(i, j) = 0 otherwise.When step 1 is reahed in the pseudo-ode above, the N -by-N adjaeny matrix A is a matrix represen-tation of the ross relation as de�ned in (46), i.e. A(i, j) = 1 if and only if sensor i and j and overlappingFOVs, A(i, j) = 0 otherwise. Note that, sine the state spae is disretised by the olletion of partiles,two FOVs overlap if and only if there is at least one ommon partile x belonging to both FOVs. Whenstep 4 is reahed, A is the matrix representation of the transitive losure of the ross relation. Hene,

A(i, j) = 1 if and only if sensor i and j are in the same equivalene lass of the transitive losure, i.e, theyare in the same sensor partition element. Step 5 simply extrats lines from matrix A to form the sensorpartition matrix Sp, whih is a P -by-N binary matrix, where P is the number of partition, suh that
Sp(i, j) = 1 if and only if sensor j belongs to partition element i. Finally, step 6 omputes the partilepartition matrix Pp, whih is a P -by-K binary matrix suh that Pp(i, j) = 1 if and only if partile j isinside the ombined FOV of the sensor partition element i. Note that some partile xj may be outside theombined FOV of all the sensors (i.e. xj ∈ PT (0)), in suh a ase olumn Pp(:, j) is null in the partitionmatrix. Although it is far less likely, a sensor may fail to appear in any sensor partition element if its FOVontains no partile at all; suh a sensor will be naturally disarded in the data update equation (prop5.4).Note that the partition step has a relatively low omputational ost beause the bulk of the proessinginvolves square matries whose size does not exess the number of sensors N . To be sure, the followingstep is the PHD data update for eah partile whih requires the omputation of bounded ross-termslimited to the urrent partile partition element and the orresponding sensor partition element; thisrequire many memory aesses to the sensor and partile partition matries whih should add up to theoverall omputational ost of the partition method. A thorough omparison of the omplexity of the PHDdata update with and without the partition step would require at least Monte Carlo runs of both methods;a formal expression of the omplexity of both PHD data update equations would be valuable too.
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Multi-sensor/multi-target PHD �ltering 265.3 Approximation by restriting hypothesesAssume that there are N = 3 sensors, that the �rst sensor produed one observation z
[1]
1 , the seondsensor one observation z

[2]
1 and the last sensor two observations z

[3]
1 , z

[3]
2 . Then, as in example (43), thedenominator of the PHD data update an be expanded as follows:

e−β[0,0,0,1]

[

δ4

δz
[1]
1 δz

[2]
1 δz

[3]
1 δz

[3]
2

eβ[g[1],g[2],g[3],h]

]

g[1]=0,g[2]=0,g[3]=0,h=1

=

1st − order term
{

β[δ
z
[1]
1

, 0, 0, 1] . β[0, δ
z
[2]
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, 0, 1] . β[0, 0, δ
z
[3]
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, 1] . β[0, 0, δ
z
[3]
2

, 1]

2nd − order terms







+ β[δ
z
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, 0, 0, 1] . β[0, δ
z
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, δ
z
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, 1] . β[0, 0, δ
z
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, 1]

+ β[δ
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, 0, δ
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z
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z
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z
[3]
2

, 1]

+ β[0, δ
z
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1

, δ
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z
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, 0, δ
z
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+ β[δ
z
[1]
1
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z
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1

, δ
z
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3rd − order terms

{
+ β[δ

z
[1]
1

, δ
z
[2]
1

, δ
z
[3]
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, 1] . β[0, 0, δ
z
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1

, 1]

+ β[δ
z
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1

, δ
z
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1

, δ
z
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, 1] . β[0, 0, δ
z
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, 1]
(51)Sine N = 3 and eah sensor produed at least one measure, the generi ross-term an be �xed in one,two, or three measures. In the expression above, n-th order terms are produts of ross-terms set in atmost n observations, suh that at least one ross-term in the produt is set in n measures.An straightforward approximation of the expression above would be to skip some terms to make the om-putation of the expression easier. Reall that β[0, ..., δz[σ1] , ..., δz[σM ] , ..., 0, δx] an be seen as the likelihoodthat a target is in point x, that it was deteted by sensors σ1, ..., σM only and that it produed measures

z[σ1], ..., z[σM ]. Therefore, a hypothesis restriting the maximum number of sensors whih an detet asingle sensor to a given number Dmax 6 N implies that all ross-terms set in more than Dmax measuresvanish and, therefore, implies that all n-th order terms with n > Dmax vanish as well. However, restritingthe number of detetions per target ontradits the independene of sensors' observation proesses.
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Multi-sensor/multi-target PHD �ltering 27Note that the more drasti approximation, whih skip all terms but the �rst-order one, has the followinglosed-form expression:
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Dk+1|k(x)Note that this equation is somewhat similar to the single-sensor PHD data update (36). Indeed, sine notarget may be deteted by more than one sensor, eah target produes at most on observation in Zk+1,the ombined observation set of all the sensors. Therefore, the ombination of all the sensors may be seenas a "pseudo-sensor"; however, the quantities ∏l 6=j

(

1− p
[l]
d (x)

)

.p
[j]
d (x) are unonsistent beause theyannot be interpreted as detetion probabilities. Mahler proposed in [1℄ another approximation based ona "pseudo-sensor" whih enapsulates all the sensors in a single observation proess, but it also ontraditsthe single observation proesses sine any target produes at most one measure when deteted.In addition to the ontradition with the independene of sensors' observation proesses, this methodhas another notable problem that would require further study to address. Even if utting o� higher-order terms seems appealing beause it spares the omputation of some ross-terms (whih will be set tozero), the omputational gain is likely to be signi�ant only if we an diretly spare the generation of thehigher-order terms. In the example (51) above, rather than �rst generating the 10 terms, then disardthe 2 third-order terms, then omputing the ross-terms omposing the remaining 8 terms, one wouldlike to generate diretly the 8 proper terms (i.e. �rst or seond-order terms only), and then ompute theorresponding ross-terms.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 285.4 Approximation by sequential �lteringSine the omplexity in using the general data update formula (41) seems to arise from the fat that theross-terms involve the measures from all the sensors in a whole, several approximations an be proposedby proessing the sensors sequentially. In this setion, three suh approximations are presented.5.4.1 Produt approximationThe simplest approximation is the produt approximation, similar to the one proposed by Mahler in [2℄ or[1℄:De�nition 5.5. Assuming that time updated density is Poisson with PHD Dk+1|k(x) = µs(x), the produtapproximation of the data update formula is given by:
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is the produt orretor of the i-th sensor.Note that the expression of the produt orretor is similar to the single-sensor PHD data update equation(36). Indeed, C
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P is omputed independently of the other orretors, ignoring all the measures but thoseprodued by sensor i, and we have:
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g[i] )]− µ is the produt ross-term of sensor i.For omparison's sake, the following proposition gives the expanded expression of the produt approxima-tion:Proposition 5.5. The expanded expression of the produt approximation is given by:
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Dk+1|k(x)(54)where the produt denominator of the i-th sensor Den
[i]
P is given by:
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Multi-sensor/multi-target PHD �ltering 29The proof is easily obtained when expanding (52).As it is shown on a simple example later in this doument, the expanded expression of the produtapproximation (54) is similar to the multi-sensor data update expression (41). The numerators in (54)denote all the assoiation ombinations between an eventual target in x and the measures by all thesensors (see example (68)). The exat same numerators are found in the expanded expression of the"exat" mutli-sensor data update (see example (67)). However, the ost of the independant proessing ofthe sensors in the produt approximation is learly seen in the expression of the denominators (55), whihfails at taking into aount eah assoiation ombination sine no "multi-sensor normalization terms" suhas µs[p
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d (x))] appear.5.4.2 Myopi sequential approximationThe seond approximation is the myopi sequential approximation, de�ned by:De�nition 5.6. Assuming that the time updated density is Poisson with PHD Dk+1|k(x) = µs(x), thesequene of intermediate myopi PHDs µ[i]s[i](x) are given by:
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is the myopi orretor of the i-thsensor;� µ[0]s[0](x) = µs(x) = Dk+1|k(x) by onvention.Then, the myopi sequential approximation is simply given by the last intermediate myopi PHD:
Dk+1|k+1(x) ≃ µ[N ]s[N ](x) (57)Again, the expression of the myopi orretor is similar to the single-sensor PHD data update equation(36) sine C
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g[i] )]−µ[i−1] is the myopi ross-term ofsensor i. Unlike the produt ross-terms (see (53)), the myopi ross-terms take into aount the updatedinformation resulting from the proess of previous sensors. However, they ignore the fat that the urrentmeasures from the remaining sensors are yet to be proessed, hene their name.
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Multi-sensor/multi-target PHD �ltering 30For omparison's sake, the following proposition gives the expanded expression of the myopi sequentialapproximation:Proposition 5.6. The expanded expression of the myopi sequential approximation is given by:
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Dk+1|k(x)(59)where the myopi denominator of the i-th sensor Den
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M is given by:
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(60)The proof is given in setion 7.18.One again, the expanded expression of the myopi approximation (59) is similar to the multi-sensor dataupdate expression (41). The numerators in the expanded expression (see example (69)) are idential tothose in the expanded expression of the "exat" multi-sensor data update (see example (67)) or those inthe expanded expression of the produt approximation (see example (68)). Unlike the produt approxi-mation, the myopi approximation does take into aount the proessing of the previous sensors; in somedenominators "multi-sensor normalization terms" suh as
µs
[

(1− p
[1]
d ) · · · (1− p

[N−1]
d )p

[N ]
d L

[N ]
z

] appear. However, the remaining sensors (i.e. those whose measureshave not been proessed yet) are ignored, hene the myopi. That is why some "multi-sensor normaliza-tion terms" suh as µs
[

(1− p
[1]
d ) · · · (1− p

[i−1]
d )p

[i]
d L

[i]
z (1− p

[i+1]
d ) · · · (1− p

[N ]
d )

] will appear in the myopiapproximation on a "trunated" form µs
[

(1− p
[1]
d ) · · · (1− p

[i−1]
d )p

[i]
d L

[i]
z

].
RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 315.4.3 Nonmyopi sequential approximationThe third proposed approximation is the non myopi sequential approximation, de�ned by:De�nition 5.7. Assuming that the time updated density is Poisson with PHD Dk+1|k(x) = µs(x), thesequene of intermediate nonmyopi PHDs µ[i]s[i](x) is given by:
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is the non-myopi orretor of the i-th sensor;� Dk+1|k(x) = µs(x) = µ[0]s[0](x) by onvention.Then, the nonmyopi sequential approximation is simply given by the last intermediate nonmyopi PHD:
Dk+1|k+1(x) ≃ µ[N ]s[N ](x) (62)One more, the expression of the nonmyopi orretor is similar to the single-sensor PHD data updateequation (36) sine C
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g[k] )]− µ[i−1]is the nonmyopi ross-term of sensor i. Unlike the produt ross-terms (see (53)), the nonmyopi ross-terms take into aount the updated information resulting from the proess of previous sensors. Unlikethe myopi ross-terms, they also take into the yet-to-be-proessed sensors, hene their name.For omparison's sake, the following proposition gives the expanded expression of the nonmyopi sequentialapproximation:Proposition 5.7. The expanded expression of the nonmyopi sequential approximation is given by:
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Multi-sensor/multi-target PHD �ltering 32where the nonmyopi denominator of the i-th sensor Den
[i]
N is given by:
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(65)The proof is similar to the myopi ase (see setion 7.18).Again, the expanded expression of the nonmyopi approximation (64) is similar to the multi-sensor dataupdate expression (41). The numerators in the expanded expression (see example (70)) are idential tothose in the expanded expression of the "exat" multi-sensor data update (see example (67)), those in theexpanded expression of the produt (see example (68)) or the myopi approximation (see example (69)).Unlike the myopi ase, no "multi-sensor normalization terms" suh as
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]. In that sense, the nonmyopi approximation seemsloser to the "exat" multi-sensor data update than the myopi approximation.5.4.4 Elements of omparison between the three approximation methodsAlthough these approximations are urrently implemented with partile �ltering methods, no Monte Carloruns have been implemented yet; thus it is fairly di�ult to ompare the three approximations with regardto the "exat" multi-sensor data update, onerning their omplexity as well as their auray. The urrentversion of this doument aims at desribing these approximations rather than testing and omparing them,this next step will nevertheless be neessary in further studies.The easier aspet on whih these approximations an be ompared is perhaps the omplexity. Assumethat, at urrent step, eah sensor i produes an average of M measures. Assume also that the PHD isimplemented with a partile �lter, i.e. the time updated density Dk+1|k is approximated by a olletionof weighted partiles {wj , xj}, the urrent number of partiles being K. Reall that in the single-sensordata update (see (36)), the generi ross-term has one obervation funtional g and one state fontional h.Therefore, the generi ross-term an be set in any one of the M measures of the urrent sensor and/orany one of the K partiles; the number of ross-term to ompute is roughly K.M . By onstrution, thethree approximations are merely sequenes of N single-sensor data updates; indeed, the onstrution ofeah orretor (see de�nitions 5.5, 5.6 and 5.7) is similar to a single-sensor data update (see theorem 4.2).The number of ross-terms N
approx
β for eah approximation roughly N.K.M and we have:

N
approx
β ∼ O(N.K.M) (66)
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Multi-sensor/multi-target PHD �ltering 33Even though the approximation methods spare the omputation of a large number of ross-terms (omparethe result above with result (49)), the most signi�ant omputational gain with the approximations is likelyto stem from the fat that the orretors have nie tratable expressions, whereas the multi-sensor Bayesequation do not. That is, the omputional burden of the generation of the terms in the general ase (seeexample (43)) is unneessary in the omputation of the orretors whether produt, myopi or nonmyopi.However, the number of omputed ross-terms is a limited riteria sine it does not aount for the fatthe ross-terms are di�erent in eah approximation methods, whih may have an e�et on the omplexityas well.Comparing the auray of the three approximation methods through their losed-form expressions (54),(59), (64) seems quite hallenging. Should a losed-form expression of the "exat" multi-sensor dataupdated density (41) were available, one ould use this density as a referene density to ompare the threeapproximated PHDs with the following riteria:1. The expeted number of targets aording to eah PHD;2. The Kullbak-Leibler distane between the normalized referene density and eah normalized PHD.Even if the losed-form expression of the referene density is not available, the same riteria should beomputed on Monte Carlo runs in further studies in order to be able to quantify the auray of eah oneof the approximations. The following paragraph is by no means a rigorous and quantitative omparison,it merely shows the di�erenes between the four PHDs (the "exat" one and the three approximations)on a very simple example.Suppose that there are two sensors, eah one produed a single measure in the urrent time (i.e. Z
[1]
k+1 =

{z
[1]
1 } and Z

[2]
k+1 = {z

[2]
1 }). For larity'sake, 1−p

[1]
d (x) and 1−p

[2]
d (x) will be respetively denoted by q

[1]
d (x)and q

[2]
d (x). Furthermore, sine there is only one measure per sensor, there is no assoiation ambiguityand therefore c[1](z

[1]
1 ), L

[1]

z
[1]
1

(x), c[2](z
[2]
1 ), L

[2]

z
[2]
1

(x) will be respetively denoted by c[1], L[1], c[2] and L[2].The expression of the data update orretors in a given x ∈ X (i.e. the ratio of the data updated PHD
Dk+1|k+1(x) over the time updated orretor Dk+1|k(x)) for eah method are:First, the "referene orretor" is provided by the multi-sensor data update:

Dk+1|k+1(x)

Dk+1|k(x)
≃ q

[1]
d (x)q

[2]
d (x)

+
p
[1]
d (x)L[1](x)q

[2]
d (x)

λ[1]c[1] + µs[p
[1]
d L[1]q

[2]
d ] +

µs[p
[1]
d

L[1]p
[2]
d

L[2]]

λ[2]c[2]+µs[q
[1]
d

p
[2]
d

L[2]]

+
q
[1]
d (x)p

[2]
d (x)L[2](x)

λ[2]c[2] + µs[q
[1]
d p

[2]
d L[2]] +

µs[p
[1]
d

L[1]p
[2]
d

L[2]]

λ[1]c[1]+µs[p
[1]
d

L[1]q
[2]
d

]

+
p
[1]
d (x)L[1](x)p

[2]
d (x)L[2](x)

(λ[1]c[1] + µs[p
[1]
d L[1]q

[2]
d ])(λ[2]c[2] + µs[q

[1]
d p

[2]
d L[2]]) + µs[p

[1]
d L[1]p

[2]
d L[2]]

(67)
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Multi-sensor/multi-target PHD �ltering 34Then, the produt approximation gives:
Dk+1|k+1(x)

Dk+1|k(x)
≃ q

[1]
d (x)q

[2]
d (x)

+
p
[1]
d (x)L[1](x)q

[2]
d (x)

λ[1]c[1] + µs[p
[1]
d L[1]]

+
q
[1]
d (x)p

[2]
d (x)L[2](x)

λ[2]c[2] + µs[p
[2]
d L[2]]

+
p
[1]
d (x)L[1](x)p

[2]
d (x)L[2](x)

(λ[1]c[1] + µs[p
[1]
d L[1]])(λ[2]c[2] + µs[p

[2]
d L[2]])

(68)Then, the myopi sequential approximation gives:
Dk+1|k+1(x)

Dk+1|k(x)
≃ q

[1]
d (x)q

[2]
d (x)

+
p
[1]
d (x)L[1](x)q

[2]
d (x)

λ[1]c[1] + µs[p
[1]
d L[1]]

+
q
[1]
d (x)p

[2]
d (x)L[2](x)

λ[2]c[2] + µs[q
[1]
d p

[2]
d L[2]] +

µs[p
[1]
d

L[1]p
[2]
d

L[2]]

λ[1]c[1]+µs[p
[1]
d

L[1]]

+
p
[1]
d (x)L[1](x)p

[2]
d (x)L[2](x)

(λ[1]c[1] + µs[p
[1]
d L[1]])(λ[2]c[2] + µs[q

[1]
d p

[2]
d L[2]]) + µs[p

[1]
d L[1]p

[2]
d L[2]]

(69)Finally, the nonmyopi sequential approximation gives:
Dk+1|k+1(x)

Dk+1|k(x)
≃ q

[1]
d (x)q

[2]
d (x)

+
p
[1]
d (x)L[1](x)q

[2]
d (x)

λ[1]c[1] + µs[p
[1]
d L[1]q

[2]
d ]

+
q
[1]
d (x)p

[2]
d (x)L[2](x)

λ[2]c[2] + µs[q
[1]
d p

[2]
d L[2]] +

µs[p
[1]
d

L[1]p
[2]
d

L[2]]

λ[1]c[1]+µs[p
[1]
d

L[1]q
[2]
d

]

+
p
[1]
d (x)L[1](x)p

[2]
d (x)L[2](x)

(λ[1]c[1] + µs[p
[1]
d L[1]q

[2]
d ])(λ[2]c[2] + µs[q

[1]
d p

[2]
d L[2]]) + µs[p

[1]
d L[1]p

[2]
d L[2]]

(70)The �rst expression (67) is simply the multi-sensor data update equation (41) applied to this example;it is the referene orretor in the sense that one would like the approximation to be as lose as possibleto the multi-sensor data update equation. The last denominator is a normalization over all the statespae of the assoiation likelihoods, it denote the likelihood that the two urrent measures are produed,either by two di�erent soures ((λ[1]c[1] + µs[p
[1]
d L[1]q

[2]
d ])(λ[2]c[2] + µs[q

[1]
d p

[2]
d L[2]])) or by a single soure(µs[p

[1]
d L[1]p

[2]
d L[2]]). Modifying eah fration suh they have this same denominator provides an intuitiveinterpretation of the orretor. For example, the seond term beomes:

p
[1]
d (x)L[1](x)q

[2]
d (x).(λ[2]c[2] + µs[q

[1]
d p

[2]
d L[2]])

(λ[1]c[1] + µs[p
[1]
d L[1]q

[2]
d ]).(λ[2]c[2] + µs[q

[1]
d p

[2]
d L[2]]) + µs[p

[1]
d L[1]p

[2]
d L[2]]RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 35whih denote the relative likelihood that, given the two urrent measures, the (eventual) target in xprodued the measure z
[1]
1 but was undeteted by the seond sensor (p[1]

d (x)L[1](x)q
[2]
d (x)), whereas theseond measure z

[2]
1 was produed by another soure (λ[2]c[2] + µs[q

[1]
d p

[2]
d L[2]]).A quik glane to the approximated orretors shows that the four numerators are idential to those in thereferene (67), that is, the four possible target in x-to-measure assoiations are overed. However, beausethe measures are proessed sequentially (per sensor) rather than in a whole, eah approximation failsat enumerating all the measure-to-target assoiations in the normalization terms, hene the di�erenesbetween the denominators in the approximated orretors and in the referene orretor.In the produt orretor (68), the bath of measures of eah sensor are proessed independently; therefore,the assoiations of a single soure to measures from di�erent sensors are never overed. In the exampleabove, it is learly shown sine the multi-sensor ross-term µs[p

[1]
d L[1]p

[2]
d L[2]] does not appear. Further-more, ross-terms suh as λ[2]c[2] + µs[q

[1]
d p

[2]
d L[2]] are approximated by λ[2]c[2] + µs[p

[2]
d L[2]] whih failsat onsidering multi-sensor interation. Note the expression of the produt orretor is symmetrial withrespet to both sensors. The strong advantage of the produt orretor lies indeed in the fat that theresulting density does not depend on the order in whih the sensors are proessed.In the myopi orretor ase (69), the sensors are still proessed sequentially but at eah step, the inputis the density resulting from the proessing of the previous sensors rather then the time updated density.In the example above, it means that the proessing of the �rst sensor is equivalent in both produt andmyopi orretors (the ratio p

[1]
d

(x)L[1](x)q
[2]
d

(x)

λ[1]c[1]+µs[p
[1]
d

L[1]]
appears in both (68) and (69)), but the proessing of theseond sensor in the myopi ase does inlude multi-sensor interation with the �rst sensor, whereas theprodut approximation does not. Note that the approximated normalization λ[1]c[1] + µs[p

[1]
d L[1]] (ratherthan λ[1]c[1] + µs[p

[1]
d L[1]q

[2]
d ]) does appear in subsequent denominators in the myopi ase. Indeed, thedenominators are onstruted reursively (see equation (60)) and initial approximations propagate throughthe sequene of denominators. On this example, the myopi orretor seems "loser" to the referene thanthe produt one is, but this proves by no means the superior auray of the myopi method. Note thatthe myopi orretor is inherently asymmetrial with respet to the sensors, the order in whih the sensorsare proessed ould be an important fator ontributing to its relative auray.The nonmyopi method (70) aims at smoothing the suessive approximations propagated through thedenominator of the myopi orretor. In the example above, the ross-term λ[1]c[1] + µs[p

[1]
d L[1]q

[2]
d ] whihis omputed during the proessing of the �rst sensor does take into aount the seond sensor as well.Sine this "exat" ross-term is propagated in subsequent denominators, the nonmyopi orretor seemsevent "loser" to the referene that the myopi orretor is. Note that the nonmyopi ase shares theassymmetry issue with the myopi one.
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Multi-sensor/multi-target PHD �ltering 366 ConlusionThis setion will be �lled when further work will allow the omparison of the several proposed extensionsthrough proper simulations.
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Multi-sensor/multi-target PHD �ltering 377 Mathematial proofs7.1 Property (13)Proof.
δG

δx
[h] =

∂G

∂δx
[h] (using (11))

= lim
ǫ→0

G[h + ǫ.δx]−G[h]

ǫ
(using (8))

= lim
ǫ→0

h(x1) + ǫ.δx(x1)− h(x1)

ǫ

= δx(x1)7.2 Property (14)Proof.
δG

δx
[h] =

∂G

∂δx
[h] (using (11))

= lim
ǫ→0

G[h + ǫ.δx]−G[h]

ǫ
(using (8))

= lim
ǫ→0

∫
(h(x) + ǫ.δx(x1))f(x)dx −

∫
h(x)f(x)dx

ǫ

= f(x1)7.3 Proposition 3.1Proof.
δnGΞ

δx1...δxn
[h] =

∫
δnhY

δx1...δxn
fΞ(Y )δY (using (5))

=

∞∑

p=n

1

p!

∫

X p

∑

16i1 6=... 6=in6p

[

h(y1)...
δh

δx1
(yi1)...

δh

δxn
(yin

)...h(yp)

]

jΞ,p(y1, ...yp)dy1...dyp

=
∞∑

p=n

1

p!

∫

X p

∑

16i1 6=... 6=in6p

[h(y1)...δx1(yi1)...δxn
(yin

)...h(yp)] jΞ,p(y1, ...yp)dy1...dyp (using (13))Setting h to 0 gives:
δnGΞ

δx1...δxn
[0] =

1

n!

∫

Xn

∑

16i1 6=... 6=in6n

[δx1(yi1)...δxn
(yin

)] jΞ,n(y1, ...yn)dy1...dyn

=

∫

Xn

[δx1(y1)...δxn
(yn)] jΞ,n(y1, ...yn)dy1...dyn

= jΞ,n(x1, ...xn)

= fΞ(X)RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 387.4 Theorem 3.1Proof.
δnGΞ

δx1...δxn
[h] =

∫
δnhY

δx1...δxn
fΞ(Y )δY (using (5))

=

∞∑

p=n

1

p!

∫

X p

∑

16i1 6=... 6=in6p

[

h(y1)...
δh

δx1
(yi1)...

δh

δxn
(yin

)...h(yp)

]

jΞ,p(y1, ...yp)dy1...dyp

=

∞∑

p=n

1

p!

∫

X p

∑

16i1 6=... 6=in6p

[h(y1)...δx1(yi1)...δxn
(yin

)...h(yp)] jΞ,p(y1, ...yp)dy1...dyp (using (13))Setting h to 1 gives:
δnGΞ

δx1...δxn
[1] =

∞∑

p=n

1

p!

∫

X p

∑

16i1 6=... 6=in6p

[δx1(yi1)...δxn
(yin

)] jΞ,p(y1, ...yp)dy1...dyp

=

∞∑

p=n

An
p

p!

∫

X p

[δx1(y1)...δxn
(yn)] jΞ,p(y1, ...yp)dy1...dyp

=

∞∑

p=n

1

(p− n)!

∫

X p−n

jΞ,p(x1, ..., xn, w1, ..., wp−n)dw1...dwp−n

=
∞∑

p=0

1

p!

∫

X p

jΞ,p+n(x1, ..., xn, w1, ..., wp)dw1...dwp

=

∫

fΞ({x1, ..., xn} ∪W )δW

= DΞ(X)7.5 Proposition 3.2Proof.
∫

hY fΞ(Y )δY =

∞∑

n=0

1

n!

∫

Xn

(
n∑

i=1

h(yi)

)

jΞ,n(y1, ..., yn)dy1...dyn

=
∞∑

n=0

A1
n

n!

∫

Xn

h(y1)jΞ,n(y1, ..., yn)dy1...dyn

=

∞∑

n=1

1

(n− 1)!

∫

X

h(y)

(∫

Xn−1

jΞ,n(y, w1, ..., wn−1)dw1...dwn−1

)

dy

=

∫

X

h(y)

(
∞∑

n=0

1

n!

∫

Xn

jΞ,n+1(y, w1, ..., wn)dw1...dwn

)

dy

=

∫

X

h(y)

(∫

fΞ({y} ∪W )δW

)

dy

=

∫

X

h(y)DΞ({y})dyRR n° 0123456789



Multi-sensor/multi-target PHD �ltering 39
7.6 Theorem 3.3Proof.

D({x}) =
δG

δx
[1] (using (17))

=

∫ [
δ

δx
Φ[h]W

]

h=1

fΞ(W )δW (using (5))
=

∫
[
∑

w∈W

(
δ

δx
Φ[h](w).Φ[h]W\{w}

)]

h=1

fΞ(W )δW

=

∫
[
∑

w∈W

(
δΦw

δx
[h].Φ[h]W\{w}

)]

h=1

fΞ(W )δW

=

∫
(
∑

w∈W

δΦw

δx
[1]

)

fΞ(W )δW

=

∫
∑

w∈W

Dw({x})fΞ(W )δW (using (17))Setting hx(w) = Dw({x}) and using (18) gives:
D({x}) =

∫

hx(w)DΞ({w})dw

=

∫

Dw({x})DΞ({w})dw7.7 Theorem 3.2Proof.
∫

S

Dk|k({x}|Z(k))dx =

∫

1S(x)Dk|k({x}|Z(k))dx

=

∫

1S(x)

(∫

δY (x)fk|k(Y |Z(k))δY

)

dx (using (19))
=

∫ (∫

1S(x)δY (x)dx

)

fk|k(Y |Z(k))δY

=

∫

|Y ∩ S|fk|k(Y |Z(k))δY

= E(|Ξk|k ∩ S|)But, aording to the de�nition 2.1:
∫

S

Dk|k(x|Z(k))dx = E(|Ξk|k ∩ S|)Thus, ∫S Dk|k(x|Z(k))dx =
∫

S Dk|k({x}|Z(k))dx and thereforeDk|k(x|Z(k)) = Dk|k({x}|Z(k)) almost ev-erywhere.RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 407.8 Proposition 4.1Proof. Conditionnaly on the multi-target set X = {x1
k, ..., xn

k} the RFS Ξk+1|k equals to:
Ξk+1|k = ΞE

k+1|k(x1
k) ∪ ... ∪ ΞE

k+1|k(xn
k ) ∪ ΞS

k+1|k(x1
k) ∪ ... ∪ ΞS

k+1|k(xn
k ) ∪ ΞB

k+1|kwhere:� ΞE
k+1|k(xi

k) is the RFS desribing the evolution of the i-th existing target;� ΞS
k+1|k(xi

k) is the RFS desribing the reation of spawning targets originating from the i-th existingtarget;� ΞB
k+1|k is the RFS desribing the reation of spontaneous birth targets.Sine ΞE
k+1|k(xi

k) equals to:� ∅ with probability 1− ps(x
i
k) (target i dies);� {y}, y ∈ X with probability fE

k+1|k(y|xi
k)ps(x

i
k) (target i survives and evolves to new state y);� Y ∈ Xn, n > 2 with zero probability. 10its PGFl GΞE

k+1|k
(xi

k
) equals to:

GΞE
k+1|k

(xi
k
)[h] =

∫

hY fE
k+1|k(Y |xi

k)δY

= jΞE
k+1|k

(xi
k
),0(∅)

︸ ︷︷ ︸

=1−ps(xi
k
)

+

∫

X 1

h(y1) jΞE
k+1|k

(xi
k
),1(y1)

︸ ︷︷ ︸

=fE
k+1|k

(y1|xi
k
)ps(xi

k
)

dy1

+

∞∑

p=2

1

p!

∫

X p

h(y1)...h(yp) jΞE
k+1|k

(xi
k
),p(y1, ..., yp)

︸ ︷︷ ︸

=0

dy1...dyp

= 1− ps(x
i
k) +

∫

h(y)fE
k+1|k(y|xi

k)ps(x
i
k)dy

= 1− ps(x
i
k) + ps(x

i
k)pE

h (xi
k)Denoting by pS

h(xi
k) =

∫
hY fS

k+1|k(Y |xi
k)δY the PGFl of ΞS

k+1|k(xi
k) and by pB

h =
∫

hY fB
k+1|k(Y )δY thePGFl of ΞB

k+1|k and using the produt rule of independent PGFls (7), we have:
Gk+1|k[h|X ] =

∏

x∈X

(

GΞE
k+1|k

(x)[h]
)

.
∏

x∈X

(

GΞS
k+1|k

(x)[h]
)

.GΞB
k+1|k

[h]

= (1− ps + ps.p
E
h )X .(pS

h )X .pB
h10Remember that "splitting" targets are not overed by the transition proess but by the spawning proess.
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Multi-sensor/multi-target PHD �ltering 417.9 Theorem 4.1Proof. Using the de�nition of the PGFl (5), we an write:
Gk+1|k[h] =

∫

hY fk+1|k(Y |Z(k))δY

=

∫

hY

(∫

fk+1|k(Y |X)fk|k(X |Z(k))δX

)

δY (using (1))
=

∫ (∫

hY fk+1|k(Y |X)δY

)

fk|k(X |Z(k))δX

=

∫

Gk+1|k[h|X ]fk|k(X |Z(k))δX (using (5))
=

∫

(1− ps + ps.p
E
h )X .(pS

h)X .pB
h fk|k(X |Z(k))δX (using (24))

= pB
h .

∫
(
(1 − ps + ps.p

E
h ).(pS

h)
)X

fk|k(X |Z(k))δXLet Φ be the funtional Φ[h](x) = (1− ps(x) + ps(x).pE
h (x)).(pS

h (x)), then:
Gk+1|k[h] = pB

h .

∫

(Φ[h])Xfk|k(X |Z(k))δX

= pB
h .Gk|k[Φ[h]] (using (5))Then, using the araterization of the PHD as a set derivative of the PGFl (23) gives:

Dk+1|k(x) =

[
δGk+1|k

δx
[h]

]

h=1

=

[
δpB

h

δx

]

h=1
︸ ︷︷ ︸

A

. Gk|k[Φ[1]]
︸ ︷︷ ︸

B

+ pB
1

︸︷︷︸

C

.

[
δGk|k

δx
[Φ[h]]

]

h=1
︸ ︷︷ ︸

DSine bB
k+1|k(x) is the PHD of the spontaneous birth multitarget RFS ΞB

k+1|k with PGFl pB
h , using (23)again gives:

A =

[
δpB

h

δx

]

h=1

= bB
k+1|k(x)Then, one an note that, for all x ∈ X :

Φ[1](x) = (1− ps(x) + ps(x).pE
1 (x)).(pS

1 (x))

=

(

1− ps(x) + ps(x).

∫

1(y)fE
k+1|k(y|x)dy

)

.

(∫

1Y fS
k+1|k(Y |xi

k)δY

)

=







1− ps(x) + ps(x).

∫

fE
k+1|k(y|x)dy

︸ ︷︷ ︸

=1







.







∫

fS
k+1|k(Y |xi

k)δY

︸ ︷︷ ︸

=1







= 1− ps(x) + ps(x)

= 1RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 42Then, sine Φ[1] = 1:
B = Gk|k[Φ[1]]

= Gk|k[1]

=

∫

1Y fk|k(Y |Z(k))δY (using (5))
= 1Using one more the de�nition of a PGFl (5) gives:

C = pB
1 =

∫

1Y fB
k+1|k(Y )δY = 1Finally, we have:

D =

[
δGk|k

δx
[Φ[h]]

]

h=1

= D̂k|k({x}) (using (17))where D̂k|k denotes the moment density orresponding to the PGFl Gk|k[Φ[h]]. Denote by Φw the PGFl
Φw[h] = Φ[h](w) and D̂w the orresponding moment density. Then, sine Φ[1] = 1, proposition 3.3 appliesand we have:

D =

∫

D̂w({x})Dk|k({w})dw

=

∫ [
δΦw

δx
[h]

]

h=1

Dk|k({w})dw (using (17))
=

∫ [
δΦw

δx
[h]

]

h=1

Dk|k(w)dw (using (22))Then:
δΦw

δx
[h] =

δ

δx

[
((1 − ps(w) + ps(w).pE

h (w)).(pS
h (w))

]

= ps(w)

(
δ

δx
pE

h (w)

)

pS
h(w) + (1− ps(w) + ps(w).pE

h (w))

(
δ

δx
pS

h(w)

)Setting G[h] = pE
h (w) =

∫
h(y)fE

k+1|k(y|w)dy and using property (14) gives:
δΦw

δx
[h] = ps(w)fE

k+1|k(x|w)pS
h (w) + (1 − ps(w) + ps(w).pE

h (w))

(
δ

δx
pS

h(w)

)Therefore, by setting h = 1, one have:
[
δΦw

δx
[h]

]

h=1

= ps(w)fE
k+1|k(x|w)pS

1 (w) + (1 − ps(w) + ps(w).pE
1 (w))

[
δ

δx
pS

h(w)

]

h=1That is, sine bS
k+1|k(x|w) is the PHD of the spawning multitarget RFS ΞS

k+1|k(w) with PGFl pS
h(w):

[
δΦw

δx
[h]

]

h=1

= ps(w)fE
k+1|k(x|w)pS

1 (w) + (1 − ps(w) + ps(w).pE
1 (w))bS

k+1|k(x|w) (using (23))
= ps(w)fE

k+1|k(x|w).1 + (1− ps(w) + ps(w).1)bS
k+1|k(x|w)

= ps(w)fE
k+1|k(x|w) + bS

k+1|k(x|w)RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 43Hene, D =
∫ (

ps(w)fE
k+1|k(x|w) + bS

k+1|k(x|w)
)

Dk|k(w)dw and �nally:
Dk+1|k(x) = A.B + C.D = bB

k+1|k(x) +

∫ (

ps(w)fE
k+1|k(x|w) + bS

k+1|k(x|w)
)

Dk|k(w)dw7.10 Proposition 4.2Proof. Sine fΞ is Poisson, fΞ(X) = e−λ
∏

x∈X I(x). Let X = {x1, .., xn} be a olletion of distintelements from X . Then:
DΞ(X) =

∫

fΞ({x1, ..., xn} ∪W )δW

=
∞∑

p=0

1

p!

∫

X p

jΞ,p+n(x1, ..., xn, w1, ..., wp)dw1...dwp

=

∞∑

p=0

1

p!

∫

X p

e−λ
n∏

i=1

(I(xi)) .

p
∏

j=1

(I(wj)) dw1...dwp

=

n∏

i=1

(I(xi)) .e−λ.

∞∑

p=0

1

p!

∫

X p

p
∏

j=1

(I(wj)) dw1...dwp

=

n∏

i=1

(I(xi)) .e−λ.

∞∑

p=0

1

p!

(∫

X

I(w)dw

)p

=

n∏

i=1

(I(xi)) .e−λ.

∞∑

p=0

1

p!
λp

=

n∏

i=1

I(xi)Furthermore:
GΞ[h] =

∫

hW fΞ(W )δW

=
∞∑

p=0

1

p!

∫

X p

p
∏

i=1

(h(wi)) jΞ,p(w1, ..., wp)dw1...dwp

=

∞∑

p=0

1

p!

∫

X p

e−λ

p
∏

i=1

(h(wi))

p
∏

i=1

(I(wi)) dw1...dwp

= e−λ.

∞∑

p=0

1

p!

(∫

X

h(w)I(w)dw

)p

= e−λ. exp

(∫

X

h(w)I(w)dw

)

= eI[h]−λ
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Multi-sensor/multi-target PHD �ltering 447.11 Proposition 4.3Proof. Conditionnaly on the multi-target set X = {x1
k, ..., xn

k} the single-sensor/multi-target observationRFS Σk+1 equals to:
Σk+1 = ΣO

k+1(x
1
k) ∪ ... ∪ ΣO

k+1(x
n
k ) ∪ΣFA

k+1where:� ΣO
k+1(x

i
k) is the RFS desribing the observation of the i-th existing target;� ΣFA

k+1 is the RFS desribing the false alarm proess.Sine ΣO
k+1(x

i
k) equals to:� ∅ with probability 1− pd(x

i
k) (target i undeteted);� {z}, z ∈ Z with probability fO

k+1(z|x
i
k)pd(x

i
k) (target i produes a measure z);� Z ∈ Zn, n > 2 with zero probability.its PGFl GΣO

k+1(xi
k
) equals to:
GΣO

k+1(xi
k
)[g] =

∫

gZfO
k+1|k(Z|xi

k)δZ

= jΣO
k+1(xi

k
),0(∅)

︸ ︷︷ ︸

=1−pd(xi
k
)

+

∫

Z1

g(z1) jΣO
k+1(x

i
k
),1(z1)

︸ ︷︷ ︸

=fO
k+1(z|xi

k
)pd(xi

k
)

dy1

+

∞∑

p=2

1

p!

∫

Zp

g(z1)...g(zp) jΣO
k+1

(xi
k
),p(z1, ..., zp)

︸ ︷︷ ︸

=0

dz1...dzp

= 1− pd(x
i
k) +

∫

g(z)fO
k+1(z|x

i
k)pd(x

i
k)dz

= 1− pd(
i
k) + pd(x

i
k)pO

g (xi
k)Sine the RFS ΣFA

k+1 is Poisson, aording to proposition 4.2 its PGFl GΣF A
k+1

equals to GΣF A
k+1

[g] = eλ.c[g]−λ.Then, using the produt rule of independent PGFls (7), we have:
Gk+1[g|X ] =

∏

x∈X

(

GΣO
k+1(x)[g]

)

.GΣF A
k+1

[g]

= (1− pd + pd.p
O
g )X .eλ.c[g]−λ
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Multi-sensor/multi-target PHD �ltering 457.12 Proposition 4.4Proof.We have:
β[g, δx] =

δ

δx
β[g, h]

=
δ

δx

(
λc[g]− λ + µs[h(1− pd)] + µs[hpd.p

O
g ]− µ

)

= µ
δ

δx

(∫

h(w)(1 − pd(w))s(w)dw

)

+ µ
δ

δx

(∫

h(w)pd(w)pO
g (w)s(w)dw

)

= µ(1− pd(x))s(x) + µpd(x)pO
g (x)s(x) (using (14))Furthermore:

β[δz , h] =
δ

δz
β[g, h]

=
δ

δz

(
λc[g]− λ + µs[h(1− pd)] + µs[hpd.p

O
g ]− µ

)

= λ
δ

δz

(∫

g(u)c(u)du

)

+ µ

∫

h(x)pd(x)
δ

δz

(∫

g(u)fk+1(u|x)du

)

s(x)dx

= λc(z) + µ

∫

h(x)pd(x) fk+1(z|x)
︸ ︷︷ ︸

=Lz(x)

s(x)dx (using (14))
= λc(z) + µs[hpdLz]Finally:

β[δz , δx] =
δ

δx
β[δz, h]

=
δ

δx
(λc(z) + µs[hpdLz])

= µ
δ

δx

(∫

h(w)pd(w)Lz(w)s(w)dw

)

= µpd(x)Lz(x)s(x) (using (14))7.13 Theorem 4.2Proof. Let F [g, h] be the two-variable PGFl de�ned by:
F [g, h] =

∫∫

hXgZfk+1(Z|X)fk+1|k(X |Z(k))δXδZ

=

∫

hX

(∫

gZfk+1(Z|X)δZ

)

fk+1|k(X |Z(k))δX

=

∫

hXGk+1[g|X ]fk+1|k(X |Z(k))δXRR n° 0123456789



Multi-sensor/multi-target PHD �ltering 46Let Zk+1 = {z1, ..., zm} be the olletion of urrent measures. Di�erentiating F [g, h] in points z1, ..., zmgives:
[

δm

δz1...δzm
F [g, h]

]

g=0

=

∫

hX

[
δm

δz1...δzm
Gk+1[g|X ]

]

g=0

fk+1|k(X |Z(k))δX

=

∫

hXfk+1(Zk+1|X)fk+1|k(X |Z(k))δX (using(15))Therefore, the PGFl Gk+1|k+1 of data update multi-target RFS Ξk+1|k+1 is:
Gk+1|k+1[h] =

∫

hXfk+1|k+1(X |Z
(k+1))δX (using(5))

=

∫

hX

(

fk+1(Zk+1|X)fk+1|k(X |Z(k))
∫

fk+1(Zk+1|W )fk+1|k(W |Z(k))δW

)

δX (using(2))
=

∫
hXfk+1(Zk+1|X)fk+1|k(X |Z(k))δX
∫

fk+1(Zk+1|W )fk+1|k(W |Z(k))δW

=

[
δm

δz1...δzn
F [g, h]

]

g=0
[

δn

δz1...δzm
F [g, h]

]

g=0,h=1Then, using (23), we have:
Dk+1|k+1(x) =

[
δ

δx
Gk+1|k+1[h]

]

h=1

=

[
δn+1

δz1...δzmδxF [g, h]
]

g=0,h=1
[

δm

δz1...δzm
F [g, h]

]

g=0,h=1That is, the data updated PHD Dk+1|k+1 is the ratio of set derivatives of the fundamental PGFl F [g, h].Now, F [g, h] must be onstruted expliitely. We have:
F [g, h] =

∫

hXGk+1[g|X ]fk+1|k(X |Z(k))δX

=

∫

hX(1 − pd + pd.p
O
g )X .eλc[g]−λfk+1|k(X |Z(k))δX (using (31))

= eλc[g]−λ.

∫
(
h(1− pd + pd.p

O
g )
)X

fk+1|k(X |Z(k))δX

= eλc[g]−λ.Gk+1|k[h(1− pd + pd.p
O
g )]Sine fk+1|k(X |Z(k)) is assumed approximately Poisson with intensity µs(x) and parameter µ, aordingto proposition 4.2 we have Gk+1|k[h] ≃ eµ.s[h]−µ with s[h] =

∫
h(x)s(x)dx. Therefore:

F [g, h] = eλc[g]−λ.Gk+1|k[h(1− pd + pd.p
O
g )]

≃ eλc[g]−λ+µs[h(1−pd+pd.pO
g )]−µ

≃ eβ[g,h]RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 47The data updated PHD Dk+1|k+1 an therefore be omputed using set derivatives of the generi ross-termonly :
Dk+1|k+1(x) =

[
δm+1

δz1...δznδxF [g, h]
]

g=0,h=1
[

δm

δz1...δzm
F [g, h]

]

g=0,h=1

≃

[
δ
δx

(
δm

δz1...δzm
eβ[g,h]

)]

g=0,h=1
[

δm

δz1...δzm
eβ[g,h]

]

g=0,h=1

≃

[
δ
δx

(
eβ[g,h]

∏m
i=1 β[δzi

, h]
)]

g=0,h=1
[
eβ[g,h]

∏m
i=1 β[δzi

, h]
]

g=0,h=1

≃

[

β[g, δx].eβ[g,h].
∏m

i=1 β[δzi
, h] + eβ[g,h].

∑m
i=1

(

β[δzi
, δx].

∏

j 6=i β[δzj
, h]
)]

g=0,h=1
[
eβ[g,h]

∏m
i=1 β[δzi

, h]
]

g=0,h=1

≃ β[0, δx] +
∑

z∈Zk+1

β[δz, δx]

β[δz , 1]

≃ µ(1− pd(x))s(x) +
∑

z∈Zk+1

µpd(x)Lz(x)s(x)

λc(z) + µs[pdLz]

≃



1− pd(x) +
∑

z∈Zk+1

pd(x)Lz(x)

λc(z) + µs[pdLz]



µs(x)Finally, sine the time updated RFS Σk+1|k is assumed Poisson, its intensity µs(x) equals its �rst ordermoment Dk+1|k({x}) (proposition 4.2) or, equivalently, its PHD Dk+1|k(x) (equation (22)):
Dk+1|k+1(x) ≃



1− pd(x) +
∑

z∈Zk+1

pd(x)Lz(x)

λc(z) + Dk+1|k[pdLz]



Dk+1|k(x)
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Multi-sensor/multi-target PHD �ltering 487.14 Proposition 5.1Proof.We have:
β[g[1], ..., g[N ], δx]

=
δ

δx
β[g[1], ..., g[N ], h]

=
δ

δx





N∑

j=1

(λ[j]c[j][g[j]]− λ[j]) + µs



h

N∏

j=1

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)



− µ





= µ
δ

δx





∫

h(w)

N∏

j=1

(

1− p
[j]
d (w) + p

[j]
d (w)p

O,[j]

g[j] (w)
)

s(w)dw





= µ

N∏

j=1

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x) ( (14)Furthermore:
β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], h]

=
δM

δz[σ1]...δz[σM ]
β[g[1], ..., g[N ], h]

=
δM

δz[σ1]...δz[σM ]





N∑

j=1

(λ[j]c[j][g[j]]− λ[j]) + µs



h

N∏

j=1

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)



− µ





=







λ[σ1]c[σ1](z[σ1]) + µ

∫

h(x)p
[σ1]
d (x)

δ
(∫

g[σ1](z)f
0,[σ1]
k+1 (z|x)dz

)

δz[σ1]

∏

j 6=σ1

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx (M = 1)

µ

∫

h(x)
M∏

i=1



p
[σi]
d (x)

δ
(∫

g[σi](z)f
O,[σi]
k+1 (z|x)dz

)

δz[σi]




∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx (M > 1)

=







λ[σ1]c[σ1](z[σ1]) + µ

∫

h(x)p
[σ1]
d (x) f

O,[σ1]
k+1 (z[σ1]|x)
︸ ︷︷ ︸

=L
[σ1]

z[σ1]
(x)

∏

j 6=σ1

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx (M = 1)

µ

∫

h(x)
M∏

i=1








p
[σi]
d (x) f

O,[σi]
k+1 (z[σi]|x)
︸ ︷︷ ︸

=L
[σi]

z[σi]
(x)








∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx (M > 1)

( (14)
=







λ[σ1]c[σ1](z[σ1]) + µs



hp
[σ1]
d L

[σ1]

z[σ1]

∏

j 6=σ1

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)



 (M = 1)

µs



h

M∏

i=1

(

p
[σi]
d L

[σi]

z[σi]

) ∏

j /∈σ([1 M ])

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)



 (M > 1)RR n° 0123456789
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β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], δx]

=
δ

δx
β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], h]

=







µ
δ

δx





∫

h(w)p
[σ1 ]
d (w)L

[σ1]

z[σ1](w)
∏

j 6=σ1

(

1− p
[j]
d (w) + p

[j]
d (w)p

O,[j]

g[j] (w)
)

s(w)dw



 (M = 1)

µ
δ

δx





∫

h(w)

M∏

i=1

(

p
[σi]
d (w)L

[σi]

z[σi]
(w)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (w) + p

[j]
d (w)p

O,[j]

g[j] (w)
)

s(w)dw



 (M > 1)

= µ

M∏

i=1

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x) ( (14)
7.15 Proposition 5.2Proof. Let Σ

[j]
k+1 be the observation RFS of the j-th sensor, with density f

[j]
k+1 and PGFl G[j]

k+1. The urrentobservation Zk+1 is the "union" of urrent observations Z
[j]
k+1 whih are de�ned on (eventually) di�erentsingle-observation spae Z [j]. Therefore, the set-based data update equation (2) an be written as follows:

fk+1|k+1(X |Z
(k+1)) =

fk+1(Zk+1|X)fk+1|k(X |Z(k))
∫

fk+1(Zk+1|W )fk+1|k(W |Z(k))δW

=

∏N
j=1

(

f
[j]
k+1(Z

[j]
k+1|X)

)

fk+1|k(X |Z(k))

∫ ∏N
j=1

(

f
[j]
k+1(Z

[j]
k+1|W )

)

fk+1|k(W |Z(k))δWLet F [g[1], ..., g[N ], h] be the N + 1-variable PGFl de�ned as:
F [g[1], ..., g[N ], h] =

∫

· · ·

∫

hX
N∏

j=1

(

(g[j])Z[j]

f
[j]
k+1(Z

[j]|X)
)

δXδZ [1]...δZ [N ]

=

∫

hX
N∏

j=1

(∫

(g[j])Z[j]

f
[j]
k+1(Z

[j]|X)δZ [j]

)

fk+1|k(X |Z(k))δX

=

∫

hX
N∏

j=1

(

G
[j]
k+1[g

[j]|X ]
)

fk+1|k(X |Z(k))δX
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[j]
k+1 = {z

[j]
1 , ..., z

[j]
m[j]} be the olletion of urrent measures produed by sensor j. Di�erentiating

F [g, h] in points z
[1]
1 , ..., z

[1]
m[1], ..., z

[N ]
1 , ..., z

[N ]
m[N ] gives:




δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]
m[1]...δz

[N ]
1 ...δz

[N ]
m[N ]

F [g[1], ..., g[N ], h]





g[1]=0,...,g[N ]=0

=

∫

hX
N∏

j=1








δm[j]

δz
[j]
1 ...δz

[j]
m[j]

G
[j]
k+1[g

[j]|X ]





g[j]=0



 fk+1|k(X |Z(k))δX

=

∫

hX
N∏

j=1

(

f
[j]
k+1(Z

[j]
k+1|X)

)

fk+1|k(X |Z(k))δXTherefore, the PGFl Gk+1|k+1 of the data updated multi-target RFS Ξk+1|k+1 is:
Gk+1|k+1[h] =

∫

hXfk+1|k+1(X |Z
(k+1))δX

=

∫

hX

∏N
j=1

(

f
[j]
k+1(Z

[j]
k+1|X)

)

fk+1|k(X |Z(k))

∫ ∏N
j=1

(

f
[j]
k+1(Z

[j]
k+1|W )

)

fk+1|k(W |Z(k))δW
δX

=

∫
hX
∏N

j=1

(

f
[j]
k+1(Z

[j]
k+1|X)

)

fk+1|k(X |Z(k))δX

∫ ∏N
j=1

(

f
[j]
k+1(Z

[j]
k+1|W )

)

fk+1|k(W |Z(k))δW

=

[

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

F [g[1], ..., g[N ], h]

]

g[1]=0,...,g[N ]=0
[

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

F [g[1], ..., g[N ], h]

]

g[1]=0,...,g[N ]=0,h=1Then, using (23), we have:
Dk+1|k+1(x) =

[
δ

δx
Gk+1|k+1[h]

]

h=1

=

[

δ
δx

(

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

F [g[1], ..., g[N ], h]

)]

g[1]=0,...,g[N ]=0,h=1
[

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

F [g[1], ..., g[N ], h]

]

g[1]=0,...,g[N ]=0,h=1
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Multi-sensor/multi-target PHD �ltering 51That is, the data updated PHD Dk+1|k+1 is the ratio of set derivatives of the fundamental PGFl F [g[1], ..., g[N ], h].This PGFl an be written:
F [g[1], ..., g[N ], h] =

∫

hX
N∏

j=1

(

G
[j]
k+1[g

[j]|X ]
)

fk+1|k(X |Z(k))δX

=

∫

hX
N∏

j=1

((

1− p
[j]
d + p

[j]
d .p

O,[j]

g[j]

)X

eλ[j]c[j][g[j]]−λ[j]

)

fk+1|k(X |Z(k))δX (using (31))
=

N∏

j=1

(

eλ[j]c[j][g[j]]−λ[j]
)

.

∫


h

N∏

j=1

(

1− p
[j]
d + p

[j]
d .p

O,[j]

g[j]

)





X

fk+1|k(X |Z(k))δX

= e
PN

j=1(λ[j]c[j][g[j]]−λ[j]).Gk+1|k



h

N∏

j=1

(

1− p
[j]
d + p

[j]
d .p

O,[j]

g[j]

)



Sine fk+1|k(X |Z(k)) is assumed approximately Poisson with parameter µ and intensity µs(x), aordingto proposition 4.2 we have Gk+1|k[h] ≃ eµs[h]−µ with s[h] =
∫

h(x)s(x)dx. Therefore:
F [g, h] = e

PN
j=1(λ[j]c[j][g[j]]−λ[j]).Gk+1|k



h

N∏

j=1

(

1− p
[j]
d + p

[j]
d .p

O,[j]

g[j]

)





≃ e

PN
j=1(λ[j]c[j][g[j]]−λ[j])+µs

»

h
QN

j=1

„

1−p
[j]
d

+p
[j]
d

.p
O,[j]

g[j]

«–

−µ

≃ eβ[g[1],...,g[N ],h]And �nally:
Dk+1|k+1(x) =

[

δ
δx

(

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

F [g[1], ..., g[N ], h]

)]

g[1]=0,...,g[N ]=0,h=1
[

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

F [g[1], ..., g[N ], h]

]

g[1]=0,...,g[N ]=0,h=1

≃

[

δ
δx

(

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

eβ[g[1],...,g[N ],h]

)]

g[1]=0,...,g[N ]=0,h=1
[

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

eβ[g[1],...,g[N ],h]

]

g[1]=0,...,g[N ]=0,h=1
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Multi-sensor/multi-target PHD �ltering 527.16 Proposition 5.3Proof. The multi-sensor ross-term set in target state x an be reformulated:
β[g[1], ..., g[N ], δx]

= µ

N∏

j=1

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x) 5.1
= µ

P∏

q=1




∏

j∈PS(q)

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)



 s(x)If ∃p ∈ [1 P ], x ∈ PT (p) then:
β[g[1], ..., g[N ], δx]

= µ
∏

j∈PS(p)

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)∏

q 6=p




∏

j∈PS(q)



1− p
[j]
d (x)
︸ ︷︷ ︸

=0

+ p
[j]
d (x)
︸ ︷︷ ︸

=0

p
O,[j]

g[j] (x)







 s(x)

= µ
∏

j∈PS(p)

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)

= βp[g
[1], ..., g[N ], δx] 5.1Otherwise, x ∈ PT (0) and therefore:

β[g[1], ..., g[N ], δx]

= µ

P∏

p=1




∏

j∈PS(p)



1− p
[j]
d (x)
︸ ︷︷ ︸

=0

+ p
[j]
d (x)
︸ ︷︷ ︸

=0

p
O,[j]

g[j] (x)







 s(x)

= µs(x)The multi-sensor ross-term set in measures z[σ1], ..., z[σM ] an be reformulated:
β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], h]

=







λ[σ1]c[σ1](z[σ1]) + µs



hp
[σ1]
d L

[σ1]

z[σ1]

∏

j 6=σ1

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)



 (M = 1)

µs



h

M∏

i=1

(

p
[σi]
d L

[σi]

z[σi]

) ∏

j /∈σ([1 M ])

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)



 (M > 1)

5.1
=







λ[σ1]c[σ1](z[σ1]) + µ

P∑

q=0

∫

PT (q)

h(x)p
[σ1]
d (x)L

[σ1]

z[σ1](x)
∏

j 6=σ1

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx (M = 1)

µ

P∑

q=0

∫

PT (q)

h(x)

M∏

i=1

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx (M > 1)RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 53If ∃p ∈ [1 P ], σ([1 M ]) ⊂ PS(p) then:
β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], h]

=







λ[σ1]c[σ1](z[σ1])

+ µ

∫

PT (p)

h(x)p
[σ1]
d (x)L

[σ1]

z[σ1](x)
∏

j∈PS (p)
j 6=σ1

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
) ∏

j /∈PS(p)



1− p
[j]
d (x)
︸ ︷︷ ︸

=0

+ p
[j]
d (x)
︸ ︷︷ ︸

=0

p
O,[j]

g[j] (x)



 s(x)dx

+ µ
∑

q 6=p

∫

PT (q)

h(x) p
[σ1]
d (x)
︸ ︷︷ ︸

=0

L
[σ1]

z[σ1](x)
∏

j 6=σ1

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx

µ

∫

PT (p)

h(x)
M∏

i=1

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j∈PS(p)
j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
) ∏

j /∈PS(p)



1− p
[j]
d (x)
︸ ︷︷ ︸

=0

+ p
[j]
d (x)
︸ ︷︷ ︸

=0

p
O,[j]

g[j] (x)



 s(

+ µ
∑

q 6=p

∫

PT (q)

h(x)
M∏

i=1



p
[σi]
d (x)
︸ ︷︷ ︸

=0

L
[σi]

z[σi]
(x)




∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx

=







λ[σ1]c[σ1](z[σ1]) + µ

∫

PT (p)

h(x)p
[σ1]
d (x)L

[σ1]

z[σ1](x)
∏

j∈PS(p)
j 6=σ1

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx (M = 1)

µ

∫

PT (p)

h(x)

M∏

i=1

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j∈PS(p)
j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx (M > 1)

=







λ[σ1]c[σ1](z[σ1]) + µs







hp
[σ1]
d L

[σ1]

z[σ1]

∏

j∈PS(p)
j 6=σ1

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)







p

(M = 1)

µs






h

M∏

i=1

(

p
[σi]
d L

[σi]

z[σi]

) ∏

j∈PS(p)
j /∈σ([1 M ])

(

1− p
[j]
d + p

[j]
d p

O,[j]

g[j]

)







p

(M > 1)

= βp[g
[p1], ..., δz[σ1] , ..., δz[σM ] , ..., g[pnp ], h] (using prop. 5.1)
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Multi-sensor/multi-target PHD �ltering 54Otherwise ∃p1, p2 ∈ [1 P ], p1 6= p2, ∃i1, i2 ∈ [1 M ], i1 6= i2, σi1 ∈ PS(p1), σi2 ∈ PS(p2) and therefore:
β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], h]

= µ

∫

PT (p1)

h(x) p
[σi2 ]

d (x)
︸ ︷︷ ︸

=0

L
[σi2 ]

z
[σi2

](x)
∏

i6=i2

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx

+ µ

∫

PT (p2)

h(x) p
[σi1 ]

d (x)
︸ ︷︷ ︸

=0

L
[σi1 ]

z
[σi1

](x)
∏

i6=i1

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx

+ µ
∑

q 6=p1

q 6=p2

∫

PT (q)

h(x) p
[σi1 ]

d (x)
︸ ︷︷ ︸

=0

L
[σi1 ]

z
[σi1

](x)
∏

i6=i1

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)dx

= 0The bounded ross-term set in observations z[σ1], ..., z[σM ] and target state x an be reformulated:
β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], δx]

= µ

M∏

i=1

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)If ∃p ∈ [1 P ], σ([1 M ]) ⊂ PS(p), x ∈ PT (p) then:
β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], δx]

= µ

M∏

i=1

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j∈PS(p)
j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
) ∏

j /∈PS(p)



1− p
[j]
d (x)
︸ ︷︷ ︸

=0

+ p
[j]
d (x)
︸ ︷︷ ︸

=0

p
O,[j]

g[j] (x)



 s(x)

= µ

M∏

i=1

(

p
[σi]
d (x)L

[σi]

z[σi]
(x)
) ∏

j∈PS(p)
j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)

= βp[g
[p1], ..., δz[σ1] , ..., δz[σM ] , ..., g[pnp ], δx] (using prop. 5.1)Otherwise, either x ∈ PT (0) or ∃p1, p2 ∈ [1 P ], p1 6= p2, ∃i1 ∈ [1 M ], x ∈ PT (p1), σi1 ∈ PS(p2) and in bothases p
[σi1 ]

d (x) = 0 so:
β[g[1], ..., δz[σ1] , ..., δz[σM ] , ..., g[N ], δx]

= µ p
[σi1 ]

d (x)
︸ ︷︷ ︸

=0

L
[σi1 ]

z
[σi1

](x)
∏

i6=i1

(

p
[σi]
d (x)L

[σi ]

z[σi]
(x)
) ∏

j /∈σ([1 M ])

(

1− p
[j]
d (x) + p

[j]
d (x)p

O,[j]

g[j] (x)
)

s(x)

= 0
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Multi-sensor/multi-target PHD �ltering 557.17 Proposition 5.4Proof. Using the general PHD data update equation (41), we have:
Dk+1|k+1(x) ≃

[

δ
δx

(

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

eβ[g[1],...,g[N ],h]

)]

g[1]=0,...,g[N ]=0,h=1
[

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

eβ[g[1],...,g[N ],h]

]

g[1]=0,...,g[N ]=0,h=1The quantity e−β[g[1],...,g[N ],h].
δm[1]+...+m[N ]

„

eβ[g[1],...,g[N ],h]

«

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

is a sum of numerous terms, eah one beinga produt of set ross-terms in various measures among z
[1]
1 , ..., z

[1]
m[1], ..., z

[N ]
1 , ..., z

[N ]
m[N ] suh that eahmeasure appear one in every term (see example (43) and the following explanations for the illustrationon a simple ase). Sine all ross-terms set in measures produed by sensors from at least two di�erentsensor partition elements PS(p) and PS(q) vanish (see prop. 5.3), terms with suh ross-terms vanish andwe have:

e−β[g[1],...,g[N ],h].
δm[1]+...+m[N ]

(

eβ[g[1],...,g[N ],h]
)

δz
[1]
1 ...δz

[1]
m[1]...δz

[N ]
1 ...δz

[N ]
m[N ]

=

P∏

p=1



e−β[g[1],...,g[N ],h].
δm[p1]+...+m[pnp ]

(

eβ[g[1],...,g[N ],h]
)

δz
[p1]
1 ...δz

[p1]
m[p1]

...δz
[pnp ]

1 ...δz
[pnp ]

m[pnp ]



Thus:
δm[1]+...+m[N ]

(

eβ[g[1],...,g[N ],h]
)

δz
[1]
1 ...δz

[1]
m[1]...δz

[N ]
1 ...δz

[N ]
m[N ]

= e−(P−1)β[g[1],...,g[N ],h]
P∏

p=1




δm[p1]+...+m[pnp ]

(

eβ[g[1],...,g[N ],h]
)

δz
[p1]
1 ...δz

[p1]
m[p1]

...δz
[pnp ]

1 ...δz
[pnp ]

m[pnp ]



Taking the di�erentiation in any point x ∈ X gives:
δ

δx




δm[1]+...+m[N ]

(

eβ[g[1],...,g[N ],h]
)

δz
[1]
1 ...δz

[1]
m[1]...δz

[N ]
1 ...δz

[N ]
m[N ]





= e−(P−1)β[g[1],...,g[N ],h]



−(P − 1)β[g[1], ..., g[N ], δx]

P∏

p=1




δm[p1]+...+m[pnp ]

(

eβ[g[1],...,g[N ],h]
)

δz
[p1]
1 ...δz

[p1]
m[p1]

...δz
[pnp ]

1 ...δz
[pnp ]

m[pnp ]





+

P∑

p=1

δ

δx




δm[p1]+...+m[pnp ]

(

eβ[g[1],...,g[N ],h]
)

δz
[p1]
1 ...δz

[p1]
m[p1]

...δz
[pnp ]

1 ...δz
[pnp ]

m[pnp ]




∏

q 6=p




δm[q1]+...+m[qnq ]

(

eβ[g[1],...,g[N ],h]
)

δz
[q1]
1 ...δz

[q1]
m[q1]...δz

[qnq ]

1 ...δz
[qnq ]

m[qnq ]







Therefore:
δ
δx




δm[1]+...+m[N ]

„

eβ[g[1],...,g[N ],h]

«

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]





δm[1]+...+m[N ]
“

eβ[g[1],...,g[N ],h]
”

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

= −(P − 1)β[g[1], ..., g[N ], δx]
︸ ︷︷ ︸

A

+

P∑

p=1

δ
δx




δ

m[p1]+...+m[pnp ]
„

eβ[g[1],...,g[N ],h]

«

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]





δ
m[p1]+...+m[pnp ]

“

eβ[g[1],...,g[N ],h]
”

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

︸ ︷︷ ︸

BThe quantity e−β[g[1],...,g[N ],h]. δ
δx




δ

m[p1]+...+m[pnp ]
„

eβ[g[1],...,g[N ],h]

«

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]



 is a sum of numerous terms, eah oneRR n° 0123456789
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[p1]
1 , ..., z

[p1]
ms[p1], ..., z

[pnp ]

1 , ..., z
[pnp ]

m[pnp ] and/or in
x suh that eah measure and x appear one in eah term (see example (44) and the following explanationsfor the illustration on a simple ase). Sine all ross-terms set in measures produed by sensors from sensorpartition element PS(p) and in state x ∈ PT (q) vanish if p 6= q (see prop. 5.3), terms with suh ross-termsvanish as well. Thus, if p 6= q, the only remaining terms are those where x appears in the set ross-term
β[g[1], ..., g[N ], δx]. Therefore we an write:
B =







P∑

p=1

β[g[1], ..., g[N ], δx].
δ

m[p1]+...+m[pnp ]
„

eβ[g[1],...,g[N ],h]

«

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

δ
m[p1]+...+m[pnp ]

“

eβ[g[1],...,g[N ],h]
”

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

(x ∈ PT (0))

δ
δx




δ

m[p1]+...+m[pnp ]
„

eβ[g[1],...,g[N ],h]

«

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]





δ
m[p1]+...+m[pnp ]

“

eβ[g[1],...,g[N ],h]
”

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

+
∑

q 6=p

β[g[1], ..., g[N ], δx].
δ

m[q1]+...+m[qnq ]
„

eβ[g[1],...,g[N ],h]

«

δz
[q1]
1 ...δz

[q1]

m[q1]
...δz

[qnq ]

1 ...δz
[qnq ]

m[qnq ]

δ
m[q1]+...+m[qnq ]

“

eβ[g[1],...,g[N ],h]
”

δz
[q1]
1 ...δz

[q1]

m[q1]
...δz

[qnq ]

1 ...δz
[qnq ]

m[qnq ]

(x ∈ PT (p), p 6= 0)

=







Pβ[g[1], ..., g[N ], δx] (x ∈ PT (0))

δ
δx

(

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβ[g[1],...,g[N ],h]

)

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβ[g[1],...,g[N ],h]
+ (P − 1)β[g[1], ..., g[N ], δx] (x ∈ PT (p), p 6= 0)Thus:

δ
δx




δm[1]+...+m[N ]

„

eβ[g[1],...,g[N ],h]

«

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]





δm[1]+...+m[N ]
“

eβ[g[1],...,g[N ],h]
”

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

= A + B

=







β[g[1], ..., g[N ], δx] (x ∈ PT (0))

δ
δx

(

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβ[g[1],...,g[N ],h]

)

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβ[g[1],...,g[N ],h]
(x ∈ PT (p), p 6= 0)
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=







β[g[1], ..., g[N ], δx] (x ∈ PT (0))

δ
δx

(

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβp[g[p1],...,g
[pnp ]

,h]

)

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβp[g[p1],...,g
[pnp ]

,h]
(x ∈ PT (p), p 6= 0)Finally, setting g[1] = 0, ..., g[N ] = 0, h = 1 gives:

[

δ
δx

(

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

eβ[g[1],...,g[N ],h]

)]

g[1]=0,...,g[N ]=0,h=1
[

δm[1]+...+m[N ]

δz
[1]
1 ...δz

[1]

m[1]
...δz

[N ]
1 ...δz

[N ]

m[N ]

eβ[g[1],...,g[N ],h]

]

g[1]=0,...,g[N ]=0,h=1

=







β[0, ..., 0, δx] (x ∈ PT (0))

[

δ
δx

(

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβp[g[p1],...,g
[pnp ]

,h]

)]

g[p1]=0,...,g
[pnp ]

=0,h=1
[

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβp[g[p1],...,g
[pnp ]

,h]

]

g[p1]=0,...,g
[pnp ]

=0,h=1

(x ∈ PT (p), p 6= 0)That is, using (38):
=







µ

N∏

j=1



1− p
[j]
d (x)
︸ ︷︷ ︸

=0



 s(x) (x ∈ PT (0))

[

δ
δx

(

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβp[g[p1],...,g
[pnp ]

,h]

)]

g[p1]=0,...,g
[pnp ]

=0,h=1
[

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβp[g[p1],...,g
[pnp ]

,h]

]

g[p1]=0,...,g
[pnp ]

=0,h=1

(x ∈ PT (p), p 6= 0)

=







µs(x) (x ∈ PT (0))

[

δ
δx

(

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβp[g[p1],...,g
[pnp ]

,h]

)]

g[p1]=0,...,g
[pnp ]

=0,h=1
[

δ
m[p1]+...+m[pnp ]

δz
[p1]
1 ...δz

[p1]

m[p1]
...δz

[pnp ]

1 ...δz
[pnp ]

m[pnp ]

eβp[g[p1],...,g
[pnp ]

,h]

]

g[p1]=0,...,g
[pnp ]

=0,h=1

(x ∈ PT (p), p 6= 0)

RR n° 0123456789



Multi-sensor/multi-target PHD �ltering 587.18 Proposition 5.6Proof. Let us prove by indution that for any sensor i in [1 N ] and any x in X , we have:
µ[i]s[i](x) =








∏

k6i

(

1− p
[k]
d (x)

)

+
∑

16k16i








m[k1]
∑

j1=1

∏

k6i,k 6=k1

(

1− p
[k]
d (x)

)

.p
[k1]
d (x)L

[k1]

z
[k1]
j1

(x)

Den
[k1]
M (z

[k1]
j1

)








+ · · ·+
∑

16k16···6ki6i







m[k1]
∑

j1=1

· · ·

m[ki]
∑

ji=1

p
[k1]
d (x)L

[k1]

z
[k1]
j1

(x) · · · p
[ki]
d (x)L

[ki]

z
[ki]
ji

(x)

Den
[k1]
M (z

[k1]
j1

) · · ·Den
[ki]
M (z

[ki]
ji

)













µs(x)The basis is trivial, using de�nition 5.6 we have:
µ[1]s[1](x) = C

[1]
M (Z

[1]
k+1|x)µs(x)

=




1− p

[1]
d +

∑

z∈Z
[1]
k+1

p
[1]
d (x)L

[1]
z (x)

λ[1]c[1](z) + µs[p
[1]
d L

[1]
z ]




µs(x)

=




1− p

[1]
d +

m[1]
∑

j1=1

p
[1]
d (x)L

[1]

z
[1]
j1

(x)

Den
[1]
M (z

[1]
j1

)




µs(x)
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µ[i+1]s[i+1](x)

= C
[i+1]
M (Z

[i+1s]
k+1 |x)µ[i]s[i](x)

=















1− p
[i+1]
d (x) +

m[i+1]
∑

ji+1=1

p
[i+1]
d (x)L

[i+1]

z
[i+1]
ji+1

(x)

λ[i+1]c[i+1](z
[i+1]
ji+1

) + µ[i]s[i]

[

p
[i+1]
d L

[i+1]

z
[i+1]
ji+1

]

︸ ︷︷ ︸

Den
[i+1]
M

(z
[i+1]
ji+1

)















µ[i]s[i](x)

=




1− p

[i+1]
d (x) +

m[i+1]
∑

ji+1=1

p
[i+1]
d (x)L

[i+1]

z
[i+1]
ji+1

(x)

Den
[i+1]
M (z

[i+1]
ji+1

)




 .








∏

k6i

(

1− p
[k]
d (x)

)

+
∑

16k16i








m[k1]
∑

j1=1

∏

k6i,k 6=k1

(

1− p
[k]
d (x)

)

.p
[k1]
d (x)L

[k1 ]

z
[k1]
j1

(x)

Den
[k1]
M (z

[k1]
j1

)








+ · · ·+
∑

16k16...6ki6i







m[k1]
∑

j1=1

· · ·

m[ki]
∑

ji=1

p
[k1]
d (x)L

[k1 ]

z
[k1]
j1

(x) · · · p
[ki]
d (x)L

[ki ]

z
[ki]
ji

(x)

Den
[k1]
M (z

[k1]
j1

) · · ·Den
[ki]
M (z

[ki]
ji

)













µs(x)

=








∏

k6i+1

(

1− p
[k]
d (x)

)

+
∑

16k1<i+1








m[k1]
∑

j1=1

∏

k6i+1,k 6=k1

(

1− p
[k]
d (x)

)

.p
[k1]
d (x)L

[k1 ]

z
[k1]
j1

(x)

Den
[k1]
M (z

[k1]
j1

)








+ · · ·+
∑

16k16...6ki<i+1








m[k1]
∑

j1=1

· · ·

m[ki]
∑

ji=1

∏

k6i+1,k 6=k1 ,...,k 6=ki

(

1− p
[k]
d (x)

)

.p
[k1]
d (x)L

[k1 ]

z
[k1]
j1

(x) · · · p
[ki]
d (x)L

[ki ]

z
[ki]
ji

(x)

Den
[k1]
M (z

[k1]
j1

) · · ·Den
[ki]
M (z

[ki]
ji

)








+
∑

16k1=i+1








m[k1]
∑

j1=1

∏

k6i+1,k 6=k1

(

1− p
[k]
d (x)

)

.p
[k1]
d (x)L

[k1]

z
[k1]
j1

(x)

Den
[k1]
M (z

[k1]
j1

)








+ · · ·+
∑

16k16...6ki6ki+1=i+1







m[k1]
∑

j1=1

· · ·

m[ki+1]
∑

ji=1

p
[k1]
d (x)L

[k1 ]

z
[k1]
j1

(x) · · · p
[ki]
d (x)L

[ki+1]

z
[ki+1]
ji+1

(x)

Den
[k1]
M (z

[k1]
j1

) · · ·Den
[ki+1]
M (z

[ki+1]
ji+1

)













µs(x)

=








∏

k6i+1

(

1− p
[k]
d (x)

)

+
∑

16k16i+1








m[k1]
∑

j1=1

∏

k6i+1,k 6=k1

(

1− p
[k]
d (x)

)

.p
[k1]
d (x)L

[k1 ]

z
[k1]
j1

(x)

Den
[k1]
M (z

[k1]
j1

)








+ · · ·+
∑

16k16...6ki+16i+1







m[k1]
∑

j1=1

· · ·

m[ki+1]
∑

ji+1=1

p
[k1]
d (x)L

[k1 ]

z
[k1]
j1

(x) · · · p
[ki+1]
d (x)L

[ki+1]

z
[ki+1]
ji+1

(x)

Den
[k1]
M (z

[k1]
j1

) · · ·Den
[ki+1]
M (z

[ki+1]
ji+1

)













µs(x)RR n° 0123456789
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Dk+1|k+1(x) ≃ µ[N ]s[N ](x)

≃








∏

k6N

(

1− p
[k]
d (x)

)

+
∑

16k16N








m[k1]
∑

j1=1

∏

k 6=k1

(

1− p
[k]
d (x)

)

.p
[k1]
d (x)L

[k1 ]

z
[k1]
j1

(x)

Den
[k1]
M (z

[k1]
j1

)








+ · · ·+
∑

16k16...6kN 6N







m[k1]
∑

j1=1

· · ·

m[kN ]
∑

jN=1

p
[k1]
d (x)L

[k1]

z
[k1]
j1

(x) · · · p
[kN ]
d (x)L

[kN ]

z
[kN ]
jN

(x)

Den
[k1]
M (z

[k1]
j1

) · · ·Den
[kN ]
M (z

[kN ]
jN

)













Dk+1|k(x)
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